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Kurzzusammenfassung

Die vorliegende Arbeit stellt eine neues Konzept zur Vigiatung von Suchergebnissen
fur Datenbankanfragen vor. Bereits bekannte undabete Techniken werden auf neue
Art und Weise kombiniert, um die jeweiligen Vorteile ausatzen und die Nachteile zu
minimieren. Aus diesem Grund werden Multiple Koordinieftesichten (Multiple Co-
ordinated Views) mit einem Granulatskonzept vereinigt. Das Konzept erlaubt eine
anwendungsunallngige Darstellung von Daten, eine Anpassung an neue Anweisel
domanen ist somit leicht umsetzbar. Das Konzept wurde im RahrasvigMeB (Visual
Meta-data Browser) Projektes umgesetzt und in Java progientivierschiedene Versio-
nen stehen zur Vaifjung die verschiedene Adtze realisieren.

Zwei Forschungsdisziplinen bestimmen den Aufbau diesssé@tation informationsvi-
sualisierung(Information Visualization) und Usability Engineering. ufgrund dieser
Aufteilung kann die Arbeit in zwei grosse Abschnitte unedttwerden, die sich an den
Forschungsdisziplinen orientieren. Der erste Teil didsearbeitung besétitigt sich mit
Informationsvisualisierung im Allgemeinen und bieteteeldbersichtiiber Interaktion-
stechniken und Anwendungen die als Inspiration bei der Ektung von VisMeB dien-
ten. Danach folgen detaillierte Beschreibungen der umgesemultiple koordinierten
Sichten sowie des Granularitkonzeptes. Da die multiplen Sichten sowohl Vor- als
auch Nachteile bieten muss Agahstuberpiift werden a)ob estiberhaupt Sinn macht
diese zu benutzeb) falls ja, welche Visualisierungen géawit werden und c)wie Lay-
out und Interaktion de niert werdenDies wird anhand eines 3-Phasen Modells, das in
dieser Arbeit eingefhrt wird, erhutert. Ferner werden drei Umsetzungen des Granu-
laritatskonzepts vorgestellt - d&ableZoom der RowZoomund derCellZoomdie sich
stark auf die Darstellung und Interaktioarfden Benutzer auswirken. Eine detaillierte
Prasentation der verschiedenen Interaktionstechnikeniggegetzt werden um die mul-
tiplen Sichten in Verbindung mit dem Granulatgkonzept zu synchronisieren bildet den
Abschluss dieses ersten Teils der Arbeit.

Der zweite Teil behandelt das Thema Usability Engineeriter @enauer gesagt den so-
genannterUser Centered Design ProcesBie Entwicklung von VisMeB folgt diesem
Prozess was sich inithen Benutzertests widerspiegelt dig fvichtige Designfragen
entscheidend sind. Durch dieséitie Einbindung &nnen Fehler schonith in der En-
twicklung erkannt und vermieden werden. Der Eimfung in den Bereich Usability Engi-
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neering folgt eine Darstellung der verschiedenen Entwitgphasen die VisMeB durch-
laufen hat. Die Verwendung von Prototypen spielt hierbeeevichtige Rolle, was sich
in Verbindung mit Benutzertests in den positiven Ergebmigke Untersuchungen zeigt.
Zusammenfassung und Ausblick bilden den Abschluss dielsseBation.



Short Abstract

This thesis introduces a new concept for visualizing seaastits from database inquiries.
Techniques that are already known and proven are combireday that emphasizes the
advantages and eclipses the drawbacks of individual festufor this purpos®lultiple
Coordinated Viewand aGranularity Concepbased on the idea of a semantic zoom were
uni ed. The approach is not restricted to a speci c domairl &ne visualizations used
can be easily adapted. The concept is implemented withixigMeBframework, a Java-
based "Visual Metadata Browser” that is available in divessesions.

Two main disciplines guide this thesidrformation Visualizatiorand Usability Engi-
neering Thus, the presented work adheres to this division. Thepest of the thesis
deals with Information Visualization in general and givesoaerview of the interaction
techniques used and applications that provided inspirafitnis progresses to a detailed
description of thanultiple coordinated viewsnplemented and thgranularity concept
Because the use of multiple coordinated views offers adgastas well as drawbacks,
it is necessary to clarify ayhether to use them at alb) if yes, which visualizations to
choose and c)how the layout and the interaction are de nedhich leads to the three-
phase model introduced and described in this work the msieti Furthermore, three
differently-implemented granularity versions are intnodd - theTableZoom the Row-
Zoom and theCellZoom which have a strong in uence on the display and user interac
tion. A detailed description of interaction techniqueswestn the multiple coordinated
views subject to the granularity concept closes the rst pathe thesis.

The second part deals withsability Engineeringor, more precisely, th&Jser-Centered
Design ProcessThe development of VisMeB follows the user-centered depigcess,
which results in early user tests that are responsible fpoiant design decisions. This
leads to an enormous advantage compared to systems thadtdidvolve users during
the development. After an introduction into the eld of ugdp engineering, the differ-
ent development steps of VisMeB are considered. Protagypiayed an important role
and, in combination with user tests, the design process vided by the results of these
investigations.

An outlook and a conclusion brings this thesis to a close.
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1 INTRODUCTION

1.1 Problem Space

Nowadays, the amount of information surrounding us in@edsom day to day. The
World Wide Web is a typical example nearly everyone is faanilvith, whether it be
at our everday work or in our leisure time. At any time, new sigds emerge and the
opportunity to gain more knowledge is given. But are we abldeal with this variety
or are we getting more and mor5&t in information spac® There is no apparent limit
to the spread of the Web. Hard disks, for example, have relasioegage sizes of many
gigabytes and therefore entrap the user into storing madensore data. Thus, we are
confronted with an enormous data ood that has to be adn@rest- and, most important,
used - in an ef cient way. To handle this problem, differenétimods of resolution are
available. One kind of meaningful data management is teestterrelated data in a
database. Depending on the way a database is used, it iblpossistore nearly any
kind of data. Examples are a database containing a CD caolie(#.g. audio CDs for
private use or software CDs for business use), an address(fmogrivate or business
connections), Web content (e.g. for use in a content managesygstem), and so on. The
list could be extended ad in nitum. In this contexteta-data- which can be described
as "data about data” - play an important roleda ning, locating and exploring data.
Standards for different domains are given by e.g. the Dubtire meta-data standard for
web documents or the ISO 19115 standard for geo meta-datseTbpics are referred
to in Chapter 2. For the moment, a typical scenario is destribénelp understand the
usefulness of meta-data in their day-to-day usage

Scenario 1:
Tim Herzog is a 34-year old unmarried man who has worked in aptéening bureau
in Hannover for about one and a half years as an architect. |blisst task is to concep-
tualize a new shopping mall in the center of Braunschweigréfbee, he is interested in
maps concerning potential building lots. He has access te@mgeta-data base (meta-
data concerning geographical data like maps) that givesreight into data concerning
available maps. When he wants to order a map he just has to writaail to the cor-
responding contractor and request the respective digitgdaper version depending on

1



2 INTRODUCTION

the desired eld of application. Before placing an ordenrlhas to decide which speci c
map he needs, or if he needs several maps. This is importaatibe most probably the
maps are not free or take some time to be delivered. Othertweauld be easier to keep
all maps locally and print them out as necessary. Becauseasofvbrk Tim is con dent
with the different types of meta-data available, for exanipeolution” (e.g. 1:2000),
"format” (e.qg. tiff), "reference date” (e.g. 1/5/2003), ‘dcation”, "price”, and so on. To
nd the appropriate data he enters the query terms "centerida’Braunschweig” into
the available form llin interface. He gets about 500 datasseelevant to this query and
therefore has to restrict it depending on speci ¢ charaigtes. Because of the shopping
mall's size Tim needs a speci c resolution of the map. The@ianning tool used in the
of ce imposes a second characteristic, the format, with whiwh map's format has to
be compatible. As a third constraint he wants to get a map aapljieas possible. He
activates the Iter dialog and makes the necessary settidgsa result of this limitation
Tim gets three possible maps that t his constraints. Thespfders all three to get a
better insight into the potential building lots.

One assumption made in this scenario is neither self-evitmrthe general rule. Tim
had no problem in getting an overview of the result set andihignthe obtained data by a
Iter mechanism. In real life this often looks different. Ually, the set of data containing
the meta-data is presented in a simple list presentatianthie one known from Google:
First, the title is given, followed by some meta-data, magdreperhaps hopefully) like
the ones presented above. What are the next steps in ndingptinect data? Tim prob-
ably has to scan every list item for the characteristics iméyested in. This approach is
de nitely very inef cient and not very favored by users (sakso: [PH97], [Nie0O4b], or
[ZE98]). A rst solution could be to present the meta-dataitable. However, another
problem arises: how to present the whole bulk of the infoiom& Is it possible to display
all the data simultaneously? If there is a large variety ofavtata and each meta-data
is shown in a single column, different approaches are coabts. A rst solution is to
make all columns as wide as necessary to read the whole ¢omigich can lead to the
situation in which the user is constrained to scroll hortatiy, which should be avoided.
As a variant, heightening the row instead of broadening itldareate a lot of line breaks
and make the text nearly unreadable. The third possibgditp make all columns t onto
one screen, which makes long entries unreadable. Anotttendglected so far is the lack
of an overview. The user is not able to view all the data setmnelation to compare
them, or to nd clusters or outliers.

1.2 Methods of Resolution

The scenario introduced above leads to the central poirttisfwork - thegoal we are
aiming to achieve. This can be described as follows:
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METHODS OFRESOLUTION 3

Goal:
To provide a self-contained information-seeking systeiriadditate information access
and data handling for meta-data.

This goal can be further speci ed by the following re nemsent

Support the exploration of large information spaces as weligual data mining
and the analysis of expressive data.

Improve the information seeking process by including apstfrom query formula-
tion via result-set presentation and query reformulatignta processing all infor-
mation selected by users.

The approach presented in this work is based on a set of iangaifesign decisions
that in uenced and controlled the whole development precéihey solved or reduced
the problems that are addressed above. These decisions were

1.

Combine a normal table presentation for result sets widyaate visualizations to
support the exploration process.

Multiple visualizations support the user in nding re¢ext data, dependent on the
task.

Using an overview and detail presentation of searchtesohbles the user to detect
patterns, outliers and clusters, and to explore intergstata sets simultaneously.

A reduced stimulus-overload can be achieved by usingkshun

Using a generic approach for the system enables testssaighenents in a variety
of application domains.

All these points are very speci ¢ and concern just a singlgbfgm, but as a whole
they lead to the global aim of this approach, which isiftgprovetheinformation-seeking
processhy enhancedisability’. Usability can be de ned as follows:

De nition 1.1 (Usability (1)) Usabilityis a quality attribute that assesses how easy user
interfaces are to use. The word "usability” also refers to meds for improving ease-of-
use during the design process.” [Nie0O4a]

Three factors are decisive for usability:

effectiveness,
ef ciency, and

subjective user satisfaction



4 INTRODUCTION

which can be found in the de nition of usability in [ISO98]ge de nition 6.4 (Usabil-
ity(2))).

Altogether, keeping in mind the design decisions as welhagitobal aim, this brings
us to the approach that was decided on:

To use multiple visualizations that react in a coordinateshmer and divide the bulk
of information into different levels of detail.

The realization of this approach took place during the dgwelent of the VisMeB
framework {isual Meta-data Brows@ithat was part of the EC funded project INVISIP
1. A combination of various views adapted to the applicatiomdin and a concept for
structuring and distributing the enormous amount of datr ®everal stages or more
precisely 'levels of detailwas implemented as a fully operational Java system.

1.3 Thesis Structure

As a lead-in to the eld of information visualization, Chap® gives an introduction to

the techniques that were used in the VisMeB system as welBsata-of-the-Art analysis

of systems that in uenced the development. This introducis restricted only to facts
that are directly connected to this thesis and will not gieeplete overview of systems
or techniques that are used in information visualizatiowamtays.

Chapter 3 presents the idea of multiple coordinated views (B)CNs meaning and
effect on the scenario. Three phases are shown that supyeouser in his decision if
the usage of MCVs is meaningful in the current situation. Tegcal models to depict
the method of view coordination are described, followed womplete presentation of
visualizations used in the VisMeB framework.

The concept of granularitywhich is based on the idea ofsemantic zoon(see 4.3),
is described in Chapter 4. Zoom variants as well as zoomingwehare described to
communicate the ideas that are hidden behind the concepantiigrity. The semantic
zoom takes a special place in this context because of itactaaistics which exceed the
simple magni cation that zooming in general can producesThfollowed by a descrip-
tion of different zoom variants that are implemented in thpraach presented here.

In Chapter 5 possible synchronization implementations ellspedi ed in general,
followed by a detailed description of the interactions il between the VisMeB vi-
sualizations, including the effects caused by the usagkeofjitanularity concept and its
consequences on the views' structure. The possibilitytefacting with all visualizations

LINVISIP: Information Visualization for Site Planning, fded by EC, 5th Framework of the IST Pro-
gram, Project No. IST-2000-29640, www.invisip.de
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using lters must not be neglected and is presented by melaragious Iter variants that
were accomplished.

The user-centered design process that supported the derdpleelopment of the Vis-
MeB framework can be found in Chapter 6. A general introdurctalay the basis for the
eld of interaction design is given, followed by the differedevelopment stages VisMeB
went through. This ranges from simple paper-based moclugsetfully implemented
Java system.

Chapter 7 enlarges on the preceeding chapter with a detail&@ip of the evaluation
of the nalized system or, more precisely, the adapted taldealization in comparison
to a list presentation of search results that is usual noygadafter a brief overview of
statistical fundamentals, the single test steps are exgdaand the results obtained are
presented.

The outlook in Chapter 8 provides ideas for further actigi@ad developments that
could lead to an improvement of the current system. Thigsdfenew visualizations as
well as evaluations that are indispensable for user-fiyeadd helpful applications.

Chapter 9 closes this thesis with a summary of the work predent
A short overview of the main structure of this thesis, diddieto Introduction Infor-

mation VisualizationUsability EngineeringandOutlook and Conclusiois displayed in
Figure 1.1.
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Chapter 1 Introduction

Information Visualization
2. State-of-the-Art

2.1 Interaction Techniques 2.2-2.6 Visualization Systems

Chapter 2 -5

3. Multiple Coordinated Views 4. Granularity Concept
5. Interaction
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Chapter 6.7

6.2 Development Stages 7. Evaluation
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Figure 1.1: Main structure of the thesis



% STATE OF THEART

2.1 Information Visualization - An Introduction

Presenting search results for a speci ¢ query in a way thigshihe user to explore the
result set and nd relevant data is the main task for infoioraseeking systems like Vis-
MeB. The obvious question is:"Why use information visualaatinstead of pure text
presentation when the base data are provided as text?”.steeaithis question, the term
"Information Visualization” should rst be de ned:

De nition 2.1 (Information Visualization) is the use of computer-supported, interac-
tive visual representations of abstract data in order to &fpgognition.

[CM99]

To avoid misunderstandings, a differentiation has to beentatween "Information
Visualization” and "Scienti ¢ Visualization”. , the lattebeing closely linked to Infor-
mation Visualization, but the application domain is enghge scienti c i.e. mostly
physically-based, not abstract, data. An example is theetdimensional model of an
engine block, rotatable in all directions, which is espigianportant for an engine-
development process. In contrast, Information Visualwatleals with abstract data, e.g.
the content of a database containing business data thatt davea natural visual repre-
sentation. This is one of the most dif cult tasks in Inforneeat Visualization - nding a
good and intuitive visual mapping for the respective kinfildata. The familiar proverb:
"A picture says more than a thousand words!” seems to givatadhithe reason for us-
ing visualization instead of text. To con rm this assumpti@ set of justi cations are
given [Car03].

Visualization ampli es cognition by:

1. increasing the memory and processing resources awatiabhe users,
2. reducing search time for information,

3. using visual representations to enhance the detectipattdrns,

7



8 STATE OF THEART

4. enabling perceptual inference operations,
5. using perceptual attention mechanisms for monitoring, a
6. encoding information in a manipulable medium.

The variety of ideas that have been implemented to use vzsiiains to support the
information-seeking process is enormous. Researchersoaihd the world try to nd
"the best visualization” to solve speci c problems, resuit in hundreds of systems.
Many of these inspired the realization of the VisMeB framegwoSome ideas seemed
to be a perfect tin the created scenarios, others did notelbeless, most of the tools
made us consider a possible application in our work, althahg original ideas were
tailored to completely different application domains. Adaption was necessary, some-
times entailing a complete concept redesign. This chaptes@n overview of systems,
techniques, and data types that in uenced or are used inrémeefvork developed. The
number of techniques and data types used is manageablejtiast the number of sys-
tems in which they are employed is quite large. There is araltestriction in the number
of examples that can be cited. However, the outline will givgood insight into the eld
of visual information-seeking systems. To structure ttsi@lization, a lot of possibilities
are available. [Shn98] proposes a Data Type by Task Taxon{@y) of information
visualization. He differentiates diverse data types of Th@ that are organized by the
current problems. Tasks in the TTT are de ned as informa#iotions that users want to
accomplish, dependent on the task domain. Data Types akdai@slisplayed in Tables
2.1and 2.2

Table 2.1 Data Type by Task Taxonomy (TTT) to identify visualizatidata types
[Shn98]

DATA TYPES EXAMPLES

1-D Linear Textual documents, program source code, alphabeticabflist
names.

2-D Map Geographic maps, oorplans, newspaper layouts.

3-D World rI?ge;sll-world objects such as molecules, the human body, build-
Timelines for medical records, project management, hicsbr

Temporal presentations. Distinction from one-dimensional datamg

have a start and nish time, items may overlap.
Multidimensional| Relational- and statistical-database contents

Hierarchies or tree structures; each item (except the hasth
link to one parent item

Graph containing items linked to an arbitrary number of bthe
items

Tree

Network
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Table 2.2 Tasks concerning the TTT [Shn98]

TASKS DESCRIPTION

Overview Gain an overview of the entire collection.

Zoom Zoom in on items of interest.

Filter Filter out uninteresting items.

Details-on- Select an item or group and get details when needed.

demand

Relate View relationships among items.

History Keep a history of actions to support undo, replay, and psegre
sive re nement.

Extract Allow extraction of subcollections and of the query parame-

ters.

Another way is to differentiate between diverse visualdtites as can be found in
[Car03]. He breaks them down into:

1. Simple Visual Structures,
2. Composed Visual Structures,
3. Interactive Visual Structures, and

4. Focus + Context Attention-Reactive Visual Abstractions.

As examples of simple visual structures we can identify digs, pie charts, box
plots, 2D or 3D scatterplots, information landscapesstreenetworks. Permutation ma-
trices, parallel coordinates, graphs, scatterplot medri&eim spirals, or worlds within
worlds belong to composed visual structures. Interactigaal structures are e.g. dy-
namic queries, magic lenses or techniques like overviewtaildérushing and linking,
or extraction and comparison.  Among the last group we cantctiering, selective
aggregation, highlighting, or perspective distortion. @xplete overview can be found
in 2.3.

A lot of information can be encoded by simple structures fkents, lines, areas,
or volumes. Additional information can be assigned by thaak properties [Ber83]
impinging on a

Change of color This technique is not restricted to graphical display. Tére-
ground or background of text can be varied as well as the adlar glyph or a
speci c area. If color is not available or not wanted, graglsacan be used.

Change of shapeTo emphasize the fact of changing an object's state (ean fr
unfocussed to focussed) the shape can be varied. A typieah@e would be to
change a circle into a square.
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Table 2.3 Another Way to Differentiate Between Visual Structures rjS8]

STRUCTURE EXAMPLES
lists, pie charts, box plots, 2D or 3D scatterplots, |in-
formation landscapes, trees, networks.
permutation matrices, parallel coordinates, graphs,
Composed Visual Structures | scatterplot matrices, Keim spirals, worlds within
worlds.
dynamic queries, magic lenses, techniques like
Interactive Visual Structures | overview + detail, brushing and linking, extraction
and comparison.
Focus + Context Attention- ltering, selective aggregation, highlighting, or pe
Reactive Visual Abstractions | spective distortion.

Simple Visual Structures

=
1

Change of textureSimple textures can be modi ed to range from a non- lled ap-
pearance via dotted, ruled, or checkered, to completédd bnes. However, the
kind of texture is not limited to Il modes, but can also indielimages.

Change of sizeThe change of size can result in e.g. a larger font, a cirdle w
ampli ed radius, a heightened row, and so on. Importantésttagni cation factor,
which again can encode different states.

Change of orientationA classic example is the change of stock price at the stock
exchange. If there is an uptick an upward arrow can visudfiaéfact, wheras a
downtick is represented via a downward arrow.

All the possible visualization structures introduced abake meaningful and could be
used here. But now a complete introduction to this topic shbalgiven, which leads to a
slightly adapted approach. In this thesis the focus will beystems that are directly con-
nected to the own work, i.e. scatterplots, maps showing sgéasimilarity, table-based
visualizations, semantic zoom realizations, and Multipéordinated Views. Therefore,
systems can appear more than once, because of the widéwistmi of Multiple Coor-
dinated Views and their property of unifying more than onguaiization technique in
a single application. To build a base for a good introductibwe Visualization Refer-
ence Model (Figure 2.1) will be presented rst, followed bylaort introduction to the
eld of meta-data that act as the base input, and an overvietveodifferent interaction
techniques used.
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2.1.1 Visualization Reference Model

Despite the variety of visualizations, we can describe ttoegss of Information Visu-
alization in a simple, but meaningful way. TMesualization Reference Modg4{CM99]
speci es the mapping from so-callddaw Datato the nal visualizations, theviews
Terms used are explained in Table 2.4.

Data Visual Form T
Raw p| Data Visual > v task
Data c} Tables Structures tews
Data Visual View (}

Transformations Mappings Transformations

t * t l

Human Interaction

Figure 2.1 Visualization Reference Model [CM99]

Table 2.4 Explanation of terms used in the Visualization ReferencelétddCM99]

RAw DATA Idiosyncratic formats

DATA TABLES Relations (cases by variables) + meta-data

VISUAL STRUCTURES| Spatial substrates + marks + graphical properties
VIEWS Graphical parameters (position, scaling, clipping,|...)

Human interaction plays a very important role in this cohtes recognized in the
de nition of Information Visualization by the phraseomputer-supported, interactive
visual representations”The advantage of Information Visualization in contrasa teim-
ple drawn picture is the possibility of actively participeg in the display. If an image
is simply presented you can certainly draw some concludiohgou are not able to see
what happens if you adjust parameters. Principally, thesitlity of interaction leads to
a strongly improved insight. Different techniques can bedu® allow interaction, e.g.
panning and zoomingr ltering. These techniques will therefore be analyzed later on
in this thesis. However, the focus will now be on the singlagds described within the
Visualization Reference Model. Let us assume we want to aeapnd visualize websites
containing information about a topic that a user is curseintlerested in. The rst step is
to transform the raw data (i.e. the website itself or rathersdource code) into data tables
via a set of data transformations. This can lead to e.g. an X®tescribing the content
of this website. Possible meta-data (igata about dataare e.g. "date”, "language”,
"format”, and so on (if the creator of the website followee thublin Core Meta-data
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Standard , see Table 2.6). The resulting data tables can @& as the base structure
to visualize the single meta-data. Via visual mappingsyyeweeta-data is assigned to
a visual structure. In some cases e.g. by drawing a scaitarpbisplay the data, this
results in a simple point for every kind of meta-data in the-téor three-) dimensional
space. Nevertheless, other structures like "bars” or Veglee curves” can be an adequate
visualization for e.g. the relevance of a data set concgraispeci c, previously de ned
measurement. These mappings are strongly dependent opgieation domain and the
base data. The Data Type by Task Taxonomy 2.1, the visuatstas broken down by
[Car03], and the retinal properties by [Ber83] have alreadnkatroduced. These can
help to come to a decision about which structure ts whichadata. For instance, the
retinal properties sometimes suit one type of data bettar &mother, which is explained
in Table 2.5. The underlying data are based on [Mac95].

Table 2.5 Relative effectiveness of retinal properties. Q = Quatngadata, O = Ordinal
data, N = Nominal data. A + indicates the property is good fat type of data, a 0
indicates a marginal effectiveness, and a - only a poor onacf4]

SPATIAL [ Q| O [N | OBJECT| Q| O|N
EXTENT | (Position)| + | + | + | Grayscalel 0 | + | -
Size| + | + | +

Color| 0| 0| +
DIFFERENTIAL | Orientation| 0 | O | + Texture| 0 | O | +
Shape| - | - | +

View transformations such as "distortion” or "camera moeati (viewing the same
scene from another view angle e.g. in a three-dimensiopa¢sentation) constitute the
last step in obtaining the nal view that users are confrdniéth. We can distinguish
between three view transformations:

1. Location probes
2. Viewpoint controls
3. Distortions

Additional information can be obtained while using locatjgrobes . They use loca-
tion in a visual structure to enrich the information alregilyen. Examples are probing
a point in a scatterplot to open a pop-up window with furthetandata, omagic lenses
(see 2.1.3.3) . To make details more visibleswpoint controlscan be used. Transfor-
mations likezooming panning or clipping the viewpoinbelong to this category, as well
asoverview & detail(see Section 2.1.3.4). This results e.g. in a different pawt or
In magni cation of items, which can even result in a pop-umdow displaying detailed
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information. In contrast to the overview and detail teclueigdistortion uses a single win-
dow to display both views. The bifocal display [SA82] (segute 2.7) or the perspective
wall [MRC91] are classic examples for this technique. A foauset to the item(s) of

interest and thus magni ed whereas the surrounding ardarisk.

All these techniques and properties presented are stilrtignt on a single object - the
data itself. Therefore, a deeper insight into the eld of adata, which build the data
base for the visualizations used, will now be given.

2.1.2 Meta-data

Meta-data establish the core source for the visual meta{dtawser VisMeB. The data
to be visualized consist exclusively of meta-data - withregkd exception: HTML docu-
ments that build one source of information can be displagdteir original, web-based
form with the exception of any included images. The repridem is restricted to text,
which can possibly be seen as one kind of describing datduAHler investigations will

follow a strict line of "meta-data only”.

De nition 2.2 (Meta-data) Meta-dataare data about data. They provide information
about or documentation of other data managed within an appba or environment.
For example, meta-data would document data about data elesnoerattributes, (name,
size, data type, etc) and data about records or data strestlength, elds, columns,
etc) and data about data (where it is located, how it is asdediaownership, etc.). Meta-
data may include descriptive information about the conteuiality and condition, or
characteristics of the data.

To unify the various kinds of meta-data, different metaadstandards are de ned.
The most important standards for the scenarios presentadithesis are theSO 92115
standard for geo-meta-data (see Figure 2.2 displaying & sataut) and theDublinCore
standard for web documents (see Table 2.6). More informatmcerning the meta-data
used in the VisMeB framework is presented in the thesis ofe(®l. Therefore, just a
brief overview of the different meta-data types that areedamn the standards mentioned
will be given.

During the development process of VisMeB the developmetavas confronted
with a lot of meta-data that should have followed a stand&nafortunately, the reality
was very different. Gaps and outliers are quite normal agceteably not very rare. Some
of them can be found easily, even without a visual displdyexst can not. Finding these
hard-to-detect items in an ef cient and effective way is ohthe main advantages of
visual seeking systems. These systems are therefore segyrinteractive techniques

1The Computing Dictionary, "http://computing-dictionatefreedictionary.com/Meta-data”
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Table 2.6 The 15 elements of the DublinCore core meta-dataset, divitte categories

CONTENT INTELLECTUAL PROPERTY | INSTANTIATION
Title Creator Date
Subject Publisher Language
Description| Contributor Format
Source Rights Identi er
Relation
Coverage
Type

that make cooperation between user and system possibldfantive. A short overview
of techniques implemented in the VisMeB framework will noe/firesented.

2.1.3 Interactive Techniques

Interactivity is a feature of Information Visualizationathstands out from xed scienti ¢
graphics. The possibility of interactively engaging in grecess of visualization - during
data transformation, visual mapping, or view transfororatienables the user to simulate
situations that would take a lot of time to replicate in anyestway. Nowadays, a lot of
techniques are used in realizing a system consisting odlimtions. Thus, the focus will
be placed on the ones used in the VisMeB framework, Dgnamic QueriesBrushing

& Linking, Movable Filters Overview-Plus-Detajl Focus & Context and Panning &
Zooming

2.1.3.1 Dynamic Queries

Dynamic queries allow the user to directly manipulate trsaial display. This technique
was introduced in the early 90's by [WS92] and implementechi Dynamic Home-
Finder (see Figure 2.3). The idea was to help a homebuyerdmga home that con-
forms to his wishes. A map of the Washington D.C. area is dygalan the left side of
the screen, while controls are located on the right. Yellotsan the map mark homes
that ful | the criteria chosen by the user. Different intetmn controls like buttons or
sliders are available to restrict the data set to a convesidrset. Operating the controls
has to change the current display in a tenth of a second ( [C))N&G&is is the time in
which a system must respond to a direct manipulation of thealization. By allowing
these extremely fast and reversible modi cations, it isgdoie to provide direct feedback
to enhance the exploration process within a few fractions sécond. The technique of
Dynamic Queries is close related to Tight Coupling. Différ@mmponents of a system are
intimately connected in such a way that changes in one coermga@iso result in changes
in other components.
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Figure 2.2 A cutout of the ISO 19115 standard for geometa-data. A fielns attached
on the corresponding CD.

2.1.3.2 Brushing & Linking

Brushing & Linking deals with the connection of various vieafshe same data set. A
highlighting or selection of a data subs&Biushing”) in one view affects other views
("Linking” ), depending on the de ned interrelationship. This is arrexiely impor-
tant technique used in the eld of Multiple Coordinated Viewe term "Coordinated”
refers to exactly this correlation between different ssgiMany possibilities for realizing
the highlighting in the corresponding view(s) are avaialike changing the color, size,
shape, background, or labeling ([EW95]). Figure 2.4 showsm#arplot matrix realizing
the brushing and linking concept. The base data are taken ftab62], describing three
species of ea-beetles: Ch. concinna, Ch. heptapotamicaCandheikertingeri, and six
measurements on each, suchwadth of the rst joint of the rst tarsus in micronsr the
maximum width of the head between the external edges of theney€@4 mmand so on.
The idea is to brush some points in one plot which leads tofactdike e.g. highlighting
to be applied on those points in the other plots that reptéeersame data items, as can
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Dwynamic
HomekFinder
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Sauve | Printl
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You mauy get more information on a homne by selecting it.
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Eelect distances, bedroons, and cost ranges by Gra Fpl
dragaing the corresponding slider boxes on the right.

Select specific home types and services by pressing CAac | Hew |
the labeled buttons on the right.

Figure 2.3 Dynamic Home nder showing houses in the area of Washindgio@.

[WS92]

be seenin Figure 2.4. The user initiates a selection thdides applied to the second plot
of the rst row, marked by the red rectangle. The act of sétechighlights the brushed
glyphs by changing their color and shape. This results ircredses that can be found in
any displayed plot. In this way, conditional dependencess loe found and an analysis
can be made over more than two dimensions.

2.1.3.3 Movable Filters

Interactive lters like the "Dynamic Queries” describedae provide a good opportu-
nity to support the so-called "what if...” activity. Userarcadjust settings and reverse
the action immediately without fear of changing the displagversibly. Another ex-
ample of such an interactive Iter is the "Movable Filter” E$95]), also known as the
"Magic Lenses”. This Iter can be moved across the displayntadify a view. Moreover,
modi cation is not restricted to a speci ¢ function, but cae realized by diverse actions
like e.g. Itering, adding additional information for underlying objectsr enlargement
Figure 2.5 displays an example using US census data fromabats storing data like
population, crime rate and so on. Each city is representedlasx and mapped in an
intuitive way onto the 2D plane - to the physical location anap. In the case presented,
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Figure 2.4: Brushing and Linking in a scatterplot matrix [Lub62]

the "1991 crime index” is associated with the lens, as carela & the window's title.
A slider is used to de ne a threshold value for a query, whgHisplayed to the left. The
two buttons ”j” and "¢,” determine if the user wants to highligtems lying in the area
below or above the chosen threshold. In Figure 2.5 the ciitsa crime rate above the
de ned threshold value are colored red, all others stay evhgy adapting the value for
speci ¢ questions, it can be very quickly ascertained whethcity ts to a grid pattern
or not.

2.1.3.4 Overview-Plus-Detall

The Overview-Plus-Detail technique connects two views diraect and intuitive way - a
multi-window. A part of the overview is magni ed and dispky off to the side to avoid
overlapping. Different information levels can be displdyelypically, a visual marker
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Figure 2.5: Movable Filter by Fishkin and Stone [FS95]

(e.g. a colored rectangle) highlights the position of theadleiew within the overview.
This makes the Overview-Plus-Detail technique appear asdad€ Magic Lens, where
the lens works in the overview and the effect is an enlargénpeesented in the detailed
view. One disadvantage of this technique is the simultap@epresentation in separate
displays which is likely to cost more in user time. Contexttshing becomes necessary,
which can sometimes be avoided by other techniques kketis & Context. Figure 2.6
shows a very widespread application, the usage within argpbgcal map. A larger part
of a speci c area (in this case a part of the USA) is displayethe upper left corner. Itis
only possible to recognize the state borders of statesddaatthis region e.g. Virginia,
or Ohio. To get more information, the part of the map whichakboed in a darker green
Is magni ed and displayed in a size that makes e.g. highwayess, or airports visible.
In the present case the selected area shows the North BendrRiaiStte Park. This
allows a detailed view of speci ¢ regions without losing tbrerview.

2.1.3.5 Focus & Context

The Focus & Context idea is very similar to Overview-PlusdiletAn overview contexj

Is given, as well as a detailed viedo¢ug, which seems to be a simple naming change.
Nevertheless, a difference exists in the number of displegsl. While Overview-Plus-
Detail needs two different displays, Focus & Context uni égge in a single one. To
realize this situation, distortion is used. Thus, probleans arise when any task requires
precise decisions about distance, scale, or alignment. nA sieccessful concept is the
Bifocal Display [SA82]. Figure 2.7 shows the principle of tb@ncept. An even better
impression is given by one of the most famous realizatiorthisfidea - the Perspective
Wall [MRC91]. Figure 2.8 shows an example. In this case, a thie®nsional effect is
simulated by expanding the small part of the wall at the ftorlioth sides. The centered
and thus readable part, clari ed by a red rectangle, displig, distributed depending on
date and kind of le. Although no detail information is aaile for the outer parts of the
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Figure 2.6: Overview plus detail view for the North Bend Rail Trail Statele WV (see:
http://www.wvstateparks.com/northbendrailtrail/imdg@ml)

wall, it can be seen that more les are located in the monttes &ctober 96 than before
it. Moving the focus point, i.e. ” scrolling the wall” makespossible to see the parts
currently located in the background. The three-dimengiefiact is used to emphasize
the fact that a wall is being displayed, but it is not neceskarbifocal displays in general.

Figure 2.7: The principle of the Bifocal Display [SA82]

2.1.3.6 Panning & Zooming

Panning and Zooming is a widespread technique in the twe@wasonal space. Zooming
in or out lets the user change his viewpoint, i.e. have a closenore distant look at a
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Figure 2.8 The Perspective Wall as an example of a bifocal displayetd@ed by Inxight
Software Inc. [MRC91]

speci ¢ image fraction. The viewing frame retains its camdtsize whereas the image
fraction is scaled up or down. In contrast, panning movevidg&ing frame over the im-
age without the size changing. When adding a third dimensj@M99] introduced the
term "camera movemehinstead ofpanning While in two-dimensional space panning is
restricted to the x- and y-dimension, camera movement makessible to look behind
the display or view it from the side. A special kind of zoom igen by the 'Semantic
Zooni. Zooming in gives additional information that would not tisible by perform-
ing a simple magni cation. Because of its close connectiothi granularity concept
described in this thesis, it will be explained in detail in @tea 4. A schematic represen-
tation is shown in Figure 2.9 while an example of panning ayahzing is given in Figure
2.10 with the aid of the SYNTH system [Lab02] .
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Figure 2.9 Panning describes the smooth movement of a viewing fraree avimage
(left), whereas zooming is a magni cation of a decreasiragtion of an image or vice
versa (adapted from [Spe0la])
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Figure 2.10 Panning and Zooming in SYNTH - A Gamma-Ray Spectrum Syntleesi
Moving around the blue rectangle in the upper right cornemmng) can be used to
explore small areas of the overview, shown in the gray cdlareerview rectangle. A
larger or smaller area can be investigated by changing theerbttangle’s size (zooming)
[Lab02]
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2.2 Scatterplots

Scatterplots are a widespread technology for visualizimgidimensional data. The dif-
ferent variants can be categorized according to their déoen(2D or 3D) and their in-
teraction facilities. First of all, a de nition should bewgn.

De nition 2.3 (Scatterplot) A (2- or 3-dimensional) scatterplot or scatter graph is used
[...] to visually display and compare (two or three) sets dated quantitative, or numeri-
cal data by displaying only nitely many points, each havagoordinate on a horizontal
and a vertical axis.

(Adapted from http://encyclopedia.thefreedictionasyéScatter%20plot)

The possibility of adding more than two (or three) dimensioan be realized using
e.g. different shapes, colors, or size for the commonlyldisgal points. In particual, this
technique is provided for highlighting selected or focualspeints. Brushing and linking
capitalize on this by e.g. changing the points' color to ekdasaturation. Using glyphs
(a carved gure or character, incised or in relief) inste&dimple points are another way
to encode additional information. As distinct from a merigetlence in shape (e.g. circle,
square, rectangle in the 2-dimensional space or spherbsscuauboids) a direct con-
clusion can be drawn on the basis of their appearance. A CDbook-icon in a library
catalogue immediately gives a hint as to the underlyingeayu circle and a square could
not. Problems arise if no natural mapping is available ormmedul. Imagine the situa-
tion of representing the title, or the location in the liyrain this case, another technique
can be applied - théooltips Tooltips are small text elds that appear when the mouse
pointer is moved over an object. The tooltip can providesdéht information, dependent
on the particular situation. Take the example of the librdgovided that the meta-data
"title” has not already been assigned to an axis, then shpthia title (and in particular in
an easily readable manner) would be meaningful informatidmle displaying the exact
position in a location map could be reasonable, too.

A great variety of techniques can be implemented to enhdrecmteraction between
user and Scatterplot. Zooming and panning are a prominamgbe that is especially
used for large data sets that produce a very crowded layowtooi to an interesting
subset can mask out disturbing points and discover clusteatterns that were not visi-
ble before. Panning allows the user to move the viewpoirdrailind the display without
changing the zoom factor. This can lead to a fast and imprexptbration of the whole
data set. An overview and detail realization of panning asahzing can avoid the risk of
being "lost in space”.

The opportunity to Iter out uninteresting data points - vitwer by using dynamic
gueries or simple non-dynamic lIters - is another very is&ting and necessary feature,
particularly if we recall the information-seeking mantt@verview rst, zoom and lter,
then details on demaridRestricting the data set by fading out redundant subskte/sl
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a more detailed and less expensive exploration becausedated stimulus overload.
A very simple but ef cient - and not to be discounted - featigehe axis assignment.
The possibility of changing the allocation enables the tsedapt the representation to
his own preferences. Detectable problems are easier totadatd they can be analyzed
from different viewpoints. Relationships between diversggardata can be visualized and
recognized.

Pop-up windows for displaying detailed information are duancement from tooltips.
Whereas tooltips usually contain a single sentence or wangkuyp windows can visual-
ize images as well as text. Their information content is rghesulting in a larger space
usage. Some systems include a speci ¢ area on the screesiaylthese details. On
the one hand this avoids the possible occluding of inforomaton the other hand a xed
location can help the user to orientate better.

Because of the great variety of scatterplots used nowadalsaashort description will

be given here. Most of the applications providing scattgrpisualizations use multi-
ple coordinated views. Therefore, a number of scatterptatalizations can be found in
Section 2.6, dealing with multiple coordinated views.

2.2.1 2D-Scatterplots

We have to differentiate between the diverse versions afrzdsional scatterplots. For
clarity, we will distinguish between the following thredustions:

1. Scatterplots displaying geographical data (i.e. lamgtand latitude are mapped to
the x- and y-axis),

2. Scatterplots displaying abstract data, and
3. Scatterplot matrices.

Systems providing the possibility of scatterplot matrisualizations can easily be re-
duced to one of the preceding groups by restricting the nuwibdisplayed scatterplots
to one only.

2.2.1.1 Geographical Scatterplots

The Dynamic Home nder [WS92] (see Figure 2.3 and Section321).is a very early
example of an interactive geographical scatterplot. pldigs a map of the area of Wash-
ington, D.C. and therefore maps longitude and latitude tog-yaaxes. Dynamic queries
are used to adapt the display to the user's wishes.

SeeNet (See a Network) by [BEW95] is a system that visualizephene traf c
inside the USA. The inbound and outbound calls can be vizeglas rectangles (rep-
resented by the horizontal and vertical dimensions of totargles) as well as by lines
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drawn from source to destination. In Figure 2.11, the regirepresent inbound and
outbound calls from the switches in the AT&T network. The & rectangle is, the

more inbound calling is taking place at the current time gtadin analogous statement
applies to height and outbound calls. This picture is padrofnimation sequence and
displays the telephone traf c at 11:05 as indicated by theetstamp on the lower left

corner.

Figure 2.11 Visualization of telephone traf c in the USA using SeeN&HW95]

Spot re [Ahl96] is one example of applications that combuagious views in a single
system. Visualizations like scatterplots (2D and 3D),dgsams, bar-charts, line-charts,
pie-charts and tables are integrated and can work as neuttijgrdinated views (see Chap-
ter 3). A special advantage of Spot re in contrast to e.g. Dly@amic Home nder is its
data independency. The user is no longer limited to a speplication domain. This
independence includes the possible use of geographicas.mBpe example in Figure
2.12 shows a map of Sweden and the deposits of heavy metals.

Like Spot re, the Open Visualization Data Explorer (OpenB)X[Res04] is a visual-
ization framework that allows users to apply diverse vigadion and analysis techniques

2http://www.research.ibm.com/dx/
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Figure 2.12 Spot re showing the deposits of heavy metals in Sweden $ahl

to their data. It is the direct successor of the Visualizatdmta Explorer introduced by
IBM in the early 90s. The application provides a set of intevadools, as well as visual-
ization artefacts like points, lines, areas, volumes, iesagy geometric primitives in any
combination. Furthermore, it is not restricted to a specdicmain, which makes it usable
with almost any kind of data. One example of the diverse \iza@ons is a geographical
scatterplot. Itis displayed in Figure 2.13, using data eoning the initial purchase intent
in the US.

2.2.1.2 Scatterplots for Abstract Data

A very early work that had a strong in uence on the eld of irketive, 2-dimensional
scatterplots is the FilmFinder [AS94b] . It can be seen aslaarecement of the Dynamic
Home nder, presented two years earlier. The FilmFindehhights the relationship be-
tween popularity and the period of movies (see 2.14). Dyonajueries allow the user to
adapt the display using direct manipulation. This meansranddiate adjustment of the
interaction tools (sliders, buttons) and visualization.

The Interactive Timeline Viewer (ItLv) [MFMO03] is an appétion that uses a two-
dimensional scatterplot display to present the contentdial library. Data are delin-
eated with respect to their temporal context, i.e. the evardg time-based. Multiple and
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Figure 2.13 OpenDX displaying the initial purchase intent in the UShinta map
[Res04]
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Figure 2.14 FilmFinder showing movies with Sean Connery [AS94b]
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interlinked views of the entire data set, including metéagdaan be displayed at the same
time. Figure 2.15 shows an example concerning Miguel de Qézsalife.

Cervantes Timeline

14l 610 16m

Figure 2.15 The Interactive Timeline Viewer presenting an overvievewénts in Miguel
de Cervantes' life (background) and a pop-up window with itedainformation about a
speci ¢ event (foreground, yellow color) [MFMO03]

The Envision system [FHNB3] uses glyphs instead of simple geometric shapes to vi-
sualize information that is additional to the two scattetplimensions already displayed.
It was a prototype digital library of computer science kitere developed at Virginia Tech
under a cooperative agreement with ACM and NSF Grant. Apprately 200,000 doc-
uments were included. The greater part of the documentdstedonly of meta-data,
often with abstracts, but some full-text and some multimeatbcuments were included.
The user-controlled system facilitates examining vergdatata sets, displaying multiple
aspects of the data simultaneously and ef ciently, andradve discovery of patterns
in the data. The color, type and size of the single items emeattiitional information
to impart a faster insight into the data set. Figure 2.16 shibw result of a query con-
taining the query terms "Card, Stuart K.” for author and "humt@mputer interaction”
for words in the title. This information is displayed in theision Query Window on
the left side. Results are presented on the right side in thisi&n Graphic View, where
author and year of publication are assigned to the y- andx-eespectively. The shape
clari es whether the item found is a book, a journal artidea proceedings article. The
importance is signi ed by two characteristics, the labeb{pding a relevance rank from
1 to the number of items found) and the color, which impliesgh{orange) or a low
(light blue) relevance. Thus, the most important documeatsbe found very quickly
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and easily, in this case a proceedings article from 1986 dubk from 1983.
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Figure 2.16 Envision system for visualizing the content of a digitakéry [FHN 93]

The Search Result Explorer of the XFIND system [A®LL] is another example of en-
coding information in the shape of data points. The datagoesl in Figure 2.17 originate
from a collection of 44,878 documents related to the topi&radwledge management.
The query uses the word "agent” and leads to a result set oldédments. Relevance
is mapped to the y-axis, the document's size to the x-axithérpresent case, additional
information is mapped to the color and size of the displayeuis. Larger objects visual-
ize a higher relevance, whereas the color ranges from wigiteit documents) to yellow
(older documents). The effect of mapping relevance to sizeredundant encoding and
becomes clearly visible in Figure 2.17 - the most relevamudtents are larger and to-
wards the top of the display. If items are to be drawn too ctoseach other, a group
icon is used to represent that subset. The size and colorso$ubset is determined by
the maximum, minimum, median, or average value of the goo@mbers, depending
on the choice the user has made. The possibility of zoomirderntanecessary to add an
overview window, located in the lower left corner, to helpimain the context.
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Figure 2.17 Search Result Explorer from the XFind system plotting deagsults along
two axes [ASL 01].

2.2.1.3 Scatterplot Matrices

Scatterplot Matrices can be seen as extended scattenplodse the overview is given a
greater importance than the detailed view. More than onegdaiharacteristics can be
compared simultaneously, which makes it easier to detdtiemior patterns. However,
because of the reduced space available for each singlergdatt detailed information can
be lost in this view - depending on the kind and size of dataadditional zoom function

can reduce this drawback by maximizing the scatterplottefést. In this context brush-
ing and linking becomes very important because connechietvgeen the different views
are the main advantage of this kind of visualization.

An extension of the Pivot Table interface spread by Micrbgofcel is the Polaris
interface [CSHO02]. The main task for this system is to explarge multi-dimensional
databases. The con guration of elds on shelves, which cargbnerated by dragging
elds from the database schema onto shelves throughouishéagt, is called visual spec-
i cation. As a consequence the user is able to construcilispeeci cations of graphical
displays and generate relational queries from these. Meadback during the develop-
ment process of the visual speci cation allows the congtouncof complex queries and
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visualizations. Figure 2.18 shows the Polaris interfaceluding an explanation of how
to use it. The constructed scatterplot matrix shows salessiggro t for different product
types (in this case coffee and tea) in different quartersingJdifferent shapes for the
icons displayed allows a quick assignment of an item to tlmeesponding market (west,
south, east, central). As is usual for scatterplot matricesshing is possible but was not
done for this example.

Database Schema: Layer Tabs: Axis Shelves: Context Menu:

The user drags fields from the Each layer has its own tab; different  The fields placed here determine the ~ The context menu provides access to the data
database schema to shelves to transformations and mappings can be  structure of the table and the types of  transformation and interaction capabilities of Polaris
define the visual specification. specified for each layer. graphs in each table pane. such as sorting, filtering, and aggregation.
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Figure 2.18 The Polaris user interface [CSHO2|.

The statistical software ClusCorr98 [HIJMBO02] combines a largeety of visual-
izations to illustrate the raw data to the user. It allowsule of internal and external
databases that can be accessed from the Excel environmestetig plays an impor-
tant role in this context, which results in mainly clustexssbd visualizations, as can be
seen in Figure 2.19. The underlying data originate from @sinat of the monitoring of
phytoplankton ( ow cytometry measurements). Flow cytorpgirovides the possibility
of obtaining two different kinds of information - the numbarcells (in this case algae)
per unit of sample-volume and the optical characteristicsagh cell, i.e. parameters of
light scatter and of uorescence. This allows a differetia between the different pig-
ment groups that the cells belong to. To identify the comesiing groups and assign the
organisms to them, classes have to be determined. Becauss tate ve parameters
have to be taken into account a manual building of clustedt# mult or even impossible.
A cluster algorithm is therefore applied. Different clustare identi ed by color, cluster
centroids are marked by large black crosses. The ve parnsesed in the ow cytome-
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ter are the forward scatter (FSC, to measure the cell sizelsthanside scatter (SSC, for
information about the structure of the cells' surface) ampeeters of scattered light, and
FL1, FL3, and FL4 as parameters of uorescence. All axesfwoations are displayed
within the scatterplot matrix in gure 2.19.

858C

FL1/FL3

FsC 550 FL1/FL3

Figure 2.19 The ClusCorr98 system displaying an extract of a scattenpéttix of clus-
ter memberships [HIMBO02].

Figure 2.20 displays a scatterplot matrix [VoiG2fleveloped at the VRVis research
center in Vienna, Austria. In contrast to conventional &ratot matrices, improvements
were made in the areas of thdjustable point sizethefree choice of plotsand thetile
mode This can lead to an improvement in the eld of effectivenegih large datasets and
categorical data. In this case, the underlying datasetserosche eld of market research.

Shttp://www.vrvis.at/vis/resources/DA-RVoigt/mastestis. html
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The aim is to nd out whether certain groups of the populapoefer certain brands. Two
groups are identi ed: (1) Households with one or two adulisl @o children, and (2)
households with one adult and one or more children. Theespdit presented uses the
so-called tile-mode to solve the problems of overlappingaints. Color is an indicator
for the number of points that would lie in the area of the til@iconventional scatterplot.
The mapping ranges from cyan (zero) via green (one thirdjowe&two thirds) to red
(maximum number in the plot). When brushing is used, the tieg two colors: the
outline, which is a measure for the total number of caseseratiea of the tile, and the
color of the inner quadrant to represent the number of badislases. In the preceding
case, the households with one adult (second row in the upfiglbt, counting starts at
row zero) and one or more children (columns 1-3, starting wilumn zero) are brushed,
as is indicated by a blue rectangle. The correspondingaiiedled in all plots, all others
are not. By an investigation of the contrast between outlimé Hing, any patterns and
outliers can be found.
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¥: hh_adults Position: 0.6243386 || ¥: hh_persons Position: 0.06349206 ‘

O

O

X: hh_children Position: 3.9588478 || x: detergent_brand FPosition: 3.9176955 |
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Figure 2.2Q Scatterplot Matrix developed at the VRVis research canterenna, Austria

[Voi02].

Systems like HyperSlice [WCB96], the Spreadsheet Framework[GBRK97],
ArcMap as a component of ESRI ArcVieWESRO04], or the In uence Explorer [TSDS99]
are further applications providing scatterplot matriced are mentioned in order to give
a brief overview of the large number of systems implementinmgidea. Because it will
not be possible to provide a complete overview, we will noau®on the area of three-
dimensional scatterplots.

“http:/lwww.esri.com/software/arcgis/about/desktaplh
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2.2.2 3D-Scatterplots

It is still debatable if the use of 3-dimensionable scatte#gfor abstract data visualization
adds an advantage over 2-dimensional ones with regard taasbnn scienti ¢ visualiza-
tion, a 3-dimensional representation is reasonable beazfuke "natural” mapping from
the real to the virtual world. But one property of abstractdatits abstraction, i.e. no
natural mapping is available that helps the user to recegnfamiliar representation. The
increased cognitive and mental workload for the user, wiidaused by a complicated
navigation through, and a confusing presentation of, andedsional space, is the major
disadvantage of this visualization. To reduce this wor#flaanore simple interaction has
to be used, e.g. no” y around” mode should be available. €hgan unavoidable neces-
sity of providing a reset mechanism that enables the usettorr to an initial position in
an ef cient way.

The previously described OpenDXis an application that provides diverse visual-
izations, as described above. Although two-dimensioralalizations are included, the
three-dimensional ones prevail. Scienti c as well as axttdata can be visualized. Fig-
ure 2.21 shows a 3D scatterplot displaing results obtaired & credit card application.
Approved card holders are represented as colored spherelsinGlon a sphere provides
historical information on the card holder. The three axessapplicant information, in
this case work duration, debt ratio, and net worth. Coloraatts the credit limit of card
holders (see upper left corner for a caption), the size okfiteeres indicates the salary.
New applicants are displayed as white spheres. To detettmeneredit limit of an appli-
cant, the 3D position of the sphere relative to the histbdeda base information can be
used.

The three-keyword axes display of the NIRVE system (The NI®rmation Re-
trieval Visualization Engine) [CLSO00], which was develomdhe National Institute of
Standards and Technology (NIST), maps the keyword stretagthe axes (see gure
2.22). Itis not restricted to three keywords as would seefretthe case because of the
number of axes i.e. three. Any subset of keywords can beressip an arbitrary axis. To
control this assignment, a separate keyword window withlanso of checkboxes for the
X, Y and Z axes is used. Axes are labelled with their assatikégword(s). To nd the
correct position, the average of the constituent keywaehgths is computed. If the axis
choices are changed an update is performed dynamicallyertaless, the individual
icons encode the strength for all the keywords. Each iterpsasented by square icons,
aligned to the origin. Each icon consists of a bar chart tequmeinformation about the
relative frequency of query terms. The connection of querns to retrieved documents
can be interactively explored by the user, which is the mdwaatage of this visualiza-
tion. For example, if the same keyword is assigned to alethress, a list (linearly ordered
by keyword strength) would be the result.

Shttp://www.research.ibm.com/dx/
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Figure 2.21 IBM Open Visualization Data Explorer presenting data fromredit card
application [Res04]
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Figure 2.22 Three-keyword axes display of the NIRVE system mappingkiayevord
strength to the axes [CLSO00]

As the direct successor of LinkWinds (thenked Windows Interactive Data Sysfem
Webwinds® [Lab05] provides tools for visualizing two- and three-dims@nal data. The
XYZPlot as a realization of a 3D scatterplot offers the &piid rotate, zoom andchange
colorsamong other interaction tools. This division in speci canaction sections avoids
a cognitive overload for users and makes it easy for them &ptaithe visualization to
their own vision. Figure 2.23 shows an example of tabulaa eath latitude and longi-
tude as independent variables. The dependent variabletteglon an axis perpendicular
to latitude and longitude. Color is used to reinforce the spion of a three-dimensional
representation.

The Voxelplot’ [Sah02] is another application developed at the VRVis nesegenter
in Vienna, Austria. Of special interest is the fact that @lge has been built between sci-
enti ¢ visualization and information visualization. A reaorld object can be displayed
simultaneously with speci ¢ abstract data of interest.ureg2.24 displays a catalytic con-
verter in the upper left corner and additional data like pues and velocity in the other
scatterplots. The respective axis assignment can be fouthekilower right corner after

Shttp://www.openchannelfoundation.org/projects/Weli4/i
"http://lwww.vrvis.at/vis/research/voxelplot/indexoht
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Figure 2.23 Webwinds XYZPIot, developed at the NASA's Jet Propulsiabbratory
[Lab05]
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marking the view of interest by means of the red square. Alsynmized movement (e.g.
rotation) and the possibility of marking areas of interegicblor enables the detection
of unknown relations. This brushing technique is suppobptedifferent brushing modes
- therange brush(uses alphasliders to limit the marked data), leam brush(de nes

a cylinder by center and radius, orthographic to the cumvea), and thecluster brush
(tries to nd and mark clusters)
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Figure 2.24 \Voxelplot developed at VRVis research center, combinioigrgi c and
information visualization [Sah02]

2.3 Semantic Similarity Maps

Document visualization is usually made by semantic mapwisigothe relationship be-
tween documents within a document corpus. Similarity betwigems is indicated by
spatial closeness. In general, many schemes for documsumliation include three
stages [Spe01b]:

1. Analysis
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2. Algorithms
3. Visualization

The rst step is to extract the essential descriptors of dectibn of texts, in general
a set of key words. The output from this stage is a compressgesentation of the
original document. The descriptors in this case may beorsler statistics, higher-order
statistics, or semantic aspects including the meaningeofltituments. In processing the
documents, so-called "stopwords” like ‘is', 'a’, or 'thera removed. Vectors with maybe
10,000 numbers corresponding to the frequency of occurehe®rds represent single
documents.

The task of the second stage is to generate a usable re@tsemf the document
corpus. The vectors have to be transformed because thdizaiom in a very high-
dimensional space is totally unsuitable. This can be doneldsteringand projection
into the two- or three-dimensional space. The main task {@doe similar documents
close to one another i.e. form clusters and project thesterkiby once again expressing
similarity by means of spatial closeness.

To solve this problem, many different algorithms are knowhe following section will
describe three main approachdsatent Semantic Indexin@.Sl), Self-Organizing Maps
(SOM), androrce-Directedalgorithms. A detailed and mathematical description of¢he
algorithms is give in appendix A.

1. LSl
Th initial situation for applying a Latent Semantic Indexi(LSI) algorithm is a
term-document matrix [DDL90], [BYRN99]. Itincludes all the documents of the
document collection and all terms included in any documexdept words that are
deleted by a stopword elimination. This matrix is usuallpMarge and has there-
fore to be reduced to de ne a meaningful layout. For this psg each document
and query vector has to be mapped from this high-dimenstorsdlow-dimensional
space. The technique for implementing this process iscallggular-value de-
composition(SVD) and leads to a particular latent semantic structurdehd he
initial term-document matrix is therefore decomposed thiee speci ¢ matrices
containingsingular vectorsandsingular values These matrices represent a break-
down of the initial data into linearly independent factof$e result of the break-
down is a model that approximates to the original model buk&avith far fewer
dimensions. All possible similarity relations, i.eerm-documentterm-term and
document-documentan be represented by values within these fewer dimensions

2. Self-Organizing Maps:
The Self-Organizing Map (SOM) is a neural-network algaritnd supports
unsupervised learning. It is used to analyze and visuaiigle-tiimensional data.
SOM was developed by Teuvo Kohonen (see [Koh97]) and is thiersometimes
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named the Kohonen-Map or ”Kohonen-Layer. The main idea is to reduce the
complex relationships between high-dimensional inpua daiib simple geometric
relationships on a low-dimensional display, th@p This map consists of a two-
dimensional regular grid of points which are callezlirons, units, ornodes Each
of these items represents a single dataset which is prouidise form of a vector
that is associated withraodelof some observation. The task of the SOM algorithm
is to determine a set of models that optimally describes timeain of observations.
As explained above, similarity is indicated by proximitye.i similar models are
closer to each other than less-similar ones.

Unsupervised learning plays a very important role in thistert. With each input
vector the Winner-neurofi or ” best matching unit (BMU) (i.e. the most similar
one to the input vector) is searched for. A learning processarted by the BMU
and its neighbors by adapting their data vector step by stépetinput vector. Fig-
ure 2.32 shows a typical layout.

3. Force-Directed Algorithms:

Force-directed algorithms are normally used to computgaulefor graphs. These
graphs often simulate physical or chemical models. A lagbatdocument collec-
tion is another possible application scenario that can bd.uBhe main idea of these
algorithms is to utilizeattraction andrepulsionto construct a good layout. Docu-
ments can be stored as nodes and weighted edges can de nimilaeity between
the documents, for example. One therefore often uses am matrix A containing
the valuess; describing the similarity between documerind documen. In the
preceeding case a good layout results in a positioning césiolbse to one another
if documents are similar, and further apart if they are ndtisTesults in vertices
being well spread in the available space and a close pladevhadjacent vertices.
The Spring Embeddeis a typical and widespread model that deals with exactly
this topic. To illustrate this model, we can imagine chargalls being the vertices
and springs taking the place of the edges. Springs are clhesause extension as
well as compression is possible, which is not case with starkropes. While the
springs connect the particles and provide an attractienciiarged balls repel each
other . Two possible ways to express this model are:

Forces that act on the physical objects, and

Potential energy, which re ects the current stage of a comagion and how it
matches the modeled design goals.

In this case a stable state is sought where all forces caacklather, or the energy
level has to be minimized in a direct way. Both approachesfdioe-directedand
theenergy-baseglacement, are described in detail in appendix A and in [KWO01]
To compute a local minimum of the objective functisimulated annealing used.
This model provides an analogy between the physical prasfemsnealing, i.e. the
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way in which a metal cools and freezes into a minimum energstaliine structure
and the search for a minimum in a more general system. Thetay@of simulated
annealing is the fact that a captivity in a local minimum isided. Two main steps
characterize the algorithm: change of temperature and otatipn of the energy
level at this temperature. If a candidate solution is givenew one is obtained by
modifying the current one. For the case in which the new swmiuesults in a lower
value of the objective function, it becomes the new candidatution, otherwise it
becomes the new candidate solution with only a speci ¢ pbdlga e, where

U is the amount the objective function increased, an¢ 0 is atemperature
parameter T is used to enable the algorithm to transcend energy bowesdtoi
nd a solution that is likely to be better "behind” this bouswy. The temperature
is under the control of eemperature schenw temperature schedulingThus, the
optimization starts at a high temperatigwhich means that a large percentage of
random steps resulting in an energy increase is acceptéer. &Asuf cient number
of steps has been completed, the temperature is decreaseth@imal tempera-
ture Tsina 1S reached.

In many cases a combination of different algorithms is usedompute a mean-
ingful layout. Additional algorithms are included to rea@tbetter ne-tuning of

the end result. A possible application scenario is given hieearchically ordered
document collection. Thus, a general layout is providedheydifferent hierarchy
levels and usually only documents of the current level havieet positioned. To
visualize the different clusters, polygons sometimes kidhe speci c area. In this
case, the area's size directly corresponds to the numbeordaimed documents.
The partition of an area into sub-areas including the neatanchy level can be
accomplished by Voronoi diagrams.

The main task of Voronoi diagrams [OBS92] is to divide a spdted with geo-
metric objects into cells, each of which consists of the {goatoser to one particular
object than to any others. This can be described as follows:

De nition 2.4 (Voronoi Diagram:) A Voronoi DiagramV = V(p1);:::; V(pn) is

a partition of the plane intan polygonal regions. The calculation of these regions
proceeds by sites in the eucledean pldhes pi; p2; iii; pn by assigning every point
in the plane to the nearest site.

De nition 2.5 (Voronoi Cell:) A Voronoi Cellor Voronoi RegionV (p;) is de ned
by all points in the plane that are assigned to this gitd.e.

V(p)=fx:kx pk kx pkforiéjg (2.2)
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Voronoi diagrams tend to be involved in situations whereacsps to be partitioned
into "spheres of in uence”, as can be seen in e.g. the InfoSkstem (see Figure
2.28).

The third and only occasionally last stage de nes the mappina speci c layout,
concerning the kind of representation as well as the interageatures. This is the most
interesting part of the scheme for this thesis and will tfareebe explored in more detail.
Various schemes are available for document visualizatitbramples will be shown, in-
cludinggalaxies themescapesndKohonen maps

The Galaxy Of News [Ren94] is a speci ¢ visualization with gdat based on sim-
ilarity, but it does not t exactly into one of the three categps mentioned above. It will
therefore be described rst. The idea of the Galaxy of Newthésvisualization of a net-
work of related news articles. To arrange these articlesgr@atthy of topical keywords
from general to more speci c has to be generated. This cahiiga article headlines and
into full articles. All these are arranged in a three-dimenal space without discrete and
predetermined steps, but with a smooth and continous tiamsirhus, it is very hard to
maintain one's orientation while navigating through thgmee. Figure 2.25 displays an
example of a Galaxy of News.

2.3.1 Galaxies

As mentioned above, the second stage for document vistiahzaeates clusters. If these
clusters are projected onto the two-dimensional spacegthdting visualization is called
Galaxy A zoom into a cluster allows the user to get more informaéibout this speci ¢
cluster. This can be done with or without animation. Typeehmples can be found in
the IN-SPIRE [Lab04] and the SPIRE system [TQKl] displaying a galaxy (Figure
2.26).

The xFIND system [ASLO01] includes different visualizations like the above men-
tioned Search Result Explorer (see gure 2.17). A version ghkaxy visualization is
realized within the xFIND system by the Visualization Islan(Figure 2.27). Important
regions are displayed as islands that are integrated in esafoof information”. The
information to be visualized belongs to the eld of knowledganagement, containing a
database of about 45,000 documents.

InfoSky [AKSGO04] provides a representation very similaitiie SPIRE galaxy de-
scribed above. Prerequisite for this visualization is adrhically structured document
collection. Documents are visualized as stars and simdauchents form a cluster. A
collection consists of clusters and stars, bounded by polgg This structure is realized
by three algorithms. First, aimilarity placementlgorithm is used to position cluster
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Figure 2.25 A Galaxy Of News displaying keywords, article headlines! gartially
readable articles in a three-dimensional space [Ren94]

centroids as well as documents themselves, realized bytamiogd force-directed place-
ment algorithm. Th@eometric transformatiohas to de ne the nal placement of docu-
ments and collection centroids within a bounding polygonergfore, the normalized co-
ordinates have to be transformed into a multi-axis cootdisgistem which is determined
by the bounds. As a last step, area partitionis necessary. Because of the hierarchical
structure dividing the information space in parent and soitections, the sub-collection
centroids are used to divide the parent collection into gohal sub-areas whose size di-
rectly corresponds to the number of documents includedanmebpective sub-collection.
This is accomplished by a recursive Voronoi subdivisionhef &vailable space. Variable
magni cation is possible, which results in an adaption ¢ Hvailable space depending
on the size of the respective sub-collections and the magtion factor. The placement
of individual documents that are realized as stars depexsdexplained above, on their
similarity (see Figure 2.28).

2.3.2 Themescapes

In contrast to the galaxies, themescapes display an ab8trae-dimensional landscape
of information. The higher an elevation, the higher the thetnength is rated. Additional
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Figure 2.28 InfoSky system displaying documents and using polygonsniphasize
clusters [AKSGO04]

encoding by various colors supports the recognition pdesaks are easy to detect and
interesting characteristics become visible in ridges amtbys. The SPIRE system in-
cludes galaxies (see gure 2.26) as well as themescape§&i@ae 2.29). In this system,
the themescape visualization is based on the previouslyiomeal galaxy, where relevant
keywords from the documents visualized in the galaxy areaet¢d and visualized as
topics in a landscape.

A very early but typical example of thematic landscapes carfiooind in the Bead
system [Cha93], [Cha96]. In contrast to hierarchically-blesgstems like InfoSky, the
Bead system works on at document repositories. The infolonagpace is arranged on
the basis of inter-document similarity to form a 3D landszapa very simple implemen-
tation, which makes it easy for users to navigate aroundrtftgmation landscape. An
example is shown in Figure 2.30.

Another example of themescapes is offered by the Cartia commp@ar04]. At this
company, Relational Topic Mapping (RTM) software is develdbp This describes the
technology used to automatically extract the content ofruntured text and organize it
onto interactive maps of information. Figure 2.31 givesraight into the work of Cartia.
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Figure 2.29 Themescape displayed within the SPIRE system [Lab04]
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Figure 2.30 Thematic Landscape within the Bead system, constructed &uicles of
an HCI conference, CHI'91 [Cha93]
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Figure 2.31 Cartia Themescape [Car04]
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2.3.3 Kohonen Maps

Kohonen maps are computed using a different algorithm fiegnones described above.
The basis for this computation is a neural network. The algor used is called SOM
(Self-Organizing feature map algorithm) and was develdpe@. Kohonen [Koh97]. As

a result of the Kohonen algorithm, the entire document sktaken down into its main
contents (e.g. keywords taken from titles and abstractsfan be mapped onto the nodes
of a two-dimensional grid. Figure 2.32 shows a Kohonen mapldying 32,627 articles
from the Usenet newsgroup collection sci.lang (from Juneo@@arch 97) [Koh99].

Figure 2.32 Kohonen map displaying 32,627 articles from a newsgroujfeciion
[Koh99]
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2.4 Table-Based Visualizations

The categorized visualization of text in tables is a welbkn and familiar technique. In
contrast to a simple list presentation, where all infororais usually provided without
any particular order, the clearly structured and obvioysua of a table improves the
possibility for comparing data sets with respect to singktardata. This comparison
capability is supported by the sort feature as well as theipibisy of changing column
locations. Although business graphics make extensive usdbles, their use in the eld
of information visualization is still limited - dependent ¢he very low application of
visualizations. Nevertheless, combining the advantagestable with information vi-
sualization techniques can lead to a high performance bydke in ful lling his task.
Focus and context, distortion, or semantic zoom are onlyvactgchwords that describe
the opportunities. However, only a small set of visual@asi are known that work with
this approach. A selection will be shown with the followingenples.

bhuman iT

e-Catalogue Management

Produktkatalog Armbanduliren

Al < LOMRI A AN b InfoZoom®

Figure 2.33 Infozoom system from humanIT Software GmbH [SBB96]

As the commercial successor of the research project FocBBJ§), Infozoom@ is a
system that strongly in uenced the development of the Stgaale, which is included in

8http://www.humanit.de/deu/infozoom/index.htm
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the VisMeB framework. The preparation of data within a talséng focus and context
enables the presentation of a large number of datasets ialasgace. Contents of cells
are merged and sorted and therefore can be explored by zgamand out using a simple
mouse-click. Thus, scrolling is not necessary. Figure B33 example from the area of
e-commerce, showing an eCatalogue Management.

A project very similar to the Infozoom system is Inxight'sbleLens [RC94], in-
cluded in the VizServer framework. In contrast to the hamabfusion in Infozoom, the
TableLens merges rows instead of columns, i.e. it implemantertical fusion of cells.
Again, focus and context is used to avoid the need for sogtir making all the data t
into a single screen. Figure 2.34 shows data about the SupkPB01. It can be used to
predict the winner of the Superbowl.

Team i Yards ... | Passin... | Ruzhin... 3rq cowe..| 4th dowen.., | Turn 0'\-:...| Purnt & | Qppone...| Oppan... | Qppone. ., | Confer... | Diwizion

457 Key: Fittzburgh Col3rd dowwri effic | Row: 24 Col 5

Figure 2.34 TableLens with data from the Superbowl 2001 [RC94]

An obvious application for a table-based layout is calersddtware. To achieve a
good overview, weekdays are organized in columns, timenoe tianges in rows. This
enables a very fast access to important data. The DatéL.§BE€CR04] combines this
common paradigm with a zoom function that enables the usaagmify important data
without losing the context. Adapting the amount of inforioatto the available space
can be done independently from the device used, i.e. whetfRA, a Tablet PC, or
a desktop computer. Figure 2.35 shows the months June,ahdyAugust 2002 with a
focus on the 17th of July. The use of this semantic zoom tegctenieads directly to the
next section, which deals with this subject.

2.5 Semantic Zoom

Zooming in a visualization system is a common and almostteraile technique. But
the simple effect of enlarging a chosen area is just one dittee@oin. The second one is

Shttp://www.cs.umd.edu/hcil/datelens/
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Figure 2.35 DatelLens using the semantic zoom to magnify a single daynroathly
view [BCCR04]

semantic zooming. Additional information is provided, famoved from a mere change
of objects' size. Items can modify their shape, or even thery representation in the
display. Depending on the zoom factor, information is digpd or not. This can extend
from a small lable or text passage to a completely new laybthieobject. Obviously,
a combination of geometric and semantic zoom is possiblenagahingful in specic
situations, e.g. while using a map. A more detailed desoriptf this topic is given in
Chapter 4.

Common systems providing the opportunity to include a seimattom are Pad
[PF93], Pad++ [BPMO04] (see also 4.3), Jazz [BMGO00], [BGM04], and Piccolo [BGMO04].
They allow the user to create zoomable user interfaces asbffer great versatility. The
possibility of e.g. Jazz or Piccolo to create robust, falitured graphical applications in
Java and C# enables users to build their own visualizatiookjding visual effects such
as zooming, animation and multiple representations.

Silver2 [LMC* 04] is a video-editing software that includes a semanticzéeature
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to explore more than one location of the same timeline inidéta A combination of
scale-based and semantic zooming is used to enable theougient video at multiple
temporal resolutions as well as at multiple levels of deftdl change these properties, a
slider providing a continuous sliding mechanism has to beaddsee Figure 2.36).

Minified regions

Magnified regions

Figure 2.36 Silver2 displaying two lenses at the beginning and the ehd shot
[LMC* 04]

Whenever different levels of detail are given, the use of sgimaoom seems to be
self-evident. We saw examples from the eld of video editingb site design or simply
hierarchically-clustered data. Another important aggdlimn domain is genomic research.
With Sockeye [MAB 04], a system is provided that enables users to assemblia)izes
and work with complex comparative genomic datasets. Af thidone in an interactive
3D graphical workspace. Long genomic regions can be displags well as short base
pairs. Sockeye can automatically switch from an "individigatures” view to a "com-
pressed semantic zooming” view for this given feature. Fegli37 shows two different
views at different levels of detail.

Another application from the eld of bioinformatics is TrdBisplay [BGO03] . It was
built to analyze large amounts of data from high-througlgeoeening runs as an approach
to drug discovery. The combination of so called micro and nmagews implements the
focus and context idea. It enables the display to preserddteeat multiple levels of de-
tail, as well as in context. Distortion-oriented magni iat as well as semantic zooming
is used to implement the idea. Figure 2.38 shows a typicaliima visualized within the
TrendDisplay system.

DENIM [LNHLOO] provides a similar mechanism for navigatimgbsite designs and
it served as an inspiration for the Silver2 system. A studweb site designers at their
daily work showed that designers use different levels ohesnentsite map storyboard

Pnttp:/wvww-2.cs.cmu.edu/ silver/publications.html
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(b)

Figure 2.37. Sockeye system showing all genes on a 151MB chromosome¢ajha
individual genes (b) in a 200Kb region around one of the fastogram peaks in the im-
age to the left. As the new region is shorter than the 300Kastiwld for genes, Sockeye
automatically queries in and shows individual genes [MAB]

andindividual page Sketching at an early development stage is therefore aortamt
part of the work and is performed at all stages. DENIM supthis sketching behavior
and provides a semantic zoom function to change the leved aEment. Figure 2.39
shows a screenshot.
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Figure 2.38 TrendDisplay presenting a timeline with different levefgetail [BG03]
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2.6 Multiple Coordinated Views

Multiple Coordinated Views (MCVs) play a large and importaolerin the context of
this thesis. Because of their great signi cance, the top&pig into three different parts.
The rst part, described in this chapter, gives an overvidaaual systems implement-
ing MCVs. The second part, presented in chapter 3providesotineal background of
MCVs. It includes a de nition of MCVs and introduces an enhaht@ee-phase model
specifying the design process. So far, only two phases anéioned in the literature (see
[WWKO0QO]), but an important step is missing and will therefore ddded in this thesis.
Finally, all the different views used in the VisMeB frameware presented in detail. The
last part, which is the topic of Chapter 5, deals with the extt&on between the views
used. The relationship categories introduced below arkaimqu in detail. Afterwards,
all interactions implemented within the VisMeB frameworkagluding interactions be-
tween different views as well as the use of lters) are inigegied. Because of the strong
connection between the granularity concept used and tagameship of views, the gran-
ularity concept has to be introduced rst, i.e. in Chapter Ajck leads to a further reason
for splitting the topic of MCVs.

The comprehensive scope of the MCVs made it necessary teedivedcontent into these
three parts: First, give an overview of which systems arestully used i.e. a good intro-
duction. Then, provide the theoretical background for wsi@ading how and why views
are used. And last, investigate the implementation in thieeati context, i.e. the views
and their relationship within the VisMeB framework. This kea it easier to focus on
speci c aspects.

Nowadays, a hybrid form of the visualizations presentedasas widespread and
meaningful. Depending on the complete environment, desdre.g. by the 5-T envi-
ronment (see Chapter 3), one or other of these visualizasdpestter for to reaching the
desired goal. However, a combination seems to be unaveidalie large number of
systems using multiple coordinated views (MCVs) bears astabsumption. Because of
this mass of applications, only a small insight into the @fiIMCVs can be given. To
achieve a better overview, the systems presented will kaghiited into different cate-
gories, depending on the kind of interaction that is mairdgdu

1. Selection Users select (or highlight) an item to show their interegis usually
leads to a further action.

2. Navigation By navigating the visualization (e.g. scroll, pan, zoone, ethe user
is able to focus on speci ¢ data or display other data.

A detailed insight into this topic is given in Chapter 5, so mtedled description will
be given at this point to avoid redundancy.
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2.6.1 MCVs Realizing The Select Select Relationship

A very common application domain for MCVs can be found in th&l ef medical care.
Aigner and Miksch [AMO04] present the CareVfissystem to support protocol-based care
in medicine via multiple coordinated views. It providesa@rdifferent views: aogical
View, aTemporal Viewand aQuickView Pane{see Figure 2.40). Interaction between the
logical and the temporal view is implemented via brushingd kmking, i.e. selecting an
element in one view selects the corresponding element iottier views. Additionally,

a coordinated navigation is implemented but without auttysynchronization. The de-
velopers did not use this degree of automation, which mdaatssiynchronization is via
drag and drop, triggered by the user. Therefore, the systas dot t in the category
Select, Navigate
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Figure 2.4Q CareVis application window showing the execution of a pl&Mp4]

Robert et al. [HPRO04] propose a combination of two- and thieeedsional scatter-
plots as simultaneous visible views Furthermore, 2D and 3D views are linked together
to allow interaction in 2D with feedback in 3D. Additionalort is provided by depth
cues (color and point size) to impart a better depth impoesgir the user. Further infor-
mation is given by 2D and 3D histograms to highlight the pdiistribution and density
inside and outside the spatial focus. Problems in termsmiepéion and interaction like
overplotting, which makes it impossible to see all pointsdisplaying point clouds in
3D, will be reduced by this system (see Figure 2.41).

Combinations of scatterplots are very common - to give anviererof the data space
- and visualizations that provide a detailed view, whetheytinclude textual or graphical

Uhttp://hildegard.asgaard.tuwien.ac.at/projectsidafe
nttp:/lwww.vrvis.at/vis/research/2d3dscatterplots/
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Figure 2.41 The combined 2D and 3D scatterplot with user interface lemented in
the VRVis project [HPRO04]

parts. Craig and Kennedy [CKO03] present an application forvieeal exploration of
microarray time-series data. The system enables the useually formulate and mod-
ify measurable queries with separate time-period and tiondcomponents. Users can
formulate and modify the queries with rapid reversible ligp in the traditional "value
against time” graph format. As an example, scatterplot aaglgviews are coordinated
via theSelect, Selectrelationship, which results in labeling and highlightitng tcorre-
sponding elements. A complete overview of the interfaceviergin gure 2.42.

Another example from the domain of microarray visualizatie the TimeSearcher
[SBZ* 03], see Figure 2.43. Researchers are often interested ingrgenes with similar
expression pro les over time. TimeSearcher can be usedfding patterns in linearly or-
dered sequences. In a practical application at the UntyasEMaryland's Department of
Cell Biology and Molecular Genetics, TimeSearcher has beed tesexplore the occur-
rence frequencies for short nucleotide sequences in latg®baligned sequences. Time-
Searcher was successfully involved in identifying patehat occur frequently in some
positions, and infrequently in others. The system was impl&ed using the [BGMO04]
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Figure 2.42 Interface of the microarray time-series visualizatiool tfCKO03]

Piccolo Toolkit for Zoomable User Interfaces.

Systems like the XmdvTool [MW95], XGobi [SCB98], the Explorgt@ata Visual-
izer (EDV) [Wil96], Visage VQE [DRK97], the Attribute Expler [TSWB94], LinkKit
[Nor98], or the Navigational View Builder [MFH95] provide mesimilar approaches
while connecting views by brushing and linking. Because ihia standard technique
nowadays it is implemented in nearly all systems using mlelttoordinated views. Very
often the differences lie in the application domain and theesponding visualizations
that are integrated. Mirage [Ho004] is an application usingtiple coordinated views
to visualize images and multi-dimensional numerical dadanfan arbitrary domain of
study. It includes projected images of points, point classeproximity structures in one,
two, or higher dimensional subspaces, in linked views deslhistograms, scatter plots,
parallel coordinate plots, graphs, and trees.

The last system presented in this context is the Hierarckitester Explorer [SS02].
It implements four general techniques for supporting thaaation of clustering algo-
rithms:

1. Overview of the entire dataset, in combination with a letaw,
2. Dynamic query controls to limit the number of clusters,
3. Coordinated displays, and

4. Cluster comparisons

Figure 2.44 shows a typical layout of the Hierarchical CluEbeplorer.
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2.6.2 MCVs Realizing The Navigate Navigate Relationship

The possibility e.g., for working with synchronized schadj enables the user to compare
documents, source code pieces, or even images in an istbitiveffective way. While
considering two different views of the same data and beirg tbexplore and interact
with it simultaneously, there is an opportunity to nd eitr@milar or completely dissim-
ilar patterns. Very often this kind of synchronization ispl@mented via scroll bars that
are tightly coupled. The Logos Bible Softwalre [Kos05] provides an electronic library
that includes diverse bible translations as well as coman&s concerning every single
passage. Navigation is possible by a hierarchical stra¢hat divides the entire text into
book, chapter, and verse. By selecting the correspondingesgtine user is able to scroll
simultaneously through e.g. one bible translation and @mencentary on the respective
part, as can be seen in Figure 2.45.

ronix Digital Library System
Fle Edt Seach Wew Go Bookmark Tools Window Help

&8 Home | [l my Lbrary | D search | [F] T T - POERT S AR =
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e — ] [ v B § - - EE
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+ The Bibls Knowledae G abide i me “he is thrown away lice a branch and withers, fand the
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® A Comment tary, Critical and Explanatory, on the Old and Mew Testament me, and my words abide in you, fask whatever you wish, and it will be
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o Idatthew Henry's Ci on the Whole Bible : Corplete and
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'3 : : 4
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[P Logos Bible Software @ Passage Guide \ earth, for hiz iz the Word made flesh. The vine has an unsightly B

Figure 2.45 The Logos Bible Software providing a hierarchical struettor navigating
on the left, a bible translation on the top right, and the esponding commentary on the
bottom right [Kos05]

Corel's WordPerfect* [Cor05] allows the user to see a formatted text at the same
time as the document's formatting code, and to scroll thndoggh displays concurrently.
Thus, it is easy to keep the relationship between the twaesgmtations without being

Bhittp://www.logos.com/
Ynttp:/lwww.corel.com/servlet/Satellite?pagename=&l@iProducts/Display&p d=1047024307359
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forced to scroll the windows one after the other. An exampkhiown in Figure 2.46.
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Figure 2.4 Corel's WordPerfect displaying a formatted text (top) amel¢orresponding
formatting code (bottom) [Cor05]

With DEVise (Data Exploration and Visualizatiot), a data-exploration system is
implemented that enables users to pan and zoom diverse &Brptats with common X
and Y axes [WLO0O]. Hence, a synchronized navigation throwgious plots is possible
and eases the exploration of visual presentations of laigeldr datasets from various
sources (see Figure 2.47).

The Augur visualization tool [FDO04] is an extension of theeSaft application, in-
troduced by Stephen Eick and colleagues [BE96]. It providéseaoriented view of
documents like source code les. Different colors encodecsp properties of the re-
spective lines and make it easy to compare various versibtiesame le. A typical
example is the CVS Activity Viewer included in Augur which é&has the comparison of
different CVS revisions. The development of software in atélaat is distributed over a
wide area is a very realistic case that exempli es the sigance of such a helpful appli-

Bhttp://www.cs.wisc.edu/ devise/
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1
| _.| Feature 8 % ve. Feature 6 ¥ | 4 | J|
Tizualization by OEWizs VLRI 1995

Figure 2.47 DEVise system displaying two scatterplots that can be gaded syn-
chronously [WL0O0]

cation. Figure 2.48 displays the CVS Activity Viewer comparsequential revisions.

£ Cvs Activity Viewer

[lindented  Displayhy: ® Recency O User O History O Structure Size:

Figure 2.48 CVS Activity Viewer of the Augur system, visualizing difiences by the
use of light and dark blue color [FDO0O4]
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2.6.3 MCVs Realizing The Select Navigate Relationship

Typical examples using th8elect, Navigaterelationship can be found in many com-
mon user interfaces. For instance, two combined views stgwitable of content in one
frame and a detailed view in the other e.g. in online helpiappbns, le browsers or
websites. The most widespread and familiar applicatiorrabdgbly the Windows Ex-
plorer. However, this scenario is only one possible retbneof the concept. Apart from
the pure text-based approach, a large variety of visuadizatare used to implement this
concept.

A very prominent example is the Visible Human Explorer [NZPIhe human body
can be explored via diverse views that allow a quick navagathrough the whole body.
Cut lines in the overview determine the 2D cross-sectionalization in the neighboring
view. An additional table of contents (see Figure 2.49,dafe) gives an overview of the
human parts that it is possible to visualize.

MeSH Browser Visible Human Explorer

e
Table of Contents

~Body Regions
~Musculoskeletal System
Cartilage
Fascia

[I2]

Ligaments

Muscles

Skeleton

rBone and Bones

rAm Bones [Non MeSH)
rDiaphpses

rEpiphyses

| Foot Bones [Non MeSH]
rHyoid Bone

rLeg Bones [Non MeSH)
 Pelvic Bones
rSesamoid Bones

Skull

Retiieve Full-Size Image

Copyright [c] 1995
Human-Computer
Interaction Lab
University of Marpland
at College Park

Cervical Vertebrae
tAtIas
Axis

Coceyx
Intervertebral Disk
Lumbar Vertebrae
Sacrum
Spinal Canal
Thoracic Vertebrae
“Thorax
~Joints
L Digestive Spstem
Biliary Tract
Esophagus
Gastrointestinal System —i
Liver

[« [T T+

Figure 2.42 The Visible Human Explorer using a combined textual andaispproach
[NSP97]

In most cases, all views are assigned to a single main wintdatimcludes the ap-
plication. Another approach is to open up a pop-up windowrasent the details for a
chosen item. This can be found e.g. in the FilmFinder [AS9@iitking on a data point
in the scatterplot opens up an additional window contairatighe information corre-
sponding to the selected item. The Generic Genome BrowselS[8®] is a Web-based
application for displaying genomes and genomic annotatidhincludes the possibility



64 STATE OF THEART

of zooming and scrolling through arbitrary regions of a gaepeven a semantic zoom is
implementede. In the upper part, an overview is given (ersigkd by a light blue back-
ground), whereas the lower part (white background) prestrd detailed information
appropriate to the section selected above (see Figure. 28603er's private annotations
can be uploaded and published to the community to suppoKimgptogether in a uent,
interactive way.
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Figure 2.50 Generic Genome Browser displaying the detailed view aftenzng out to
200 kb, showing semantic zooming [SM32]

Systems like the Information Mur&? [JS98] create a reduced version of an informa-
tion space like documents or source codes in order to najigedugh the original source.
Visual attributes like color, intensity and pixel size imglination with anti-aliasing com-
pression techniques are therefore used. This enables d @nobquick overview of the
source's real appearance.

Instead of traditional sequential menus, [HS00] use Siamglous Menus as an alter-
native arrangement. Users are able to select items fromsaéiaerviews, which leads to
the display of the results in a detailed view. The results lbé@veen-subject comparison
between traditional sequential and simultaneous menugestihat appropriate use of

http://www.cc.gatech.edu/gvu/softviz/infoviz/infatimn_mural.html
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simultaneous menus can lead to improved task performarmagspithout harming sub-
jective satisfaction measure®A good application domain for this application may be the
one of Web design. Figure 2.51 shows an example screen.
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Figure 2.51 Simultaneous Menus to improve the task-performance spa&d0]

2.7 Summary

This chapter gave an overview of the eld of information \adi@gation. Important terms
such adnformation VisualizationScienti ¢ Visualization andMeta-Datawere de ned
to create a basis for understanding the context. Visu@izaechniques that are imple-
mented in the VisMeB framework were described, as well agegys that use similar
approaches. To limit the amount of information to managegobportions the State-
of-the-Art analysis was restricted to a selection of reté\applications that are directly
related to this thesis. Tables 2.7 and 2.9 provide a completeview of the techniques
and applications presented.
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Table 2.7 Interaction techniques used in the VisMeB framework
TECHNIQUE | SHORT DESCRIPTION SECTION PAGE
DYNAMIC Manipulate the visual display directly by e.g
. 2.1.3.1 14

QUERIES sliders

Connect various views of the same data set.
BRUSHING | A highlighting or selection of a data subse& 132 15
& LINKING | ("Brushing”) in one view affects on other """

views”Linking”

Move a lIter across the display to modify
MOVABLE a view. This can result in e.g. ltering, 2133 16
FILTERS adding additional information for underly- —""""

ing objects or enlargement
OVERVIEW- | Connect two views by displaying an
PLUS- overview to navigate, and a detailed view|t@.1.3.4 17
DETAIL increase the level of information

Similar to Overview-Plus-Detail, but the twio
Focus & | . L ) :

views are uni ed in a single one. To achiey&.1.3.5 18
CONTEXT S .

this, distortion is used

Zoom in to reach a magni ed view and pan
PANNING & ) . : .
ZOOMING by moving this magni ed clip area around {02.1.3.6 19
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Table 2.8 State-of-the-Art Scatterplot Applications

67

2D SCATTERPLOTS

GEOGRAPHICAL SCATTERPLOTS

Dynamic Home nder [WS92] 2131 |16

SeeNet [BEWO95] 2211 | 24

Spotre [AhI96] 2211 | 25

Open Visualization Data http://www.research.ibm.com/ 2211 | 26

Explorer (OpenDX) dx/ T

SCATTERPLOTS FORABSTRACT DATA

FilmFinder [AS94Db] 2212 | 26

Interactive Timeling

Viewer (ItLv) [MFMO3] 2212 |27

Envision [FHN* 93] 2212 |28

Search Result Explorer of .

XFind [ASL*01] 2212 |29

SCATTERPLOTMATRICES

Polaris [CSHO2] 2.2.1.3 |30

ClusCorr98 [HIMBO2] 2213 |31
http://www.vrvis.at/vis/

VRVis Scatterplot Matrix | resources/DA-RVoigt/ 2213 | 32
masterthesis.html

HyperSlice [WCB96] 2213 | 32

Spreadsheet Framework | [CBRK97] 2213 | 32

ArcMap [ESR04] 2213 | 32

In uence Explorer [TSDS99] 2213 |32

3D SCATTERPLOTS

Open Visualization Data http://www.research.ibm.com/ 299 34

Explorer (OpenDX) dx/ o

NIRVE [CLSO00] 2.2.2 35
http://www.

Webwinds openchannelfoundation.org/ 2.2.2 36
projects/WebWinds

Voxelplot http://www.vrvis.at/vis/ 299 37

research/voxelplot/index.html
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Table 2.9 State-of-the-Art Applications for Semantic Similaritydds, Table-base Visu-
alizations, and Semantic Zoom

SEMANTIC SIMILARITY MAPS

Galaxy of News [Ren94] 2.3 | 42
GALAXIES
IN-SPIRE [Lab04] 2.3.1 43
SPIRE [TCK*01] 2.3.1 43
Visualization Islands [ASL* 01] 2.3.1 43
InfoSky [AKSGO04] 2.3.1 44
THEMESCAPES
SPIRE [TCK*01] 2.3.2 ?7?
Cartia [Car04] 2.3.2 a7
Bead [Cha96] 2.3.2 46
KOHONENMAPS
Websom [Koh99] 233 |48
TABLE-BASED VISUALIZATIONS
Infozoom http://wwvy.humanit.de/deu/ 54 49
infozoom/index.htm
TableLens [RC94] 2.4 50
Datelens http://www.cs.umd.edu/hcil/ 54 51
datelens/
SEMANTIC ZOOM
Pad [PF93] 2.5 51
Pad++ [BPM* 04] 2.5 51
Jazz [BMGO0O0], [BGMO04] 2.5 51
Piccolo [BGMO4] 2.5 51
Silver2 [LMC™04] 2.5 52
DENIM [LNHLOOQ] 2.5 54
Sockeye [MAB * 04] 2.5 53
TrendDisplay [BGO3] 2.5 54
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Table 2.1Q State-of-the-Art applications using Multiple Coordiréidews
MULTIPLE COORDINATED VIEWS
SELECT, SELECT

CareVis [AMO04] 2.6.1 56

http://www.vrvis.at/vis/
2D3D-Scatterplots research/2d3dscatterplots/ 2.6.1 >7
Microarray Visualization | [CKO3] 26.1 58
TimeSearcher [SBZT 03] 2.6.1 59
XmdvTool [MW95] 2.6.1 58
XGobi [SCB98g] 2.6.1 58
iEZ>(;|?Ioratory Data Visual; [Wil96] 26.1 58
Visage VQE [DRK97] 26.1 58
Attribute Explorer [TSWB94] 26.1 58
LinkKit [Nor98] 2.6.1 58
Navigational View Builder| [MFH95] 2.6.1 59
Hierarchical Cluster Ex; [SS02] 26.1 59
plorer

NAVIGATE , NAVIGATE

Logos Bible Software http://www.logos.com/ 2.6.2 60

http://www.corel.com/

servlet/Satellite?pagename=
WordPerfect Corel2/Products/Home n&pid= 2.6.2 61

1047022958453
DEVise [WLOQ] 2.6.2 62
Augur [FDO4] 2.6.2 62
Seesoft [BE96] 2.6.2 61

SELECT, NAVIGATE

Visible Human Explorer | [NSP97] 2.6.3 63
Generic Genome Browser [SMS' 02] 2.6.3 64
Information Mural [JS98] 2.6.3 64
Simultaneous Menus [HSO00] 2.6.3 65
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3 MULTIPLE COORDINATED VIEWS

3.1 Introduction

By presenting actual systems using MCVs, we have taken a egtisto this domain. To
provide a better understanding of the "How?” and "Why?”, arfal background has to
be created, which will now follow.

Result-set presentation with the help of visualizationseisdming a more and more
common technique (see e.g. [Shn98]). [Kei02] describesudieeof visualizations as
follows: "The basic idea of visual data exploration is togeet the data in some visual
form, allowing the human to get insight into the data, drawatosions, and directly in-
teract with the data”. Multiple Coordinated Views (MCVs) takeother step further and
improve the possibilities offered by a single visualizatidn recent years MCVs have
becom more and more popular. A lot of systems use this apprimaprovide a better
access to the mass of data users are confronted with. Nelesshthere are drawbacks
that have to be weighed up. The use of MCVs can be signi caritphly if the advan-
tages clearly outweigh the disadvantages. The designideds use MCVs for search
result visualization is a very important and far-reachimg.oNot only do the visualiza-
tions have to be chosen, but also the coordination betwesan, twhich has wide-ranging
consequences for the design of the nal system. [WWKOO] presgyht guidelines for
the design of multiple coordinated views. These can be takea basis for a process of
deciding whether to use MCVs or not. The guidelines are omgahin two main sections;
the rst part deals with the topic of when multiple views aneferable, i.e. it supports
the designers in coming to a decision. Part two engages usthef MCVs, i.e. the costs
(like space used, cognitive attention, etc. ) that arisenmkerking with MCVs should
be minimized. Unfortunately, trade-offs exist among thiesuthis is common in reality
but it is even more important that it be investigated hereav@d misunderstandings, a
de nition of the phrase "Multiple Coordinated Views” is gine

De nition 3.1 Multiple Coordinated Views (MCVs) consist of different singkualiza-
tions that are linked together by speci c interactions. figrent” means that either the

71
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data itself or the visual representation of the data varyeTifteractions between these
different views can be done bglectingand/or navigating

[WWKOO] divide the design process of MCVs into two phases, desag (1) When
to use MCVsand (2)How to use MCVsiIn this thesis the process is expanded to a three-
phase model:

1. Decide if MCVs should be used or not
2. If MCVs are to be used, decide which visualizations havestoHnsen

3. De ne the layout and the interaction of the multiple vizations.

In this chapter the focus will be on the rsttwo phases, whach strongly related. The
process of choosing an MCV approach and the interrelatedhzstions should be made
clear. The reasons for choosing exactly those visualizatibat we selected are given
and explained. Different views can exploit their advansagéhereas their drawbacks are
corrected by the coupled view(s). Phase number three iscavigred brie y and will be
explained in detail in Chapter 5. This is because it has a veiseaelationship to the
granularity concept, which has to be introduced before Ghapter 4.

3.2 Phase 1: Acceptance Decision

In the rst phase you have to decide if MCVs should be used or Aat come to this
initial decision, the rst set of guidelines previously m&med can be of help:

Rule of Diversity Use multiple views when there is a diversity of attributesdels,
user pro les, levels of abstraction, and genres.

Rule of ComplementarityJse multiple views when different views bring out cor-
relations and/or disparities.

Rule of DecompositionPartition complex data into multiple views to create man-
ageable chunks and to provide insight into the interactiooray different dimen-
sions.

Rule of ParsimonyUse multiple views minimally.

The problem with a single view is its limitation to only a fewexi ¢ domains or
tasks. Even if the data can indeed be applied to the vistigiizats expressiveness can
be very low or the cognitive overhead to comprehend and leahel output may be very
high. Thus, theule of diversityis one of the most important rules in choosing an MCV
system or not. The diversity can be present in various ckexiatics, as there are:
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attributese.g. abstract of document vs. measured relevance
modelse.g. hierarchical structure of nested links vs. thumbnaimof webpage

user pro lese.g. non-expert users, expert users, company role (e.gelager,
manager, etc.)

level of abstractiore.g. overview of the entire and detailed information
genrese.g. block diagram vs. pseudo-code views of a source code

The simultaneous consideration of the same data from diftariews should be gov-
erned by theule of complementaryRelationships that were not visible before when using
a single view can be detected by a comparison of differen@igations. Switching from
one visualization to another without being able to see botheasame time is cognitively
demanding. Thus, a visual comparison in contrast to a meiinasgd comparison eases
the work for the user. The concept of "divide and conquer” elwnown in computer
science. It is therefore not surprising that it is also rafévo information visualization.
A division of complex data into multiple views allows the at®n of manageable chunks
to help understand the reduced mass of data more easily. upvtaonly rules that plead
for the use of MCVs have been presented. But there is still ocietli@t must not be
forgotten. Although the use of multiple views adds advaesag a system, it can lead to
drawbacks concerning complexity. To learn a new visuabrmanay be relatively easy for
users, but to learn a variety of visualizations makes it @atd comprehend all the fea-
tures and characteristics. The effort of context-switghirtreases, which likewise leads
to a higher cognitive load. However, it is not only the useatttan be confronted with
disadvantages but also the system itself. Just think of ifieeh computational costs, or
the display space to be provided. This has to be taken intmuatas well.

All these rules are very closely related to the task envireminmn which the nalized
system is working, as well as the visualization itself. Feoairaple a speci c task can be
responsible for the meaningful use of MCVs, or the type of datdhe combination of
various factors. Therefore it is important to take into aodothe environment, which
leads to another supporting technique that is introducettiensecond phase - theT
environment

3.3 Phase 2: Choice of Visualizations

If the decision to use MCVs has been made, the second phasdaranchoosing a
speci ¢ set of visualizations to be used. This can be dondyappthe so-called "5-T
environment” [Man02]. It deals with:

Type of data

Typical user
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Task
Technical environment and
Training

Thetype of datahas a very strong in uence on the choice of graphical reprieg®ns.
Numerical data e.g. can use completely different visuaicstires to be displayed than
textual data. Or imagine hierarchical data, data concgraidate which can be presented
using timelines, and so on. Another important fact is reldtethe number of data. If
only a few items have to be visualized, additional inforrmatcan be encoded e.g. by
a glyph. Displaying thousands of items on a limited screekesdt very hard to detect
single items because of clustering, overlapping, etc. .

In most cases theypical userwho will work with the application will differ from
the developers. Therefore, the typical user has to be detedrand the system has to
be adapted. Although a speci c user group can perhaps beade individual differences
will still be there. Further information concerning thisipbcan be found in e.g. [Shn98],
[CYO0Q], or [NSOQ].

Thetaskis certainly also a very important factor in uencing on thiedk of visual-
ization that has to be chosen. Some speci ¢ visualizatidrisetter to speci c tasks than
others, although it is very dif cult - perhaps impossibleo-de ne a general classi ca-
tion. Nevertheless, the effect of a visualization on a taskngly in uences its success.
To further explore this topic please see e.g. [Tud03], or (&A

Factors that are often neglected concernttahnical environmentMost develop-
ers work an a high-end personal computer that provides a gladirm for running the
application uently. However, there is a major differencstlween such PCs and the com-
puters where the system will be installed for the end-uséheOrestrictions depend on
e.g. the network speed. Using a 56k modem will slow down tlognam execution in
contrast to a T1 LAN connection.

Applications that seem complex on rst sight often becomeeremd more manage-
able if the user spends some time working with them. Theegfatraining periodis
absolutely essential. Depending on the degree of comp)ekis can take from several
minutes to months. So the designer has to assess if therdfedied to learn a new system
IS justi able in terms of ef ciency. Users tend to work fasteith a familiar application
than with a new one, although work could be done more ef dyeatter a training period
that would compensate for the initital dif culties.

Depending on all these decision criteria, we have to nd thprapriate visualiza-
tions.
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The different 5-T environments that are used for the VisMg&eam that has been intro-
duced will therefore now be described (see table 3.1).

Table 3.1 Three different scenarioST,-5T3) and the corresponding requirements

TECHNICAL
TYPE OF | TYPE OF
TASK ENVIRON- | TRAINING
DATA USER
MENT
Site planner; Find a map A . trglnlng
| expert  user - period is rea-
Geo metadata . ) providing
. familiar with | ! . sonable, but
5T available as buSIness information Standard use familiar
1 XML- or : about a build-| of ce PC TR
graphics . : : visualizations
HTML- les ing site, using L
and  search to minimize
. metadata .
behavior its length
Metadata for Administrate
library media and analyse A training pe-
. . - i Standard .
5T, | including Administrator | metadata; nd riod is reason-
. . . of ce PC
administrative gaps, outliers able
metadata etc.
Metadata . No trainin
: Find a : 9
describ- : period de-
ing media medium Standard | sired; system
oTs (e.g. DVD, Library user | (€g.  DVD.| ¢ opc | has to be
CD-Rom, o
CD-Rom, intuitive (ease|
etc.) .
etc.) of learning)

The rst environment §T;) arose from the INVISIP project in which VisMeB was
partially developed. A corresponding scenario was give@hapter 1, Introduction. The
latter ones%T, & 5T3) have their source in the MedioVis project, which is curlgnin-
ning in coordination with the University Library of Konstan Typical scenarios could
look like this:

Scenario 2:

Maria Kramer is a 42 years old administrator working in the oy of the University
of Konstanz. Her job deals with the allocation, maintenarargj supervision of data
describing the content of the media center (Mediothek)@fthiversity library. Because
data are often still entered by hand, the consistency is ome very poor. Today she has
to check the entries that a student worker has created for ndellyered DVDs. The stu-
dent's lack of familiarity with the eld of library adminisation, resulting from his short
working time (he has worked there for about three weeks) can tieahtries that are
correct in form and content correct but located in the wrongegary, or to simple care-
less mistakes like a missing meta-data. Thus, gaps and petions can arise. Maria
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starts the MedioVis application and enters just the seaecmt”’DVD” in the form llin
interface. As a result she gets 347 hits. By clicking on théetaeader "year” she sorts
the entries by their date and is now able to explore the newess$.o While she skims
over the data sets, she notices an empty cell in the tabldné&DWVD "Metropolis”: the
language is missing. This can be explained by the fact thatddelis is a silent movie.
Nevertheless, the subtitles and menus are available irreiffeversions e.g. in English,
German, French, and so on. Maria inserts the missing meta-teere and then, and thus
completes the fragmentary dataset. Because no other fardtdetected, Maria closes
the MedioVis application and ends here database session.

Scenario 3:
Daniel Beck is a student of media science in the third semastie University of Kon-
stanz. As homework, he has to write an essay about Charlie Chaxpdimis most famous
movies. He walks into the media center (Mediothek) of thedysity library, takes a seat
in front of a desktop PC and starts the MedioVis applicatibhe search terms he uses are
"Charlie” and "Chaplin”, no further restrictions are made saafr. The rst information
he gets is an overview of all 20 movies in the Mediothek in wlithplin is involved
as actor or director. While he browses the result list, he cexi"The Great Dictator”,
which he is very interested in because he has already heardtahis movie. Daniel
zooms in with the help of thdévels of detail buttons. Thus, he will get more and more
information, e.g. within the rst step, a short descriptiam the next level, all the actors,
the year of origin, and a poster; and on the highest levelnevshort trailer that he looks
at for a moment. Now he changes from the table view to the graphiew in the form
of a scatterplot. To be able to get an impression of the mowgsrtance, he changes
the y-axis assignment to "Rating”. Four movies seem to bg wderesting because they
have a much higher rating than the others. When Daniel eggltinese hits, he sees the
following titles: City Lights, The Gold RushThe Pilgrim andThe Great Dictatqrwhich
con rms his assumption of "The Great Dictator” being a vergnhious Im by Charlie
Chaplin. Fortunately, all four titles are currently avail&bin the Mediothek. Daniel se-
lects all four titles, sends the resulting list by mail to bisn email-address and prints it
directly from a printer in the library. With this informatig he walks to the corresponding
shelves, takes the movies and borrows them for a more detaitedtigation during a
comfortable video evening.

As a result of these varying environments, a modi ed table wr@ated as a granularity-
based visualization. Three (or even four) different versiare available: aevelTable
a GranularityTable and aMediaGrid The fourth version, th&ridTable is an adaption
of the LevelTable to the media center scenario for whichMesliaGrid was originally
implemented. Because of some small differences in layoutistedaction it must be
mentioned, but the MediaGrid is the real advance. A detallegtription of layout and
interaction opportunities is given in Section 3.5 and Chapte
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The connection between the rst set of guidelines for MCVs treb-T environments
leads to the following conclusions:

Use different visualizations to give the user the chancehtwose the appropriate
one for each individual task.

If a user is familiar with table presentations and busineaglgcs, use a combina-
tion of both to support the information-seeking process.

Use different levels of information to provide the wholeala#riety and reduce the
number of visualizations to minimize the cost of contexitshing.

Display some visualizations sequentially (as alterna)iveome simultaneously
(e.g. to provide overview and detail at the same time)

In the VisMeB approach, the visualizations for presentimg tesult set are chosen from
the following heap of visualizations, dependent on theasponding 5-T environments:

A modi ed table named "SuperTable”, in different variantigpendent on the kind
of granularity used, including task-constrained visiatlans likebar graphs tile
bars, stacked columnsndrelevance curves

A scatterplot enhanced by movable lter, available in a 2D and a 3D version,
A document univers® show semantic similarity,

A pie chart view, named "CircleSegmentView”, to be used ader, |

A BrowserViewand

A LocationMap

The SuperTable and the tightly coupled (2D-) Scatterplot lspa seen as the main
visualizations created in the VisMeB framework. These twawvg are displayed simulta-
neously, dividing the available screen space into an upaer(BuperTable) and a lower
(Scatterplot). By request, one of the two visualizations tlahe whole area, however
the advantage of this combination is their coexistence. Wexplain the added value in
Chapter 5, when the coordination between the different viewdtescribed. Reasons for
choosing exactly these two visualizations can be seen ile .

The idea of the combination of these two visualizations igite an overview (by the
ScatterPlot) as well as a detailed view (by the SuperTabldjeasame time. The previ-
ously mentioned visual information-seeking mantra [SHn38verview rst, zoom and
Iter, then details on demand” is followed strictly. Userarcvery quickly nd interesting
data sets by choosing the related axis assignment in theeaat. It is possible to zoom
into speci c areas or to Iter speci c data points. If one orare data sets seem to be
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Table 3.2 Advantages and disadvantages of SuperTable and Scatterpl

ADVANTAGE SuU- | DISADVANTAGE ADVANTAGE DISADVANTAGE
PERTABLE SUPERTABLE SCATTERPLOT SCATTERPLOT
Overview function

Only part of all| because of repre-Small amount of
data sets visible | sentation of data information

sets as points
Correlations bet Detect  outliers,
tween data setsgaps and clustersVery abstract

Well structured

Users are familiar

with tables .
hard to detect easily
Goal directed o .| Comparisons
.| Overview in level| Fast recogni+ :
search for sin- . possible only by
) ) 1 can be handledtion of overall
gle information . means of two
by ScatterPlot correlations

possible dimensions

interesting, they can be explored in more detail in the STadde. Therefore, the granu-
larity concept provides another advantage. The level adideétermines the amount of
information in order to keep the data volume as small as plessi

The Document Universe can be used as an alternative to thefpbat, but focussing
on another purpose. Every data set is drawn as a point in th@nsional space. Posi-
tion i.e. proximity to other data sets allows a conclusiobécdrawn about the semantic
similarity between them. In the Scatterplot, you can coramhata sets by means of two
dimensions. It can be seen as a 2-dimensional cut in the erdilonal space of metadata.
The Document Universe provides a more global view of theetation between all data
sets. A semantic similarity is computed by an LSA (Latent &etic Analysis) algorithm.
This leads to a layout in 2-dimensional space where the xyaaes are not assigned to
a speci ¢ metadata, which is characteristic of the Scalberp

A closer look at the CircleSegmentView is given in Chapter Srduthe system's lter
description. For further exploration and a detailed desiom, see the applicable thesis
of [KleO5].

The BrowserView is used to display large text passages. ldliffexent granularity re-
alizations, explained in the following chapter, the neitgssf using this visualization
varies. If there is enough space to show all the requiredidataother visualization, e.g.
in the SuperTable, we can ignore this view.

The decision to use multiple coordinated views in depengendhe 5T-environment
has been taken, the visualizations have been chosen,dghetast step undecided - how
to connect the different views.
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3.4 Phase 3: Usage, Interaction and Layout

Now it is time to turn to the third phase, which often posesra lchallengeHow will the
multiple views be used? How will they interact? Where shoudgt tie placed?
The second set of guidelines can lead us to a solution:

Rule of Space/Time Resource OptimizatiBalance the spatial and temporal costs
of presenting multiple views with the spatial and temporahédts of using the
views.

Rule of Self-EvidencéJse perceptual cues to make the relationships among multi-
ple views more apparent to the user.

Rule of ConsistencyMake the interfaces for multiple views consistent, and enak
the states of multiple views consistent.

Rule of Attention Managemernise perceptual techniques to focus the user's atten-
tion on the right view at the right time.

In information visualization space is precious, as wellia®t So the costs and the
bene ts of these properties have to balanced, and this bal@described in theule
of space/time resource optimizatiomhe limitation of screen space and the patience of
users while waiting for the results of a computation aredecthat strongly in uence
the design of multiple coordinated views. Sometimes a moreptex algorithm would
lead to a better result, but it would take too long to execut&he same situation can
be found concerning the visual display, where a larger vieghinmprove the insight,
but the space is too small. Thus, we have to live with trade-@ne decision associated
with this topic is whether to show visualizations side-liesor sequentially. An example
in VisMeB is the simultaneous presentation of SuperTabte Seatterplot, whereas the
DocumentUniverse or the 3D Scatterplot are only includedltesnatives and are there-
fore distributed to different tabs.

Interactions between multiple views are very important pravide one of the bonus
values of MCVs. Unfortunately, this correlation is not autdivally visible to the user
if no perceptual cues are given. A selection of e.g. a poithénScatterplot without a
selection of the respective row in the SuperTable would wedke concept. Thus, it is
very important to show the user how the visualizations ateriaelated and what effect
one action has on another one. Thée of self-evidencdeals with exactly this topic.

Ease of learning is a very important feature, when using MA@dacilitate this pro-
cess, the interfaces as well as the states of the views h#eedonsistent, as described in
therule of consistencyA display with e.g. a small region in one view and a differené
in another must be deliberately created by the user (foafmtst overview and detail, or
different views presenting different states), or shouldabeided. Other mistakes can be
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made by using inconsistent descriptions or labels, whiatd¢o enormous confusion for
the user.

Users react to perceptual cues, like a change of color, plaging a sound, using
an animation or a simple movement. These techniques sheuigséd to channel the
user's attention to important situations encapsulateaterrule of attention management
In critical systems like safety-related control in a nuclpawer station, or in the eld
of life-saving this point is crucial. A responsible persastio be able to detect critical
situations with one view, enabling a very fast reaction.

All these rules are constructed using a very practical appro Therefore, a short
introduction to the theoretical background, describingpeacoordination models, will
now be provided.

3.4.1 Coordination Models

Before the diverse VisMeB visualizations are described itaidean overview of coor-
dination models will be given. These models try to providearfal and consistent ap-
proach to coordination. While many systems use coordinatiromany cases they do
not provide a coordination model. The following part willrmentrate on three models,
the Snap conceptual model [NCIS02] (Section 3.4.1.1), tee/\Goordination Architec-
ture [PPO1] (Section 3.4.1.2), and the Coordination Modekfgloratory visualization
[BRO3] (Section 3.4.1.3), which are very commonly used in¢histext. The in uence on
and the design of, the conceptual model used in the VisMaBdveork (Section 3.4.1.4)
concludes this section.

3.4.1.1 Snap Conceptual Model

The Snap Conceptual Model ( [NCIS02], [Nor00]) approach isugsed on the data
itself. It is based on the relational data model. Componehésrelational database are
connected to display the effect of an interaction on changeke related components.
Therefore, a relation from the database (i.e. a table oryguemult) is displayed by a
visualization. The linkage between two visualizationsaalized via a join relationship
of the underlying relation. Database concepts can be atatstirectly in user-interface
concepts via the following functions:

Relation7! Visualization
Tuple7! Item in Visualization
Primary Key7! Item ID

Join7! Coordination
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Coordinations can be built without writing a line of prograwde. Therefore, the
user rst has to load relations into the visualizations. Thierent coordinations can
be constructed between the respective visualizationsaaftds. This can be called the
"snap-them-together” step, from which the model gets ith@&a When establishing a
linkage between two visualizations, the user is now ablestaalthe action in each view
that implements the tight coupling. This can be e.gsekectionor navigationaction,
both of which are addressed in Chapter 2 and will be explainettiail in Chapter 5. A
typical example is the linkage within Windows Explorer -c&lia folder in the overview
to display the les in another window. A schematic view ofgdl@xample can be seen in
Figure 3.1.

Database
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o, -7 Files in
Fold: o
olcers ,§’ folder X
-7 Primary
o Select_g~ Select] ;..
Mz P—*"  keyvalues &—| Viz
Plot of Focus Scrolll Tabular
folders e *— of files

Figure 3.1 Snap components: First, the relations are loaded intcalimations, then
snapped together (adapted from [Nor00])

3.4.1.2 View Coordination Architecture

The View Coordination Architecture is based on the Modemi€ontroller pattern, known
from the area of software engineering (see [GHJV93]). Spatwon and presentation, as
well as the view model and the data model, are separated (@eeR.2). Coordination
between distinct views is achieved via so-calleddrdination componentsIf changes
arise in an observed view, the corresponding effects inmtigrd views are initiated. To
describe a coordination, at least the following facts aeeninimum that are required:

the source view to be observed,
the action that invokes an effect in another view,

the target view, and

the reaction of the target view as a result of the source gieation.
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Coordinations can be composed and as a consequence are enfgenas a set of
directional coordinations. This includes the situatioraofiew being the source and the
target view at the same time, within a composed coordinati@onsequently, the effort
of implementing and debuggin expensive coordinationsiases when the complexity of
links and diversity of views rises. Figure 3.2 illustrates tooperation of the different
view coordination components.

View

Presentation

View

Coordination

Presentation

Presentation Layer

<Courdinatiun>

Model Layer

Specification

Coordination Specification Specification Layer

Data Layer

Data Model

)

Figure 3.2 The View Coordination Model Architecture (adapted from (BP

3.4.1.3 Coordination Model for Exploratory Visualization

To explain the coordination model for exploratory visuatian in detail, a common lan-
guage has to be used. Therefore, thdiments of coordinatiomave to be introduced
[BRO3].

Coordination entities They provide a detailed description of the coordination re
garding actual window, view, data, record, tuple, attehyparameter, process,
event, function, graphic, or time.

Type The type is responsible for the link method between estitgimple coordi-
nation is usually implemented by primitive types (e.g. g&e oat, etc.), others by
more complex data structures.

Chronology (lifetime of scheduling)The lifetime (or persistence of the coordi-
nation) determines how long the entities are coordinatechetimes permanently,
sometimes limited by their scope. Possible coordinatiodesare: synchronous,
asynchronous, reactive, or proactive.
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Scope Depending on the scope some links can only be used in loeakaothers
are not restricted and are thus embedded in a global scope.

Granularity of links This speci es the number of entities in one coordination
[2,...,n], the number of views in one coordination [1,],.and the number of links
of an entity within a coordination [0,...,n] are speci ed.

Initialization: De nes the method of creating a coordination, e.g. autaaser-
speci ¢, scheduled, etc.

Updating Displays can be updated in different ways, e.g. by eagereedy
update, lazy update or user-initiated.

Realization (link realization, user control)This point covers different aspects.
First, how does the user recognize the coordination? Isliglging used, sim-
ple lines, or a formal layout mechanism? Second, how doesigbe control the
linked information? Is it by direct manipulation or inditg&
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Figure 3.3 Abstract model for coordination in exploratory visuatipa (adapted from
[BRO3])

The main objects of the model for coordination in explorateisualization are the
coordination objectsThey are responsible for the entity combinations and thegitar
the coordinated views. Every coordination in the systenssgmed to a special coordi-
nation object. Views that share the same coordination dlgat be called coordinated.
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The complete set of coordination objects formsdherdination spaceTo describe a co-
ordination,translation functiond;; are used to link the coordination obj&eO; and the
view parametery;. Views have to be advised of a changed object and thereferetba
be registered. Such an event - which is usually envoked byrinteraction such as se-
lection - causes a change of the coordination objects. Thelowtion objects inform all
coordinated views to adapt to the current situation. Thectseved with the information
given in the coordination object and a new view is createdgugie translation function.
A schematic view is shown in Figure 3.3.

3.4.1.4 The VisMeB Conceptual Model

All models introduced so far possess properties that ateded in more than one model.
The idea remains very similar, but the implementation difia small ways. As an exam-
ple, the underlying fundamental design of the View Coordarmamodel, as well as the
model for Exploratory Visualization, is based on the MoW&w-Controller pattern. In
addition, a strict separation of data and the correspondswglization is one of the main
aspects that is implemented in the VisMeB framework. Thaigecture of Snap and the
model for Exploratory Visualization are both event-based the coordination between
views is achieved by the association of actions. To contlcoordination and if neces-
sary provide a translation mechanism for heterogenous a@atadditional component has
to be used. While the interaction with Snap and the constmaif MCVSs is very easy,
the coordinations are restricted to the abstract navigatia selection actions de ned in
the Snap API. In the Exploratory Visualization model, theris able to specify existing
coordinations and integrate novel coordinations formallyis leads to the possibility of
an early testing of the coordination design by programmetssers without implement-
ing the coordination, if the construction is ful lled vislxa

In the VisMeB framework the underlying concept is implensehby the Model-View-
Controller pattern [GHJV95]. Usually, this leads to a triggon into adata modethat
administrates the data,véew modelo visualize the data, andantroller that reacts to
user input. Because of the strong relation between user enpaitvisualization (direct
manipulation), the view model and the controller were carediin a single component,
theviewmodel. Thus, the stringent separation between the datalrandets visual pre-
sentation is still maintained. A complete overview of theglementation's structure is
provided in [Gii04]. The central package for the conceptual model of VisNeihe
Views -package. Apart from the single views lilSzatterPlot or BrowserView ,
it includes the main window in which to run the complete peogr the interfac&/iew
which is implemented by all visualizations, and WewNotifier as the central com-
ponent to implement the Multiple Coordinated Views concept.

In the current version, all visualizations can appear omigeoin the system, i.e. it is not
possible to use e.g. two scatterplots. Thus,Simggleton Pattern[GHJV95] is used to
guarantee that there exists only one single instance of gattodt enables a direct and
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controlled access to a guaranteed constructed resourceealthe program, without us-
ing global variables. If a singleton is used, you can be dueeobject is valid for use -
this contrasts with global variables where you cannot be Buhey are set or fully con-
structed. To implement the concept of Multiple Coordinateelg another pattern was
used, theDbserver PatterfGHJV95]. The idea of this pattern is to notify and update all
dependent objects if the state of a single object changesegoently, we speak about a
one-to-many dependency of objects or - in the preceedirg-casre precisely, of views.

In dependence on the View Coordination Architecture, thedioation implemented
in the VisMeB framework can be described by the followingdas:

1. thesourceview, where an action is initiated,

2. theactionthat leads to a reaction in other views,

3. theadministrationobject, which enables the correct processing,
4. thetargetview(s), that react(s) to the invoked action and
5

. the kind ofeffecton the target.

Any action is carried out in a speci ¢ view, which directlyggests the combination of
these two items into a single object, nan&drtObjectiater on. Analogously, the target
view and the effect invoked by the StartObject are conneittede DestinationObject
The coordination between these two objects is managed bydna@nistrationObject
Because of the use of the observer pattern, all views are atitaily noti ed of any
action, so the target space always stays the same, regaadléd®e kind of action. The
StartObject is de ned by user interactions ligelectionor focus The space of available
actions consists of the following possibilities:

repaint Is invoked if e.g. data in the table are sorted or generaboptare changed.
update Updates the number of visible data sets if e.g. a Iter fumtis called.
focus Repaints and displays the focus initiated by a mouse-ovectef

selection Repaints and displays the selection initiated by a selectio

The central component of this coordination is the AdmiaistmObject, implemented
in the system by th¥iewNotifier . Changes in a view as described above are reported
to theViewNotifier , which informs all views about the current state. In the pnés
architecture, actions and their effects are hard-codeldrsystem to obtain a consistent
concept in accordance with thiule of Consistenaptroduced above. On the one hand,
this restricts the user in his decision freedowihat effect inV iew takes place if an
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Figure 3.4 Coordination model for coordination of multiple coordiedtviews in the
VisMeB framework

Action;j is carried outinV iew; ?), on the other hand unreasonable effects can be avoided.
Figure 3.4 shows the coordination model for the VisMeB freumex.

To ensure a consistent process, the registration of news\a¢\theViewNotifier
Is indispensable. This proceeding enables the views to dateg if any changes are
made in other views. Therefore, the methddwNotifier.attach(this) has to
be called in the constructor of the corresponding view. i§ tiegistration is completed,
changes in the view can be reported to, and changes in otees\tb react on can be
received by, the ViewNoti er. As an example, we can imagingegection of documents
in an arbitrary viewSourceViewAs a consequence the function
ViewNotifier.notifySelection(SourceView, SelectedDocs)
is called to inform the ViewNoti er that a selection of the @anentsSelectedDocs
in view SourceView took place. This results in a noti cation of all attachedwgeby
the functionrepaintSelection(id)

This concludes the theoretical background to multiple doated views. The focus
will now shift to the visualizations implemented in the ViseHE framework. A short
description of any view is given, as well as explanations bywnly these are used.

3.5 The VisMeB Framework

Several visualizations are combined in the VisMeB framéw(see also [LRKMO03a]).
Each of these has its own advantages and drawbacks andyettpegiwork best for spe-
ci c tasks. The combination allows a highly user-adapteahkyvd his means that the user
can choose the visualization that seems to t best for himtler forthcoming job. For
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instance, an overview is provided by the Scatterplot in aematuitive way than by the
SuperTable, but for detailed information the reverse is.tiThis clari es the reasons for
choosing exactly these visualizations. However, it dodsforae the user to use these
visualizations in the anticipated manner. The MedioVidizasion of VisMeB e.g. al-
lows the direct movement of visualizations inside the stre®o if the Scatterplot is to
be placed in the lower part, it just has to be dragged fromdpeand dropped onto the
bottom. The different implementations will be explainedniore detail later on: for the
moment we will focus on the single views. Figure 3.5 gives a@raew of the various
visualizations and interrelations.

 CircleSegmentView  QueryForm i QueryForm |

-,

! Browser ScatterPlot 2D ScatterPlot 3D ool [Tl

<mia) ‘ i: =5y :
Tightly E ? Coupled i: Browser & Ichation Mapi

Figure 3.5 VisMeB Architecture

VisMeB evolved from a project called INSYDER(see [RMMHO00], [RMMO01],
[Man02]). INSYDER was built to support small and medium diznterprises in their
daily work by nding business-relevant information in theed/ Depending on the typi-
cal users for this application, the decision was made tadebusiness graphics in this
visual information-seeking system. As a result a scatbérpl bar chart, a table, a seg-

1The project was funded by the European Commission under aheth-Framework of the ESPRIT
Program, Project No. 29232. www.insyder.com
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ment view and a relevance curve visualization were includdtithese graphical facil-
ities were adopted by the VisMeB framework, but in a modi edyw In contrast to the
(mainly) sequential display of these views in INSYDER, VidB/gresents the visualiza-
tions integrated in a modi ed table, ti&uperTableor simultaneously as achieved by the
ScatterPlot. The bars found their way into the LevelTabkev@ls 1,2) and the Granulari-
tyTable (Levels 1-4). They represent the global documeatsvance and the relevancies

of single keywords (see Figure 3.6).

Relevance Curve
(Column 6 in Table)

ES e o

Bar Charts

Included In

= i m ot mem il el
...... i = "

l||||||||g§

[T S PR A

Levellable Level 1,2 & Levellable Level 3
GranularityTable Level 1-4

Figure 3.6 INSYDER visualizations integrated in VisMeB: The BarChalest] and the
RelevanceCurve (right)

Stacked columns as used in one SegmentView version of INSYBIe integrated
into the LevelTable (Level 4), and the TileBar version of treg@entView was imple-

mented in the GranularityTable (Level 5) (see Figure 3.7).
The Relevance Curve can be found in Level 3 of the LevelTablpuf€i3.6), whereas

the Preview Window of INSYDER for showing html webpages bwilit images, thus
"preview”) was implemented by the BrowserView (Figure 3.8)s a last visualization
the scatterplot could be integrated as a whole and is usetlSuperTable variants, the
LevelTable, GranularityTable, GridTable, and the Medid@Figure 3.8).

Different visualizations, chosen in dependence on theiegdmn domain, were used

in the system. These include

the ScatterPlotin a two- and a three-dimensional version,

the MultiDataPointView to handle the problem of data point overlapping in the
ScatterPlot occurences,



3.5 THE VISMEB FRAMEWORK 89

SegmentView Using

Stacked Columns TileBars

kUL 070 L

m

Levellable Level 4 GranularityTable Level 5

Figure 3.7: INSYDER visualizations integrated in VisMeB: The Segmaawy/ imple-
mented with StackedColumns (left) and TileBars (right)

the BrowserViewto provide a view for displaying larger text parts,

the DocumentUniverseealizing a semantic similarity map,

theLocationMap to show a direct connection between the media and theirqddys
location in the library,

the SuperTablen its different versions, and

theVisual Con guratorfor adapting the assignment of detail levels and correspond
ing visualizations realized in the SuperTable.

For the remaining chapter, the main focus will be set on thi®ua SuperTable ver-
sions. Thus, detailed descriptions of the other visuabimatare given in appendix A.
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Figure 3.8 INSYDER visualizations integrated in VisMeB: The Scatletileft) and the
BrowserView (right)
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3.5.1 SuperTable

Tables are a very common method for displaying metadatas i$hindoubtly due to the
fact of their clear structure. One data set is assigned toroweall metadata are as-
signed next to each other. A comparison of data sets by méansp®ci c characteristic
i.e. metadata can be done extremly fast if sorting of rowsisedoy means of selected
occurences. The possibility of sorting and movinge columits an order that ts the
current task is another advantage. However, visualizatioa rarely included and are of-
ten displayed simultaneously to add a higher level of infaron. TheSuperTabléries to
combine the familiar, but clinical, table presentationedfttwith attached graphical items
that enable the user to gain more information. Diffedentls of detaibdmit a classi -
cation of abstraction layers. granularity concep{(see Chapter 4) de nes these degrees.
As an independent program, tlesual Con gurator(see appendix A) allows the user or,
in general, the system's administrator to distribute thiablase contents to the available
levels. Visualizations have to be assigned to metadata tedie cooperation between
table and graphical items. Hence, the realizations preddrglow are only examples of
possible assignments that seem to be meaningful. Nevesthehey can be changed us-
ing the con gurator.

Diverse versions of the granularity concept are implentdepending on the envi-
ronment and the stage of development. The User CenteredrCresigess (see Chapter 6)
that built a base for the system's evolution enabled a consnmprovement and further
development of the VisMeB framework. Three real variantshef SuperTable (and the
GridTable as an adaption of the LevelTable to a new scenarggurrently available and
presented below; theevelTable the GranularityTable and theMediaGrid as the most
current and technically mature version. Before describimggimdividual visualizations,
a short development history of the MediaGrid is used to givenaight into what was
bequeathed from version to version and what was adapted.rA detailed description is
given after the SuperTable presentation in Section 3.5.2.

3.5.1.1 Short History of the MediaGrid

Because a detailed delineation of the development histotheoMediaGrid uses terms
that are introduced in the following sections 3.5.1.2 taB3 this will be just be a short
introduction to describe the interrelations.

The base system for the development of the MediaGrid wadNB& DER system, a vi-

sual information-seeking system for the Web. Diverse \ligaaons were offered, but
only in parallel, not in combination. The rst version of tt&uperTable, which was
named LevelTable, included a part of these visualizationthe table itself. This was
implemented within the INVISIP project, which is strongblated to the domain of geo-
graphical meta-data (see also [SJFHO2b], [SJFHO02a], [GH)GIhformation was pre-

sented in different levels of detail to provide all infornaat without leaving the context of
the table. As a second version, the GranularityTable wasdated, including even more
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visualizations in the table itself. Again, various levefsletail were used, but the way to
change from one level of information to another changed8iig The next step was to
adapt these two tables in a way that allows the use of arpiti@abases, not restricted to
web documents (like in INSYDER) or geographical meta-dake (h INVISIP). Thus,
the project VisMeB was brought into being. Visualizationd dot change, but the un-
derlying data model did. To investigate the data indepecyglennew application domain
was searched and found in the MedioVis project, which dedtstive multimedia data of
the media center of the University of Konstanz. Therefdne,ltevelTable was adapted
with small changes. To differentiate between these two OeMxe versions, the name
GridTable was introduced. This was the last step before tadidGrid came into being.
Figure 3.9 shows an overview of the various developmenestag

INSYDER ]

Difterent visualizations included, but all i parallel

INVISIP VisMeB
i( LevelTable GranularityTable i [ LevelTable } [ GranularityTable }
i| Combine different Include more
i| visualizations in a visualizations in the :*—' -
singletable; uvm'oduce ‘“F’leﬂ 1156»11»]016 levels Adaption of the data model to reach an application
i the granularity of detail fora i domain independency
i| concept simoother change .

MedioVis
"~ GridTable MediaGrid
i| Adaption of the Advancement of the
i| LevelTable to the new granularity concept;
t| MedioVis scenario able to mclude

arbitrary
visualizations in a
table cell

Figure 3.9 Overview of the development history of the MediaGrid

Before going into more depth, we should rst consider the viiial steps i.e. the
various SuperTable versions, to provide a deeper knowlasgeto make it easier to
understand the reasons for creating the different visat@bia variants. Afterwards we
will return to the history and give a detailed descriptiornia# single development steps.

3.5.1.2 LevelTable

The rst version of the SuperTable was implemented.agelTable Four levels of detall
are available to represent the range from overview to died Figure 3.10).
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Figure 3.1Q The four levels of the LevelTable

Level 1 is restricted to a graphical display where only baessinown. On one side,
these bars indicate the relevance for the data set itselbatite other side for the entered
keywords that usually start the information-seeking psscdf no keywords are given e.g.
if the system is used to explore the entire set of data withdirhitation, no relevance
can be computed. Every keyword receives its own color toesas\a unique identi er ap-
pearing in the different visualizations used in the framdwdolumn headers are given
but, depending on the number of result data sets, the heigimgle rows is usually too
small to show text.

In level 2 the situation changes. The rows are enlarged pdedi®ne line of text. Overlap-
ping text is truncated to t into the available cell. Bars atél sisible and the additional
information given by the denoted value con rms the barsg#mn standardized to a range
from O - 100.

Level 3 introduces a new visualization, thRe€levance Curve It serves as a represen-
tation for the whole data set (e.g. a web document) thatesaout a fragmentation into
segments. Linked to the segment's relevance, computededpetsis of keywords, a stan-
dardized value is calculated. If all these values are caedduy a line the relevance curve
is produced. Thus, a high or low curve amplitude at a specosifion i.e. segment re-
ects the importance of this section. To recognize thesgliterariations more easily, the
rows are enlarged. This automatically leads to more spaahdplaying textual informa-
tion in several lines, e.g. a short abstract. By then, triattxt often becomes visible in



94 MULTIPLE COORDINATED VIEWS

full.

Level 4 extends the relevance curve tDetailed Relevance Curvéo far, only a basic

segment importance is indicated by a high curve amplituasv B detailed speci cation

can be done by splitting the relevance in partial relevafadbe single keywords. Again,

the colors initially assigned are used to draw colored bgpsasenting the keywords' rel-
evance. This version of the detailed relevance curve uaekesd columns to visualize the
importance. Another one, used in the GranularityTabld, wsk tile bars.

3.5.1.3 GranularityTable

The second SuperTable design variant, named Granulabity;Tdiffers slightly from the
LevelTable. It tries to achieve a smoother change of lewelgie the impression of a
steady process. In order to emphasize the continuoustitanghe visualization is ma-
nipulated and adjusted by a slider. The granularity conegjptoe implemented as six
different steps that you can choose between (see Figurg Fair columns are used to
show all the informationselectionvisualization text andgranularity. The visualization
as well as the text column change their display from levettel, always providing more
information than the previous level. The current selectsodari ed by a checkmark in
the rst column.

Again, the rst level will give an overview. Therefore, ondybar representing the data
set's relevance is drawn for each line. No further informais given.
In level 2 the row's height is enlarged to show a single linéext per data set. The data
set's relevance bar is split into the single keyword releesn a check mark is set if the
data set is selected, the text column displays the rst emiibformation (usually &tle),
and the slider for modifying the level of detail becomeshisi
Level 3 changes the fragmentation of the differently calorelevance bars to a vertical
display, i.e. the length of the single keyword bars can nowdmepared to each other in an
easier way than before. The text column is lled with moreoimhation, possibly another
metadata. The kind of metadata is always de ned by a pre xescdptor, e.g. title”,
"URL”, or "language”. This eases the allocation of text to ttweresponding metadata.
In level 4 the bars are extended by adding a label to each bplagling the numerical
value. More text is inserted into the respective column tivjole more information.
Level 5 displays the previously introduced detailed reheeacurve in a slightly modi ed
form. The segments are arranged vertically instead of botaly as seen before, im-
plemented aJileBars Each row represents a single segment, whereas the colairs ag
indicate the relevance concerning the search terms. The saduration, the more impor-
tance is implied. Usually, the whole data set, or at leasttetract, is now shown in the
text column to get an almost complete overview of the data set
In level 6 the two columns "Visualization” and "Text” are ngexd to obtain more space.
The complete data set can now be displayed in the combinedos!.
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Figure 3.11 The six levels of the Granularity Table

95
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3.5.1.4 GridTable

The GridTable does not differ very much from the LevelTabtesented above. It is
adapted to the Mediothek scenario and thus introduces nocagt changes. The inten-
tion was to meet the non-expert user group's need to nd mfation about data stored by
the Mediothek of the University of Konstanz, i.e. compaedbla conventional catalogue
search. Layout and features were restricted to an easgrtdkh interface without highly
sophisticated features or visualizations. These difleesme ect in e.g. the way the user
can change the levels of detail. Numbering the levels woatdmake any sense to users
when they do not know what is hidden behind these numbergeidre simple "+” and -

" buttons, supported by a graphical presentation as a kistiaifwvay, seemed to be more
helpful. As a further modi cation, the names were trangidtem "LevelTable” to "Table
View” and from "ScatterPlot” to "Graphical View”, to give @ess a hint of the underlying
visualization in words they are familiar with. Indeed, thiéedent levels provide different
information about the data sets in a manner comparable writi@al LevelTable, but ad-
ditional visualizations like the SegmentView or BarChartsevemitted to avoid possible
confusion for the user. Figure 3.12 displays the GridTablésioriginal version.

Figure 3.12 GridTable version of the SuperTable, implemented witiie MedioVis
project

3.5.1.5 MediaGrid

The latest implementation of the SuperTable is caMatliaGrid Again, diverse levels
of detail are implemented. Depending on the underlyingalpiscenario, the metadata
are currently distributed to at most four levels. In corittagshe former table versions, the
drill-down into detail levels can be done cell by cell, nastjline by line or for the table
as a whole. This leads to a distortion of table cells in thand y-dimensions instead
of a linear distortion in the y-dimension resulting in a He&ned row. In contrast to the
Level- and the GranularityTable, it was decided not to ipooate built-in visualizations
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like bars or relevance curves. This is due to the typical useking with the system
within this scenario. A non-expert in the eld of informatiovisualization just wants to
search for a speci ¢ media or to explore the whole data setith an appropriate item.
Usually, he/she is neither familiar with business graphms does he/she want to pass
through a long training period. For that reason, an inteiand easy to learn interface has
to be provided.

Unlike the previously introduced overview levels that disponly bars without textual
explanation, a visual presentation is abandoned in leveklid presented prototype. The
most important information is therefore shown as text,riesd to one line per data
set and at most seven columns. Information has to be cldsteréd to corresponding
columns, e.g. general information about the movj€ kind of medid, ” administrative
informatior, and so on. Table 3.3 describes the metadata used and iigilbuation for
the example shown.

Table 3.3 Granularity Levels for the MedioVis Scenario

Number
LEVEL Media| .. Subject Lending | of
1 Language Year Type Title Area Status Lend-
ings
subtitle, | spn/issN, |
Original . Prebooking,
LEVEL . Publisher, )
5 - - Format Title, De- Cit Lending | -
scription, Y Period
. Editor
Details
;EVEL - - - Plot, Poster - - -
LEVEL | ) ) Soundtrack; i i
4 Movie/Trailer

In this case, the order and clustering of metadata is xed.nQba could be made in
different ways, e.g. by an administrator, or - to adapt tretesy to every single user - by
observing a users' behaviour, resulting in an automaticaeging of cells. This leads
to the so-called Aspect of Interest (A1) that is described in detail in Chapter 4. We
have to clarify the fact that the presented prototype is anlgxample of how the system
could look. As we will see in Chapter 4, we are not restricted &iatic layout. Quite
the contrary, in fact; any metadata or visualization candsggaed to any column and any
level.

A second version of the MediaGrid, namibvieVis was implemented for research
purposes. It was implemented as a standalone version,itreowwany additional visual-
ization. The idea was to combine the preceding LevelTaldeGnanularityTable variants
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into a single system to test its potential. A lot of the idd@st had been developed were
transfered and adapted to the movie scenario, which wasdatkto present an alterna-
tive to existing movie information systems like e.g. theehniet Movie Database The
interface is very similar to the one used in the original Meslid version. As a rst view,
all data sets are displayed in a single line format (see Eigut3).

Figure 3.13 MovieVis rst view after entering the query term "james”

Six columns are used, containing "Seen”, "Title”, "Diremti’, "Country”, "Year”,
and "Length”. Different levels of detail are available buitlvout a strict separation by
the addition of one extra piece of information per level. Tramsition is very smooth
and thus the user can cope with the amount of data. Additfea#lires include a history
function, a table lter, and the possibility of starting amguery by just clicking on a link
provided in the text passages (see Figure 3.14, third cqliatae underlined link "Sean
Connery” on top).

The result can be seen in Figure 3.15. This feature showsyageed integration of
queries within the table context. A user can start a queloe the results and directly
formulate a new query without leaving the context of theaalit eases and accelerates
the information-seeking process by making a context swiketween query and result
presentation unnecessary.

A table lter is provided as an additional row in the table &ed immediately below
the table header. It is directly connected to the underlgioigmn and affects only this
type of metadata. If letters or words are entered (e.g. "BpRdjure 3.16) all rows that
do not contain the term are removed.

This enables a very fast Iter mechanism without leaving toatext of the table or
introducing a highly sophisticated Iter handling. The taisy function can be operated
by two buttons on the upper left corner, displaying a "lefoar’ (to go back in the his-
tory) and a "right arrow” to move forward in the history. Thattons are followed by
a text eld to enter the query term. The search button "Sudtiegctly to the right or a
simple "Enter”, starts the query. Further interaction vatigdeal with the level of detail

2http://www.imdb.com
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Figure 3.14 The level slider is set to the extreme right and thus all ravesincreased to
the maximum. By moving a mouse over a term (e.g. "Sean Conneiji&third column)
and clicking it, a new query can be started.

Figure 3.15 As a result of the new query, only movies with Sean Connerylm@ayed.
Although there are still James Bond movies, additional onesidded.

management. The "up arrow” and "down arrow” buttons (as km&wm the LevelTable)
enable the table row magni cation or reduction respectiv€llicking the "down arrow”
shrinks all rows to a single line presentation, whereas tipegirow” effects a maximum
magni cation of all rows to make the complete content redeldbee Figure 3.14). The
small square in the upper right corner, as the last entryertdble header, provides the
same effect as the "down arrow”, i.e. a kindre§etfunction to the start view. A slider be-
tween the two buttons directly in uences the rows' heighd @mables the user to magnify
all rows without being bound to speci c discrete levels (segure 3.17).

In addition, the magni cation of single rows is possible,iawas in the Granulari-
tyTable. The only difference is the existence of just twaexte levels - a minimization
to a "single line per row” presentation and a maximizatiotht® highest level where the
information is displayed as a whole. No intermediary stepswade by the buttons, only
by the slider. Figure 3.18 displays such a situation.
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Figure 3.1@ The result set of MovieVis can be restricted by using a tdbée In the
current situation the title is Itered by the term "Bond”

Figure 3.17 The slider located above the table enables a stepless reipm of all
rows simultaneously. Thus, the rows' height is completedp&hdent on the user and his
slider settings.

3.5.2 Detailed History of the MediaGrid

Before turning to further implemented visualizations, éppropriate to describe in detail
the history that lead to the current version of the Supegratthe form of the MediaGrid.
As we saw above, a very long development phase precededdtes imcluding the two
EC funded projects INSYDER and INVISIP. The rst step wasdakvithin the INSY-
DER project. Different visualizations, chosen in deperm#eon the application domain,
were used in the system. These include

theResultTabldFigure 3.6),
the RelevanceCuryencluded in the ResultTable (Figure 3.6),

the ScatterPlot(Figure 3.8),
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Figure 3.18 A single row is enlarged to the maximum, while all other rastay in the
lowest level, displaying a single line of text.

theBarChartvisualization (Figure 3.6),

the SegmentVieWfFigure 3.7), available in two versions &seBarsand Stacked-
Columns and

the BrowserView(Figure 3.8).

The advantage of visualizations in supporting the inforamateeking process is cur-
rently well known. Nevertheless, the way of presenting ttfermation still differs from
system to system. This variant was a rst step in a directloat teads to a very ef -
cient implementation of an information-seeking systeme phoof of this statement is
shown by evaluations which assessed the idea as good. Funhrevements entailed an
ongoing development phase, again including a lot of tesith ile exception of the rel-
evance curve, which was included in the ResultTable direalilyisualizations coexisted
in INSYDER. The screen was divided into two main parts, whéee upper one con-
tained the ResultTable, the BarChart, and the SegmentViewlizsations, the lower one
the BrowserView and the ScatterPlot. This variety helpedawing the same data from
different perspectives, but a hard context switch was rsacgsvhen changing from e.g
the table to the BarChart view. Thus, the main shortcoming &YNER was detected
and an initial solution was sought.

All visualizations achieved within INSYDER could be adagpiato the INVISIP project.

Nevertheless, adaptions had to be made. The idea of prgwdimnous visualizations was
retained, but the kind of presentation underwent a radicahge. Although the applica-
tion domain changed from a web search to a search on geo mattatde main concept
stayed the same. The VisMeB framework, which became thenalt@roject name for
the system implemented for INVISIP, went one step further.il§VINVISIP was con-

ceived for the visualization of geographical meta-data,itlea of VisMeB was to allow
arbitrary databases and application domains to be examihieerefore, the former IN-
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VISIP project was integrated as one possible scenario ®oWtbMeB framework. As a
result, a systematic revision of individual program partd aonceptual adaptions had to
be ful lled to cope with the generic tasks. The main diffecerfrom the INVISIP project
was the strict separation of visualization and the undeglydata model, following the
Model-View-Controllerpattern (see [GHJV93]) . This enabled a parallel develogmen
of INVISIP and VisMeB because the visualizations used staijile same, only the data
model had to be adjusted. Thus, if we talk about INVISIP oiM&8 the only difference
lies in the base data model, while the concept, the appearand the features do not dif-
fer. Its domain-independence is another milestone in theldpment of the SuperTable.
Because the system itself is not restricted to a speci ¢ appbn domain, only small
adaptions have to be made for each scenario. This can be gaheWsual Con gura-
tor, which will be presented in appendix A.

The rst step in improving the INSYDER concept was to credite SuperTable. Its rst
version, the LevelTable, included hitherto separatedalizations in a single tabular lay-
out. Thus, the BarChart visualization for presenting theveeiee value for all query terms
was included in single columns in the table, as was the segwm in its stacked col-
umn version. No context switch was necessary; additiorfainmation was still visible.
ScatterPlot and BrowserView coexisted in parallel. Becaius@s impossible to provide
all the information given by the different INSYDER views irs@nple table in a meaning-
ful way, the granularity concept was introduced to let therusd all information, now
displayed in diverse levels of detail, but without the nedgf leaving the context of the
familiar table. This was the rst main advantage of the Sdjpéte over the INSYDER
ResultTable. Changing from one detail level to another catwedeffects: The table
rows' height was magni ed and in certain circumstances tamber of columns altered,
depending on the number and kind of meta-data to be presefitad fact of variable
column numbers made inevitable the need to always move tnglete set of data from
level to level.

The GranularityTable describes the next step that lead improvement. So far, three
visualizations were necessary in the LevelTable versiovisifleB: the ScatterPlot, the
BrowserView, and the LevelTable itself. A further integoattiof the Browser in the Gran-
ularityTable reduced this amount to two (main) visualizas - the ScatterPlot and the
GranularityTable (additional visualizations were impkamted as alternatives, such as a
3D ScatterPlot or a Document Universe, but this had no efiiethe original idea). How-
ever, there was another drawback still to be remedied. UpisoSuperTable version,
it had only been possible to get more information for the cletepdata set (in the Lev-
elTable) or for a single data set (in the GranularityTabldle opportunity of seeing more
details of an individual meta-data was always connectel thi¢ intrusion of possibly
less relevant information in all other meta-data.

This drawback lead us to the MediaGrid. Here, the selectiasingle cell made it
feasible to get details of just the desired item. Althoughaatomatic magni cation of
cells in an orthogonal table without distortion leads to egmaation of the complete



3.5 THE VISMEB FRAMEWORK 103

Figure 3.192 The evolution of the MediaGrid: the origin lay in the INSYRBEystem;, a
rst advance was the LevelTable, followed by the Granujdidble, and resulting in the
MediaGrid

row, the main focus stays on the cell and thus makes it widkntAer columns shrink as
long as the focus is not moved.

The history of the MediaGrid shows the long period of deveiept and the necessity to
take one step at a time. Although the idea was conceived afettyebeginning, it took
more than one single stage to reach the current version dduperTable. A complete
overview of the different development steps, and the impmeents made at each stage,
can be seen in Figure 3.19 and Table 3.4.

Up to now only a set of visualizations was presented. But a wepprtant question
has so far been neglecteahat is the advantage of this approach? How do these visual-
izations work together to reach better results?

The coordination of multiple views is a principal focus ofstlthesis. This point will
therefore be examined in detail in Chapter 5. The use of MCV®mhsnation with the
granularity concept leads to further complications, bgbdiave advantages that must
be considered. Coordination becomes more complicatedgthtihe variety of interac-
tion possibilities increases. However, before concengatn this aspect the granularity
concept itself has rst to be introduced in the following pier.
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Table 3.4 Advantages and disadvantages within the MediaGrid histor
IDEA ADVANTAGES DISADVANTAGES
Various visual-| Task dependent probh-Context switch neces
INSYDER izations, all used lem solution by single sary when changing
alternatively visualizations the visualization
Integration of for-
n”_lerly_ _ separated No context _SW|tch Change of detail leve
LevelTable V|suaI|zat|_0 ns In _the necessary, |_nforma-f0r the whole data se
table, introduction tion split into different only
of the granularity| levels of detail
concept

GranularityTabls

Integration of all vi-
sualizations in the ta|
| ble except the Scatte
" Plot (and its variants)
smoother change ove
by added levels

r-Change of details fo
, single data sets
Br

[

No change of detai
for single meta-data
additional  widgets
stil used to move
from level to level

—

[

Problem if amount
: - Direct manipulation of information is
Avoid visible level| . |
. : without level buttons; too large, use of
MediaGrid fragmentation by . : . :
" details for single cells additional ~windows
omitting level buttons :
available or extremely enlargec
cells
3.6 Summary

This chapter gives a general introduction to Multiple Cooaded Views (MCVs) and the
visualizations used in the VisMeB approach implementirg MiCV concept. After a
de nition and short overview, a guide for selection and usmaltiple views is provided.
It encapsulates the question of whether it is meaningfuk®MCVs, as well as decision
criteria about which visualizations and what kind of int#ran between them to choose.
Different models for formulating a formal and consistenpigach to coordination are
delineated. The second part concentrates on the visuahsamplemented within the
VisMeB framework. The single views are characterized with@ detailed insight into
the eld of interaction and coordination. This will be thepio of Chapter 5, Interaction
Between Granularity-Based Multiple Coordinated Views
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One important aim in information-seeking is to set the falmusomething interesting. If
you have found a special item, you want to know more aboutdttannd out if it re-
ally meets your needs. This can be done in different waysdpgening a further window
to present details, linking to another webpage, etc. A basetion implemented within
the granularity concept is the technique of zooming. Theceptis additional features
and signi cance is described in Section 4.3. To get an oeswwf the possibilities pro-
vided by zooming, a short introduction to diverse zoomirghteques and behavior will
be given in the following section.

4.1 Zoom Introduction

Zooming is a widespread technique for giving the user a metailed insight into infor-
mation. Therefore, diverse techniques exist for presgrthie particular area of interest.
The context of the respective zoom area plays an importéatral thus has to be made
visible in speci c situations. Again, this can be done inigas ways. Plaisant et al.
[PCS95] and Rueger [Rue98] provide a classi cation of zoomilegnopportunities that
serves as a basis for the following overview.

Detail-only view This method is most common in systems like Microsoft Window
or similar user interfaces. A xed section of a larger imagelisplayed in a single
window. Panning is used to navigate through the informasipace, often imple-
mented with the help of scroll bars. The global view is notbles mainly because
of the small zoom factor. Imagine a zoom factor of two, themarter of the whole
image is visible at one glance. Orientation by navigatiogue easy, the problem
of being “lost in information space” is very small. Howevérthe zoom factor
increases, orientation becomes more and more dif cult.hla tase another tech-
nique should be used to support the user. Figure 4.1 showsautaof a Microsoft
Windows Explorer window.

105
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Figure 4.1 Windows Explorer displaying a Detail-only view

Zoom and Replacd-irst, a global view of the required image is presented. &-re
angular area is de ned by the user and is displayed in magfioem and replaces
the original view. Differences can appear in the size of thtecit. One possibility

Is to appoint a xed size, i.e. the rectangle keeps its sitehal time. Another

method is to let the user choose the size by dragging a radenagrea that ts

the user's needs. A side-effect of the second version is ¢leessary adaption of
the zoom area to the screen space. If width and height of tttangle are freely
selectable, they have to be scaled where appropriate tdotthee available space.
Although more exibility is provided, this might cause carsion for the user be-
cause the selected area and the resulting image do not aecacty. Figure 4.2

provides an overview of three different variations of zoam eeplace.

Pan and ZoomProvides the same features as zoom and replace. The usslean
arectangular area to be magni ed which replaces the cuviemt As an extension,
the user can relocate ("pan”) the magni ed area. This feaallows a fast scan of
the complete area, restricted only by the zoom factor. Iztiwn factor is too large,
a scan will take much longer and the danger of loosing theesdbig much higher.

Overview and Detail This technique can be seen as a logical extension of "sim-
ple” pan and zoom. To avoid the risk of not knowing where therent cut-out
(detail) is located, an additional view is introduced that alwaysptiiys the global
view (overview. In general, a small part of the screen is reserved for tbhbajl
view. Nevertheless, a separate window is another ofted-pgssibility. Figure 4.3
illustrates the use of two separated windows, displayied3¥G browser Squiggle.
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Figure 4.2 Variations of zoom and replace: a) zoom only, b) zoom angbtresibility of
scrolling, ¢) zoom with additional levels of magni catioaqapted from [PCS95])

Figure 4.3 Overview and detail implemented in the SVG Browser Squiggle
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Tiled Multilevel Views|n this zoom variant three different views are used to imple
ment diverse magni cation steps. The global and the detailew (see "overview
and detail”) are extended by a third one, the "intermediaieiv. This allows a
multidimensional zoom using different zoom factors fofeliént views. A good
example is an application showing a map in distinct detaglle The global view
displays e.g. the complete map of a national park in the US Esgure 4.4). De-
pending on the size of the park, you may be interested in a sgeot that would
allow a round trip within a speci c, self-chosen time randéerefore, the interme-
diate view shows a map of the eastern part of the park incfpitie point where the
trip would normally start - the visitor center. A large vayief intersection sign-
posts in the south makes this particular area especiallyasting und thus an even
more detailed view shows this location in depth. Inform@tibat was not visible
before is now readable, e.g. the Jordan Pond House. Codottiriatween global
and intermediate view, as well as between intermediate atalleld view, can be
implemented as described above in "overview and detailhwite small restric-
tion: if the selected area in the overview (rectangle A) isver the selected area
in the intermediate view (rectangle B) should also be moveavtod a complete
disappearance of rectangle B if rectangle A is moved to aipasivhere B is not
visible any more.

Free Zoom and Multiple OverlapAn overview of the entire image is displayed in a
main window. This provides the basis for the zoom action. Zdwm is called free
because users are enabled to de naarbitrary area in the actual viewand b)
borders for a new windowAccordingly, the marked area is presented in the newly
created window, which overlaps the source window. To imgetivarious zoom
factors, this approach can be repeated using any availabt®w. No coordination
between the windows is determined, so all windows act indégetly. Although
this leads to an advantage in speci c situations, the prolwéoverlapping and thus
obscuring windows still exists.

Bifocal View The bifocal view uses a magni cation lens metaphor to enspethe
interest in a small area without losing the context surrinodhis area. The idea
Is to present the items of current interest in readable Idetedreas the surrounding
items are visible in outline. A typical example is the Londdnderground Map
(Figure 4.5).

Fisheye View The sheye view extends the bifocal display by adding aatisbn
factor to the surrounding area and using a smooth trandi@ween the two ex-
treme zoom factors that are described in the bifocal viewurg 4.6 clari es the
effect. A more detailed view of this topic is described in t8wt4.3.

Translucent zooming and panninghis technique extends the general zooming and
panning and adds transparent layers that are displayedtaimaausly. Focus and
context are shown in combination, but coordination of detattouts has to be done
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Figure 4.4: Overview and detail realized within a tiled multilevel vie

by users themselves, not by the system, in contrast to eygstans using a sheye
technique. The Macroscope System [Lie97] uses this kindoofrz (see Figure
4.7).

As we have seen, the large variety of zoom techniques andgbssible implemen-
tations can provide more than a "simple magni cation”. [Bint windows, parts of
windows, zoom factors and distortion techniques can be tsedpport the process of
zooming. The complete approach is independent of the taske ful lled. Systems
like Jazz [BMGOO] and Piccolo [BGMO04] (see Chapter 2) provide ¢ipportunity to
include a "Zoomable User Interface” (ZUI) to other applioas. Apart from the tech-
niques available, the zooming behavior plays a role as we#ihort introduction is now
presented.



110 THE GRANULARITY CONCEPT

Figure 4.5 London Underground Map using a Bifocal Display

Figure 4.6 Map of Washington, D.C., using a Fisheye View
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Figure 4.7: Visualization of a le system, using translucent layerstihe Macroscope
system

4.2 Taxonomy of zooming behavior

When working with systems providing a zoom function, usetd typical tasks. These
can be separated into different classes. Tasks as well asltysers are described to
give a better insight into the corresponding situationidalat et al. [PCS95] describe a
classi cation that will be described under the followingdugngs.

Image Generationwhen creating an image, users are often interested in piaudd
of this image, which they want to modify (or establish). Nekeless, getting an
overview to look at the work just done is also an importanturegment. Therefore,
zoom plays a relevant role. Typical users are experts us@g/CAM program.
First, a sketchy image is drawn, followed by a re nement démesting parts that
have a high importance. This implies a fast change from ldetgiobal view.

Open-ended exploratiora typical example can be found in the area of tourism. If
a user plans to visit an unknown city, he wants to become fanvilith the city and

its local attractions. The space itself is unknown to the asel the risk of getting
lost is quite high. Fast navigation is very important foistkind of task.

Diagnostic this describes a special case of exploration. Samplestbawe com-
pared and patterns are searched for. Panning plays a veoytanprole. Typical
users could be pathologists or VLSI circuit specialista ¢bverage is not complete
it can result in a wrong diagnosis. This type of task is vameticonsuming because
complete analysis is necessary. Panning speed and congsstef coverage are
closely related.
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Navigation in contrast to the open-ended exploration, here users are ar less
familiar with the environment. What they want to know is howget from one
place to another. Typical users are truck drivers that hawveake a delivery. The
current location has to be known as well as the destinatioagriMcation is only

used on a minimum level to display the information necesgarthe route.

Monitoring: a typical example where monitoring is used is the obseymatif a
large network. The exact application domain (e.g. secumityitoring of a set of
buildings, production plants, etc.) is not relevant in tase. The important fact is
that the user always has to maintain an overview. If a proldeaurs, he has to be
able to direct his attention to it immediately, but withoosing the context. In this
case, overlapping windows can obscure relevant informatfidis situation has to
be considered as a special topic in any case.

Although a lot of zooming techniques and behaviors havadirdbeen mentioned, a
speci ¢ kind of zoom has still to described - tsemantic zoomThis speci c feature pro-
vides the basis for the concept of granularity. It stand<ram the simple magni cation
of speci c parts of an item. Additional information is diggled in combination with a
variety of zooming techniques. The following section willga detailed description.

4.3 The Semantic Zoom

The granularity concept is based on an idea that is well knovyanactice. Various names
like "semantic zoom”, "semantic scaling”, "drill-down”,réfocus of interest” describe
the same approach, dependent on the application domRiwidé the mass of informa-
tion into different levels of detdili.e. always allocate as much information as is needed,
desired, or possible. In contrast to common zooming teclasdhat simply enlarge the
object, the semantic zoom provides additional informattwat otherwise would not be
available. As an example please refer back to the Scenasee€2ection 3.3) based on
the MedioVis approach implemented. A student is interestead Charlie Chaplin Im.
The rstinformation he gets is an overview of all movies Chiapé involved in, as actor
or as director. He sees "The Great Dictator”, which he is \etgrested in, and zooms
in with the help of the semantic zoom. Thus, he will get more enore information, e.g.
within the rst step, a short description; on the next le\al the actors, the year of origin,
and a poster; and on the highest level even a short trailer.

This procedure demonstrates the high capability of semantiming. The user is able to
accommodate a large amount of information broken down irdoageable chunks. The
higher the interest, the more information is given. FiguBilustrates the different levels
proposed in this scenario.

A typical example of a system implementing semantic zoomag+* by [BH94].
In this context a set of web documents can be displayed ad #matbnails or icons,
showing a small set of details. At this level the user can gedverview to comprehend
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Figure 4.8 Semantic Zooming for the MediaGrid Scenario

the global connection. To get more information, he has t& igeper into the document.
This can be done by zooming in to increase the amount of irdobon more and more,
up to the level of the full document itself.

Financial data concerning the business volume of an ergerpre another example of
dividing information into different levels of detail. Thest level presents the business
volume for a whole year. Following the drill-down concepbuyare able to view the
data summarized for three months at a time by increasingetiet by one. The next step
displays the monthly data, and so on. This approach exeegthe idea that, with each
step you get more information that you were not aware of leefam Figure 4.9 we can
see how the triangular regions change along the scale axis.

4.4 Degree of Interest

[Fur81] laid the foundation stone for the idea of semanticraimg by introducing the
Fisheye View. He addressed the fact that the amount of datasgthough the space to
display the data still remains small, limited by techniatrictions (screen size) and by
the human visual-processing capacity. The problem arisgsading what portion of the
information to show. Therefore the "Degree of Interest (P@unction was established
to support the decision process. Three properties have de ped to calculate the de-
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Figure 4.9 Schematic presentation of semantic zooming. The bott@ass((1)-(3) and
(a)-(d)) show views at different points [BFIR6]

gree:

1. Afocal point (or focus) FP,
2. The distance from the focus D(FP,x), where D(FP, FP) =@, an
3. The level of detail (importance, resolution) LOD(x)

The focal point FP describes the current point of interéstdistance D measures the
semantic distance between points and has to be de ned fopaimy x (be it a simple
linear distance, or a more structurally-de ned one), argl D measures the impor-
tance of a point x, dependent on the global structure, alewhkras "a priori importance”
[Pre99].

The de nition of the degree of interest at a given point x cawrbe written as the fol-
lowing equation:

DOI (XxFP) := LOD(x) - D(FP,x) (4.1)

The absolute value of the DOI function is of minor interedyohevertheless, it is a
measure for comparing the importance of different objecteder to decidevhatshould
be displayedvhen The distance D (as the static part) and the level of detaDLl((e
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dynamic part) have to be weighted in a convenient way. If tB®Lis very small com-
pared to the distance value, the layout is almost exclusslependent on the latter, and
vice versa. This weight has to be controlled by the contekte Fisheye view that has
been discussed is implemented as a focus and context teehthigt makes it possible to
unify overview and detail in a single view.

A classi cation of Fisheye views (see [N0i94]) can be donthafollowing way, whereas
the implementation in practice is achieved as a combinatiomore than one presentation
style. :

Distorted presentatianleads to an adaption of size, position, or shape of objects
as determined by the DOI. The farther an object is distamh filee focal point, the
smaller it is presented.

Filtered presentation performs a comparison of the DOI with a threshold value.
The result decides if an object is presented or not.

Decorated presentatiorieads to an adaption - as determined by the DOI - in respect
of speci ¢ presentation variables, like color, transpasgriont, animation, etc. If
elements are in focus, they will be highlighted by the démstivariables.

[Pre99] introduces a zoom technique calletbdm Navigatioh In addition to the
DOI he de nes an AOI, anAspect of Interest The idea of the AOI is to analyze user
interactions and to draw conclusions for the desired in&drom. Applying these two ap-
proaches you can de ne a so-calledeépresentation Matrixwhere the DOI determines
the matrix row whereas the AOI is responsible for the columthis row. This implies
that different aspects share the same DOI. The AOI is de nethb equation

AOI (aspect) = f (N;ty;t2) 4.2)

where

N = Number of visits for aspegt
t; = duration of visits,

t, = last visit.

As an example, you may recall the previously introduced &ager? (see 3.3): A
student is interested in a Charlie Chaplin Im. The rst infoation he gets is the title.
Zooming in one step provides a short abstract about the bnitép to now there is al-
ways one AOI in each level. Further zooming in can now displiffgrent data, e.g. year
of origin, name of actors, available language. The cornegdimg representation matrix
would look like Table 4.1:
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Table 4.1 Representation Matrix for Library Scenario
ASPECTS

Title

DOl Abstract

Year of origin | Name of actorg Poster
Trailer

4.5 Granularity Zoom Variants

In the VisMeB framework the realization of decreased lee¢detail is implemented via
a table visualization, th8uperTable The analysis of user actions with the help of the
DROID (Dynamic Remote Operation Incident Detection) system haetdy started (see
Chapter 8). The DROID system is strongly interrelated withWsMeB framework and
implemented as part of it. It logs actions like mouse-clieksl lter activation, search
terms, time spent at a single view and so on, to allow infezerio be drawn about the
user interface. This will lead to improvements of the systiself as well as the concept
or, more precisely, the levels of detall, i.e. which infotioa is useful in which level and
which column.

Due to the table used, distortion and various aspects akesitare combined in a simple
but ef cient way: the DOI is assigned to the different levyetlse AOI to the columns.
Because of the very small amoutn of DROID data up to now, it ts/ebpossible to draw
conclusions. For that reason the AOI function in the curhdsMeB version is a xed
value.

The MediaGrid e.g. uses a distorted presentation to dighajocal point, in this case a
single cell of interest. A similar approach is chosen in thf@ezoom system [SBB96], or
the TableLens [RC94] for example. To retain the undistortgduaof a common table,
the distortion is made in an orthogonal, not radial, manBéferent AOIs can easily be
displayed in columns simultaneously. The main task remairtecide which data is to
be shown at what level and in what order, which will be comg@dgter on by the AOI
function based on the DROID data. So far it is possible tcedéffitiate three different
occurences of granularity. Step by step, you can increasantount of information using
either

1. TheTableZoom The whole table moves to another level (implemented withen
LevelTable), or

2. TheRowZoom Single rows can change their level independently (implaied
within the GranularityTable), or

3. TheCellZzoom Single cells can be viewed in more detail (implemented iwithe
MediaGrid).
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This leads to decreased implementations, which will bearpd in more detail in
Chapter 5. The common characteristic is the implementas@nadapted table. Display
as well as interaction features vary from zoom to zoom. Nbedgss, the main idea stays
the samelse a plain table in combination with diverse visualizatiamsl various levels
of detail to present the information the user is interested i
The ability to build chunks of information by dividing the lkwf metadata into different
levels decreases the cognitive attention required fronusiee. It provides the possibility
of viewing as much information as needed at speci ¢ time g®m\s a result, the user is
not overwhelmed by a ood of information that he has to scanifgportant facts.

The whole extent of the advantages of this concept can beisdle®ir combination with
the MCVs, the combination being described in Chapter 5.

45.1 TableZoom

The TableZoom was the rst idea in the implementation of thenglarity concept. The
interaction features are therefore very restricted. Thedithis development was to test
the general acceptance of the idea. Different levels ofildeffer different degrees of
information. The more a user is interested in a data itemptbee details he will get. To
implement this zoom version, thesvelTablg(see Sections 3.5.1.2 and 5.3) was created.
The degree of information is controlled by four buttons eli@lol "Level 1” to "Level 4”.
As a result of clicking one button, the table moves to the ispédevel. An important
fact is that one zooms in to the complete set of data items.ithpossible to zoom in to
a single data item. One reason is the changing number of caltinat is used within the
LevelTable. If different rows are moved to different leveise number of columns can
vary and thus, the headline is no longer valid for the wholaroo, but only for a subset.
This technique would lead to an inconsistency that shoulaMogled at all costs.

In Figure 4.10 all four levels are presented. Bear in mind tmdy one level at a time
is visible - with the exception of level 1, where a mouse-@féect leads to an enlarge-
ment of the row and thus a display of the second level. The nyidg data relate to
the scenario describing the work with geo-metadata, antigncase they are stored as
html-documents.

452 RowZoom

The RowZoom was developed as a derivative of the TableZoomis ithplemented
by another variant of the SuperTable - tBeanularityTable In cooperation with Dr.
Maximilian Eibl [KMREOQ2], the granularity concept was re deand improved. There
were four main differences that in uenced the new design:

1. The number of levels,

2. The way of changing from one level to another,
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Figure 4.1Q LevelTable displaying all possible levels. In level 1 a rmetwver effect
causes a kind of preview implemented by a row enlargement.

3. The number of columns, and
4. The in uence on the table when changing a level.

To achieve a smoother transition from one level to anothernumber of levels was
increased from four to six. The visualizations used change fdegree to degree. The
additional steps were introduced to make this change maibl®ito the user. Granu-
larity sliders instead of buttons control the movementdaghe table. Figure 4.11 gives
an overview of all six levels. Again, the underlying data efrom the domain of geo-
information systems.

In contrast to the TableZoom, each row has its own granulalider. As an add-on,
a global slider is used to replace the functionality of therferly-applied buttons. In
this case, the transition from level to level is possibletf@table as a wholéanalogous
to the LevelTable version), or faingle rows This enables a stage combining multiple
rows at different levels, as can be seenin Figure 4.12 usmgdme data as in Figure 4.11.

Various bene ts are reaped from this implementation. Ongomadvantage is the
more focus-oriented view. If a user is interested in a spetem, he will not receive
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Figure 4.11 GranularityTable displaying all possible levels. Agannouse-over effect
causes an enlargement of a row to display more information.

more additional, but unnecessary information on unfoalisie¢a sets. His main concern
is the selected item. Nevertheless, the context, i.e. sndiag rows, is still visible.

45.3 CellZoom

The CellZoomis the most advanced approach implementing the granulzoitgept. The
starting point was a zoom variant that moves the whole vigatbn, in this case the
whole table from one granularity level to another. The next step wasdwide the pos-
sibility of focussing onsingle rows i.e. single data sets. This emphasizes the focus of
interest on a speci ¢, although multidimensional, itemvi consider the single charac-
teristics as discrete dimensions). In contrast, the CeliZteatures an even more precise
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Figure 4.12 The GranularityTable is able to display single rows in efiént levels of
detail. This enables the user to compare several data gatsthe same level without
moving the entire data set to this level and wasting spada &&ts in level 1 need less
space than in level 4, for instance).

focus on individual properties or, in other words, a uniquetardata. Thus, the user is
able to focus on the content ofsengle celland can magnify it to get more information.
Therefore, the cell is enlarged in the x- and y-directiongufe 4.13 shows an example of
an early MediaGrid version with four different levels thahge from a simple title display
through more detailed information like a poster to a shaiter. This example is based
on the movie scenario that takes place within the MediottigkeoUniversity of Konstanz.

This example clari es the opportunities of the CellZoom. We no longer restricted
to speci ed levels, but every visualization to be shown cawtbe displayed in an arbi-
trary cell. Width and height are directly de ned by the siZdtwe visualization or length
of the text. In the preceding versions of the SuperTablehéight of the row was de ned
by the visualization or the text with the largest size. Thsulted in an enlargement for
all cells in this row (or even the complete table) althougéréhmay have been only one
item that needed the space. For the CellZoom, no maximum heiglata contained in
the row has to be de ned. Depending on the cell's contenthikight is destined. Thus,
we are able to include any visualization or text at any leVvelatail in any cell. A replace-
ment of single metadata or just a change in the ordering doiesave any consequences
for the residual items in the same row. Figure 4.14 shows arsalic presentation. All
possible cell entries are collected in tisualization & Meta-data PoolAny of these ob-
jects can be assigned to any level (in this case level 1 td 4\and any column (column
1 to column 4).

Essentially the surrounding cells have to be moved (in tl@eetion) or shrunk (in
the x-direction) after any CellZoom, even if the cells beltmthe same row. The focussed
cell always takes the center stage and thus the remainifgytale to be adapted with
regard to their size. Diverse techniques to solve the spadd®gm are known and should
be mentioned. The problem of space allocation is restrittea distribution in the x-
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Figure 4.13 The four levels of detail realized within an early Mediadversion: (1)
Only titles are visible, (2) additional information suchtagline or rating are displayed,
(3) the movie poster appears, (4) the trailer can be played

direction, but the technique could, by analogy, certairdyelitended to a distribution in
the y-direction.

Resize Off keep the size of all non-changed columns. As a result, teehes to
scroll horizontally to view the complete content. No othption changes the size
of the table.

Resize Nextthe column to the left or to the right is scaled down to alldve t
focussed column to grow.

Resize Subsequendll columns to the right of the enlarged one are shrunk. In

Figure 4.14 Any object in the Visualization & Meta-data Pool can be gsed to an
arbitrary cell in the table. The sizes of the object itself af the surrounding objects in
the same row are not restricted.
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general, the columns' size de nes the shrink factor, i.egés columns are reduced
more than smaller ones.

Resize Lastthe width of the rightmost column is reduced as much as 1sacgs

Resize All all columns except the focussed one are shrunk. Again ttterfas
computed in dependency on the actual sizes.

In the current context thResize Allversion is used. The focussed cell gets as much
space as needed, divided in the x- and y-directions. Wherntteegspeci c cell is mag-
ni ed by a speci c factor in the x-direction, all other colum are shrunk by a factor
dependent on available space and current size in order tairathe actual width of the
table. An example will clarify this computation:

Let us assume there are four columns in the table with widtleme, two, three, and
four units, respectively. If the second column is enlarggdilfactor of 1.5 its current
size is three units. Thus, we have one unit extra. This spasddbe subtracted from
the other columns in proportion to their current size. Alieth columns together had a
size of eight units, i.e. the rst column had a sizele8 of this space, the third or&=8
and the last ond=8. The reduction rate is now computed by the current width sihis
proportional factor multiplied by the space to be reducelis Tesults in e.g. a width of
1 (1=8 1) = 7=8units for the rstcolumn3 (3=8 1) = 21=8 units for the third
column, andd (4=8 1) = 28=8units for the fourth column. Thus, we can describe the
process as follows:

Let m be the width of the tables; the width of the columns for=1::::: n, wheren
counts the number of columrjsthe number of the cell with widtk; to be enlarged , and
Xj new the new width of celf. So we can compute the size of the remaining cells by the
equation

Xinew = Xi  (Xi=(M X)) (Xjnew Xj);8iii =1;::n;i 6 ] (4.3)

4.6 Summary

In this chapter, an overview of zooming techniques and bieh#vat are very widespread
nowadays was presented . A special form of zoom is describeétail - the semantic
zoom. Its speci c features lead to the granularity concdyatt is implemented in the
VisMeB framework. The base visualization is the SuperTadeadapted table including
various additional visualizations. Different forms of um@ described, these being the
TableZoonto move the whole table from one level of detail to anothee RbwZoonto
focus on single rows and enabling the user to investigats mwdifferent levels of detail,
and theCellZoomfor the detailed analysis of single cells in the table, whiah be seen
as the most fully developed approach. This concept, in coatioin with the multiple
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coordinated views, provides a good basis for making the wbtsers much easier when
they are engaging with visual information-seeking systems
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INTERACTION BETWEEN
5 GRANULARITY BASED MULTIPLE
COORDINATED VIEWS

5.1 Introduction

So far, Multiple Coordinated Views have been introduced bgneples (see Chapter 2)
and by a formal description, including a de nition and a dgsprocess model. The visu-
alizations used in the VisMeB framework were speci ed anglghanularity concept was
depicted. Now the point has come to combine all this knowdeasiigd investigate how the
coordination of the VisMeB views works in practice.

On the one hand the combination of various views into a sisgi&em offers new
possibilities. On the other hand it often results in a momapiex structure. Each new
visualization, as well as the multifarious interaction ogpnities, has to be understood
by the user. If only one view is given, the effect of e.g. stheg focussing, or zooming
is manageable and can be comprehended in a short space offtitaanore views that
are introduced, the more dif cult it will be to work with themDepending on the kind
of corresponding visualization, the effects can vary altifothe triggered action still
remains the same. However, not only the visual representéself is responsible for
a reaction, but also the information used, ils.the collection of information the same
or different? It is possible to show the same data in various views, for g@tanm a
scatterplot, a table, a bar chart, and so on. Furthermor® fetasible to connect views
with different, but interrelated data.

In the following sections the classi cation of actions taedinate multiple views (already
mentioned in Chapter 2) is described in depth. Techniqudsatieamplemented within
the VisMeB framework are assigned to the respective clas® t&chniqueselection
navigation and lter are therefore investigated in detail.

125
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5.2 Taxonomy of Interaction Techniques for Multiple Co-
ordinated Views

Two main classes of actions to coordinate multiple viewetiag to [NS97] can be
differentiated:

1. Selection Data items (e.g. characters, words, pixels, regions of an2ige, etc.)
can be selected and highlighted. This action expressedeneshin them and can
possibly initiate other forms of manipulation. We have tacheeful when using the
word "selection”. In speci ¢ situations a more general antis meant (including
e.g. moving a rectangular area over a speci ¢ location, enmtiouse pointer over a
data dot), whereas sometimes the "pure selection”, e.gk meow in a table, or a
data dot is described.

2. Navigation To focus on speci ¢ data items or to display other data iteting user
can navigate the visualizations (e.g. scroll, pan, zooioe stotate, follow link,
open le, etc.).

To coordinate the views, three main relationships can dendisished:

1. Select Select
2. Navigate, Navigate
3. Select Navigate

Figure 5.1 demonstrates this taxonomy of multiple view domation.

Figure 5.1 Taxonomy of multiple view coordination [NS97]

The possibility of Itering can be thought of as a speci ¢ kirof selection. If we
consider ltering as a selection of a subset, the effectstberovisualizations can also be
described as a selection or navigation. In general, a It im uence on the complete
data corpus. This is correct, as long as "usual” lters likgramic Queries are used.
However, there are Iter techniques that have a differeféafon multiple views. This
case will therefore be considered in a special section.
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5.2.1 Select Select

This kind of coordination is the most widespread one. Thea sséects (highlights,
brushes, focusses) an item in one view and the correspondi@gn (usually) all other
visualizations is selected (highlighted, brushed, foedssThis method helps the user to
correlate equivalent or related items. Typical mechanignsghlight/brush an item are
the retinal properties [Ber83tolor, shape texture size orientation andposition(see
Chapter 2). The combination of different properties camisiy the effect and thus give
the user a more obvious hint. The most typical and widespegathple is a combination
of size and color (or texture).

A differentiation will be made between diverse selectiothtéques. These ardiocus
(moving the mouse over an item to express inter&)ection(the "pure selection”, very
often indicated by a mark), arlter (removing uninteresting items). Each technique re-
sults in another effect on the corresponding view(s) andiggered by another action. An
additional dependency is created by the respective viewjs.it a completely graphical
one like the Scatterplot or the Document Universe, or is dde-based visualization like
the LevelTable, the GranularityTable, or the MediaGride3érelationships are therefore
explained in detail in the particular sections below. Systeising this kind of interaction
can be found in Section 2.6.1.

5.2.2 Navigate, Navigate

To synchronize views by navigation, actions like scrollizgoming, panning, etc. are
used. A good example is the simultaneous scrolling thromghwindows, where the
rst one displays an HTML page, the second one the subjacemtce code. To nd
out e.g. how a speci c table on the display is built, you carodo this section and
get the corresponding section in the source view. Variostesys that use this kind of
synchronization can be found in Section 2.6.2.

5.2.3 Select Navigate

In this kind of tight coupling the useselectstems in one view taavigatein another one,
and vice versa (i.enavigateto selec}. A typical example is the use of an overview, like a
table of contents, and the content itself. In contrast toodi®n-based techniques, where
details are shown within the context, two different windaave used, i.e. overview and
detail are split.

A combination of these possible relationships is impleraémh the VisMeB system
(see also [MLRKO3]). The use is dependent on two faciditsich views are used?
and Which level of detail is used®hich highlight the strong connection between the
multiple views and the granularity concept. Implementimijycone concept at a time
would decrease the possibilities offered by the two togetS8anply combining the two
provides advantages that do not otherwise exist.
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As a visualization that implements the granularity concépe SuperTable is used. It
is implemented in three previously described versiondyung different characteristics
(see Section 3.5). A short overview of the system's archireds given in Figure 3.5. To
explain the different versions implemented, the scenantisduced earlier are used to
clarify their use.

5.3 TableZoom

The scenario introduced in Chapter 1, which alludes to thel 8\ project and describes
the typical task for a site planner, serves as a starting pdinrealize the TableZoom the
LevelTable was implemented. Therefore, mainly simpleratBon techniques are used.
To change the level of detail, a button with the correspapdabel is clicked and the
whole table moves to the desired degree of granularityrdioten possibilities between
the SuperTable and the Scatterplot/DocumentUniverseestdated tofocus(move the
mouse over an item without clicking a mouse butt@e)ection(mark an item by clicking
the left mouse button) andtering (remove items that do not ful Il the Iter character-
istics), i.e. realizing the "Selegt Select” relationship. These selection operations can
be ful lled independently from the granularity level. Invel 1 an additional highlighting
method is used to emphasize a focus; all remaining levels dloe same way, as can be
seen in Section 5.3.1. The lter works in a self-contained/waéthout a direct reference
to a speci c level. It can be invoked by global working Itersthe dialog boxor the
CircleSegmentVievor the local working one - th®lovable Filter. A detailed description
Is given in the corresponding Section 5.6 below.

The purely graphical views like ScatterPlot (2D and 3D) alt assthe DocumentUniverse
react very similarly to actions initiated by the table vikzation. Therefore, these graph-
ical displays are subsumed under the tefandphical Only Viewsor short "GOViews.

5.3.1 Coordination with GOViews

Level 1 displays numerical values as bars to shrink the rbowight to a minimum. Pos-
sible values are the relevance of the whole data set as witleaguery terms' relevance
(see Figure 5.2), or the size of the data set. Text is notleisilm this level, the focus
of a data set is achieved by moving the mouse over it - regasdiewhether it is in the
LevelTable (focus of a table row) or the GOViews (focus of anfed item). It results in
a highlighting of the corresponding data set in the GOVievesan enlargement of the
glyph and a changing Il color, and a movement to the secowndllee. a row magni ca-
tion in the LevelTable. To mark a data item, the user has tk&irow in the table or a
glyph in the GOViews. This action results in a changing cdtorall visualizations, the
row background color in the table, and the Il color for the/gh.

Level 2 enlarges the row and adds text to the so far unreadahlenns or values to
the corresponding bars. As was seen in the user tests,\thisdereferred as the starting
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Figure 5.2 LevelTable Level 1 with ScatterPlot

level by a large percentage of users. The additional owerfaaction of the ScatterPlot
made level 1 unnecessary in this cooperation - at least ifisers work with the GOViews
like the ScatterPlot. If not, level 1 can present a large tdata providing a short insight
into relevant data. The effect of a focus or a marking actsostill the same as in level 1
except for the magni cation of the row. Level 3 and level 4 Wanalogously to level 2
with respect to the actions "focus” and "selection”.

The coordination between the Document Universe and thelTabke is assembled in a
very similar way. The concrete effects are described ini@eét4.1 below.

5.3.2 Coordination with Textual Views

Focus and selection in coordination with the BrowserViewksadn a very similar way
to the GOViews. However, the principle of overview and ddiahind this connection is
exactly the reverse. If a data set is focussed in the tabléhenBrowserView is activated,
the current data set is displayed as a whole in the BrowserViewhis case, the table
serves as overview whereas the BrowserView displays thdetktaformation. Because
of a more consistent general view the backgrounds of takdeBanwserView use the
same colors. As a result, this color gets more saturatiomvibeussing and more still
when selecting.
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Furthermore, a new interaction between LevelTable and B¥ovsw based on "Navigate
, Navigate” is introduced by the third level. For that reasorew visualization appears
- theRelevance Curvdt divides the complete data set (e.g. HTML- or XML-docurt)en
into segments, depending on the overall length. The maximumber of segments is re-
stricted, but can be increased or decreased if necessargeQaently, a segment's length
is determined by this maximum number and the text size. Thp®rtance of a segment
is visualized by a curve whose spikes indicate the impogavith reference to the query
terms. As a result, it is very easy to nd important text pagsawithout scanning the
whole text. Moving the mouse over segments highlights thheesponding segments in
the BrowserView (see Figure 5.3).

Figure 5.3 LevelTable Level 3 with BrowserView. One segment with a maxin spike
is highlighted.

Level 4 offers the highest granularity degree. It providesame interaction possi-
bility as level 3, but with one small difference. The relevats split into stacked columns
that display the single query terms' relevance accentulayecblor. Each query term is
assigned to a speci ¢ color that will stay unchanged forallls and views. This implies
keyword highlighting as the next consequence in the textieal, using the assigned col-
ors (see Figure 5.4).

A further interaction feature between LevelTable and BroWssv is implemented by
a popup-menu. The user is able to add a data set to the Browsepérmanently. Thus,
the focus effect disappears in this case. This can be askigrie "Select Navigate”
relation. The fact is marked by a small "x” in the upper rigbtrer to give a hint of this
permanent assignment. As an extension of this idea, it isilplesto add more than one
data set to the BrowserView. This enables the user to compeares iwithout changing
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Figure 5.4 LevelTable Level 4 with BrowserView

the order in the table. Different alignments are availabl@n a completely horizontal
one via a rectangular to a completely vertical arrangemBepending on the type and
structure of data respectively, one of the alignments &veeit and applicable (see Figure

A.4in Section A.2.3).

To get an overview about the various selection-techniglagioaships between the
LevelTable and other views, the possible actions and i@actre displayed in table 5.1.

| EFFECT/ACTION | Focus | SELECTION
INVOKED BY Mouse-over Left mouse-click
| EVELTABLE Change back_ground color,Change backgroun
enlarge row (if level 1) color
SCATTERPLOT Enlarge dot, change Il Change backgroun

color

color

3D-SCATTERPLOT

Enlarge cube, change |
color

Change backgroun
color

DOCUMENT
VERSE

UNI-

Enlarge square, change
color

| Change backgroun
color

BROWSER/IEW

Display data set

Change backgroun
color

Table 5.1 Relationship between corresponding views realizing thecse select coordi-

nation
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5.4 RowZoom

To create the RowZoom variant, the GranularityTable wasemginted (see Figure 5.6).
Its features vary, but the same scenario as with the Tablezam be used. This version
differs in several ways. First of all, the number of columssxed. Whereas the Lev-
elTable is able to deal with a different number of columnsasteting on the level of detail,
the GranularityTable provides four of these. One is forcd@ea ("data set is marked or
not”), one for included visualizations (bars, segment @gewic.), one for text, and one
for the granularity slider (replacing the level buttonspggsign a single row to a speci c
level. This shows another aspect of granularity. While civamthe level of detail for
a single line, the remaining lines stay in their current stafydditionally, a global gran-
ularity slider can adjust the whole table to a certain lewdthin this implementation,
the change from one grade to another is made more smoothlshwdsults in six levels
instead of only four. Levels 1 to 4 present bars, values axigl $emilar to the rst two
levels in the LevelTable. In Level 5 the stacked columns apdaced by tile bars that
divide the data sets into segments, though using a ventioahorizontal alignment. The
BrowserView is no longer necessary because of a wide textroolinat takes over its
function.

5.4.1 Coordination with GOViews

Focussed segments in the visualization column are higielegin the text column. Level 6
uses even more space by unifying visualization and texteolun a single one to display
the maximum degree of information, i.e. the complete datalsehis combination with
the Scatterplot, another adjustment of the granularityossile. Opening the context
menu for a data point in the Scatterplot provides a sliderrectly assign a speci c level
in the table. There is no necessity for context switchin¢ge(te point in the Scatterplot,
move the mouse to the corresponding table row, change levelit row), and interesting
points can be manipulated immediately in a common but efitiway, demonstrating
another advantage of the MCV and granularity concept conibmésee Figure 5.5).

The Scatterplot provides other features that will be memttbshortly. One function
is thezoom- independent from the semantic zoom. The user is able toeda rectan-
gular area and have a closer look at it. This is especiallgfbkif one is interested in a
small part that is densely populated. A Movable Filter, aaddlitional tool working as a
temporary sieve, will be presented in Section 5.6.3.

The Document Universe (see Figure 5.7), as an alternatitheet8catterplot, behaves
in a very similar way to its role model. Focus and selectiothia table, or Universe,
highlights the corresponding data point in the coupled viEiae use of the context menu
in the same way as described above to change the levels dffdetdements in the table
is planned, but not yet implemented. The zoom function essatiie user to get more
details for a speci c area. Additionally, panning is possiand helps to move around the
complete data space.
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Figure 5.5: Interaction via a pop-up menu in the ScatterPlot. The itéiterest can be
found in the ScatterPlot and explored for further detailsibyg the slider to change the
level

5.4.2 Coordination with Textual Views

Because of the large text column provided in this SuperTadtsion, the BrowserView
almost loses its function as an overview of the whole datatéetvever, the advantage of
being able to compare several data sets using differemtrabgts is still there. Although
the GranularityTable enables the user to shrink unintegsows to a minimum (level
1) and magnify interesting rows to a maximum (level 6), itti$ bard to compare them.
Either there are too many shrunken rows between the integestes or they are ordered
by interest, but only a vertical comparison is possible epghdently of the kind and
amount of data.
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Table 5.2 Relationship between corresponding views realizing thecse select coordi-

INTERACTION BETWEENVIEWS

EFFECT/ACTION

Focus

\ SELECTION

INVOKED BY

Mouse-over

Left mouse-click

GRANULARITY TABLE

Change background colo
enlarge row (if level 1)

r,Change backgroun
color

SCATTERPLOT

Enlarge dot, change I
color

Change backgroun
color

3D-SCATTERPLOT

Enlarge cube, change |
color

Change backgroun
color

DOCUMENT UNI-

VERSE

Enlarge square, change
color

| Change backgroun
color

BROWSER/IEW

Display data set

Change backgroun
color

nation

Figure 5.6: GranularityTable levels 1 to 6
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Figure 5.7: Document Universe displaying semantic similarity. Theested points are
colored blue whereas the focussed one uses a red highlightin
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55 CellZoom

This last version of the granularity concept is implemematiin the MediaGrid as part
of the MedioVis system, one of the previously mentionedasas within the VisMeB
framework, which uses the application domain of the Unied#brary. Because of a
different scenario, it differs slightly from the former anelhe scenario has already been
introduced in Chapter 4; the task was to nd an appropriateigiovthe library database.
In this implementation of the granularity concept, the ®muon single cells, no longer on
rows or the whole table. If you are interested in a speci d f&&scribed in a single cell,
you are able to get more information by zooming in on thisipaldr cell. The technique
used is described above in Section 4.5.3, and corresponilie té-isheye Vielk An
orthogonal distortion is used to enlarge the focal poirttg€'tell of interest”) and shrink as
many surrounding items as necessary. Because of the orthlogjstortion it is possible
that neighboring cells become enlarged, too. Figure 5.8desimates this effect.

The graphical displays provided within this variant are at&sPlot and a LocationMap.
A slight difference from the previously introduced Sca®et can be found in this version
with respect to its appearance and interaction possésliéind will be described below.
The LocationMap is a completely new visualization introgldi¢or this speci ¢ scenario.
Thus, the GOViews in this context consist of these two vizasibns.

Figure 5.8 MediaGrid and CellZoom

5.5.1 Coordination with GOViews

The synchronization between the MediaGrid and the Scattierdsembles the coordina-
tion described for the Level- and the GranularityTable.ha table as well as in the plot,
Focus and selection is indicated by colored highlightingtePences can be found in the
kind of visual point presentation, where glyphs take the@laf circles and where the
handling of zooming is changed. The additional encodingiaps and color enables the
user to recognize the kind of meta-data, i.e. DVDs can béyadistinguished from VHS
video tapes as can be seen in Figure 5.9.
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Figure 5.9 The MediaGrid of MedioVis in combination with the ScattenP Original
locations are changed; the ScatterPlot is normally pewtioin the upper part of the
window. A exible assignment technique allows the movemenhsingle visualization
windows.

Zooming in the ScatterPlot can be done by simply clickingrtieuse buttonléft to
zoom in,right to zoom out) or turning the mouse whe#rvard to zoom in,backward
to zoom out). By enlarging the cells, more information isbfisiand this is not restricted
just to the focal point, but also applies to the surroundigltsc In this case, the interaction
to focus on a speci ¢ point of interest leads to a higher DQItfee complete row.

The LocationMap is a scenario based view that is introduoedhis speci c appli-
cation domain. In the scenario (de ned By3) the focus lies on theMediothek, the
"multimedia” part of the University library in Konstanz c@ining DVDs, CD-Roms,
VHS, and further multimedia items. These media are all ed¢aery close together in a
manageable room which makes it possible to draw a map ofeadiliklves, a map that can
t onto a small screen and still be readable. The user can nowerthe mouse over a spe-
ci ¢ table row and the corresponding medium will be highlig in its exact position in
the shelves of the Mediothek. This eases the search prod¢essam interesting medium
is found on the screen, but its physical location in the prdaas not yet been found.
Another difference exists in this scenario - the views cadragged and dropped almost
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arbitrarily. In our example, a version of the LevelTable,caterplot and the MediaGrid
are positioned on the upper part of the screen (see Figuyevth8reas the BrowserView
and the LocationMap share the lower part (see Figure 5.10).

Figure 5.1a MedioVis with BrowserView and LocationMap

5.5.2 Coordination with Textual Views

The completely different scenario used in the MedioVis apph leads to a new con-
guration of visualizations, including the ones integrate the SuperTable. Therefore,
the SegmentView implemented by stacked columns (Levet)jadyl TileBars (Granulari-
tyTable) was left out. The BrowserView gave way to the TiteViwhich indeed displays
a more detailed insight into the corresponding data setnbuta complete overview;
rather, an accurate selection of meta-data. Selectionca &till work in the same way,
made clearer by changing background color, as can be seegureb.11.

A further textual view is introduced, a list of selected ds¢#s. It enables the user to
collect the interesting data in a separate window in ordesetdd it by email, to save the
list, or to print it out. This adaption was made because ofajyglication scenario and
the practical benet for users. The reason was the fact thgp@al action for library
users is to search for speci ¢ media and then to have a closérdt the item itself, i.e.
by walking to the corresponding shelves, taking the meddhthan probably borrowing
it. Thus, the user needs the exact location and identi catighich one normally gets by
making a not of this important data.

A further advantage of the MedioVis approach implementimg MediaGrid is its
completely closed concept of an information-seeking systdll steps are taken into
account, starting from thguery formulatiorvia theresult set presentatiqrhe selection
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Figure 5.11 MedioVis displaying the TitleView (on the left) and thetl selected items
(on the right).

of relevant data setand theirsubsequent processingihe MedioVis framework enables
the user to ful Il all these necessary tasks in a single systethout changing the context,
as can be seen in Figure 5.11. The buttons to the far rightigeav direct processing
feature facilitating the sending of the list of selectednseas an email, saving it to disk
or printing it directly. Thus, all steps can be done withirstbingle system. Figure 5.12
shows the concept. The green arrows indicate the posgibilitaking one step, or even
more steps, backwards in the process. Some steps are nitti@dfssreceding steps are
not executed, such as a selection without a result set, aesgulent processing without a
selection. But turning back is possible at any time.

This emphasizes the general applicability of the Medio¥éasrfework. Dependent on
the underlying scenario and data, the steps can differtfiht the concept will still
cope with the demands made on it.

Because the development of VisMeB follows the informatierlksng mantra "Overview
rst, zoom and lter, then details on demand” that we haveeally mentioned, the dif-
ferent Iter variants that the VisMeB framework providesvieato be introduced. Zoom
is available in the Scatterplot as well as in the SuperTathere it is realized as seman-
tic zoom. Therefore, the focus will now be on the diverserlfeatures built into the
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Figure 5.12 The information-seeking steps implemented within the Me® frame-
work. Before entering any stage, the preceding ones must e executed at least
once.

application.

5.6 Filter

The possibility of Itering the result set is one main advage of interactive systems. A
large amount of data can be reduced to a manageable sizethgtmgs speci c char-
acteristics. Using direct manipulation [Shn98] enablesuber to see immediately the
consequences of the lter action. Visualizations can suptios process by providing
appropriate interaction techniques to ful Il this task. the VisMeB implementation dif-
ferent types of lters are implemented. They vary in theipaprance as well as in their
function, but nevertheless are based on direct manipulathile one kind of Iter
follows a global in uence and restricts the whole set of daaother kind works only
temporarily. These variants and their in uence on the seti@ivs will be explored. Ta-
ble 5.3 at the end of section 5.6 gives a short overview of ifierdnt versions and their
advantages and disadvantages.

5.6.1 Dialog Box

It is possible to Iter the data set by restricting any kind metadata. Depending on
the character (e.gnominal or ordinal) the interaction widgets used will vary slightly.
Categories (e.g. languages) can be lItered in or out by selget checkbox whereas an
interval (e.g. from 0 to 100) will be adjusted by a two-sidéides, also known as the
Alphaslider [AS94a]. The use of a map to enable direct choicthe domains (e.g.
".de’, ".us', or ".co.uk’) is attributable to the applicain area of geographical information
systems, seen in the scenarios basef8Tgrand5Ts.

Filters can easily be activated by a checkbox connectedet@dhresponding metadata.
This makes it much easier to use a lter at a later stage, whenlter settings were
established earlier on (see Figure 5.13). In addition, gioissible to activate all Iters or
to invert the current selection to enhance the usabilithefdelection activity. This kind
of Iter affects all the visualizations i.e. Itered data@aremoved from every view in the
complete set.
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Figure 5.13 Filter Dialog Box

5.6.2 Circle Segment View

An optimized lter for categorical data is given by the CirBlegmentView (see Figure
5.14). It is used as a visual lter instead of a textual ones ltke Filter Dialog Box
described above. Two pie charts dominate the view, limitgdhdrizontal and vertical
sliders that are able to exert a lIter function. The data setsualized as points - are
positioned by three properties: Thee segmenfdependent on the category), tiistance
from the centrédependent on the metadata assigned to the horizontad)sdiolé theangle
inside the corresponding segment (dependent on the matadsigned to the vertical
slider). A more detailed description can be found in [KleObhe CSV is able to work
in two different modes. These aresalection modeand a Iter mode. When used in
selection mode a single click on a segment selects all doctgtigat are visible in this set.
Another feature appears in this case: all selected datamamiso be seen on the second
pie chart. This is very helpful if one wants to see the distitn of the selection under
another criteria. When used in Iter mode, the segments aidérsl work as assumed:
they lter out everything that is not required, which willéh no longer be visible. This
has an instant impact on e.g. the SuperTable (data rowshvanéppear), the layout of the
circles (data dots move, vanish and appear) and of courseeopréview area (showing
the actual set size). The method of instantly respondindpéndisplay to the dynamic
movement of the slider (and the selection of segments) allesers to rapidly explore the
multidimensional space of data sets. And along the linek®pteceding lter, selecting
or ltering affects all other visualizations.

5.6.3 Movable Filter

The MovableFilter, in uenced by the moveable Iters by [FS95], and availabtethe

ScatterPlot, has an effect on the SuperTable as well. lictbpre Itered out by the lens,
the background of the corresponding objects in the tablagégsto the lens color (see
Figure 5.15), but no movement takes place. The reason ®iriglementation is the fact
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Figure 5.14 Circle Segment View used as Filter

that a permanent movement in the table, by removing objeais|d obviously confuse
the user. Moreover, the possibility of exploring the Iltdrédocuments would be taken
away. Additionally, it is possible to use different lens@sdtaneously, which made it
necessary to add half-transparent lens colors. The boebgamression 'AND’ is visual-
ized by the summation of the colors. Thus, documents froiy (ftaeta-data tountry’)
are colored red, documents concerning infrastructuregidata theme-cod§ blue and
documents having both these attributes, purple. This oalgishtrue for items that lie
underneath the moveable lters.
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Figure 5.15 Two MovableFilters connected by a boolean 'AND'. Blue-a@d rows in
the table arise from the meta-data "country” and the charatic "Italy”, yellow ones
from "themecode” “Infrastructure”, and grey ones from a combinationboth. Only
points underneath both Iters get this combined color
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Table 5.3 Advantages and disadvantages of Iters used
ADVANTAGES DISADVANTAGES
Users are familiar with
Easy adjustment of com- 4 itional window, i.e.
) bined lters -
Dialog Box context switching neces

Activating / deactivating
of Iters by simple check
boxes

sary

CircleSegmentView

Optimized for categori-
cal data

Pie charts are well:

known business graphic

Primarily high cognitive
load

Movable Filter

Included in the context

Data are marked, not re
moved, to reduce confus
ing movements in the ta
ble

Filter applicable to sper

cic areas, not just the
whole data set

D

Combining multiple |-
ters by a boolean opera
tor can confuse the uset
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5.7 Bene ts and Shortcomings

The combined use of Multiple Coordinated Views and the granityl concept has a

marked effect on the power of the system. A SuperTable thpkeiments different lev-

els of detail without an additional visualization like theg®&erPlot is not unsuitable, but
is less powerful. Analogously, the same statement is cbfoe@ single ScatterPlot vi-

sualization. As we saw above, the development of the curmepkementation of the

MediaGrid had to pass through a number of steps until theenustatus was reached.
The advantage of MCVs lies in two main properties:

The variety of visualizationavailable to satisfy users, who need to use the "best
method” for achieving a task, whether this is dictated byjettive preference or
by the needs of the speci c task, and

the coordinationof these different views.

The bene ts of the rst item were considered in Chapter 3, theand one will be dis-
cussed here.
In all system implementations, interaction is necessadyisieffected. It does not differ
very greatly but, dependent on the kind of implementatiothefSuperTable, variations
can be found. The reasons for this are based on the way tHeolegtetail concept is re-
alized. Apart from these granularity versions, all othéeiiaction possibilities like focus
or selection will not vary. Overview and detail play an imgamt role in this context. The
possibility of picking an object in the overview (e.g. theaBerPlot) and getting a direct
feedback about details located in another view (e.g. theSaple) enables a quick and
easy exploration functionality. An example will clarifygtadvantages.
Let us assume that Daniel Beck (introduced in Chapter 3, SiceBpars looking for the
name of the king in a very famous fantasy advanture. He hasthetip of his tongue but
he does not remember the exact title. The only facts he knosvdtas a fantasy movie,
it is something about a ring, the movie was rated very goodgisrery old, and he wants
to know the name of the king featured in this movie. Therefbesenters the query terms
"fantasy”, "king”, and "ring”. As a result he gets 76 dataset

In the ScatterPlot, three dots in particular attract hierdibn, resulting from their
location in the upper right corner. Dependent on the axigyasgent RatingandYeay),
this implies highly rated and current movies. Thus, he sglalt three as can be seen
in Figure 5.16. To get more information about the three m&Mi@aniel changes to level
2 in the LevelTable and sorts the data set by "selection”. mmeédiately recognizes
the correct title of the movie he was looking for, "The Lordtbé Rings”. So the rst
problem - the missing title - is solved. Nevertheless, héilidsoking for the name of the
king. There are three parts of the trilogy available, "Théddweship of the Ring”, "The
Two Towers”, and "The Return of the King”, but only two of thenctlude the query term
"king” (see Figure 5.17), visible by means of the red bar i tifird column.

To have a closer look at these, he changes to level 4, whestettieed-column version
of the segment view is included and enables Daniel to nd guerms in the descrip-
tion. The detailed description in this case (i.e. using thedlTable) can be given by the
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Figure 5.16 LevelTable and ScatterPlot displaying the results of aygirethe movie
database, containing the terms “fantasy”, "king”, and gfinThree dots are selected in
the upper right corner, marked by a dark lling color

BrowserView, which is patched in automatically when entgtievel 4 for the rst time.
As a rst step Daniel investigates part three, "The ReturrhefiKing”. Unfortunately, the
name of the king he is looking for is not mentioned (see Figui®).

Because of this, he analyzes the second part of the trilodye Tivo Towers”. Moving
the mouse over the red rectangle in the segment view (ther yggre of Figure 5.19)
highlights the corresponding segment in the BrowserView lplver part of Figure 5.19).
Fortunately, this time the king's name is mentioned and Blasitains "Theoden” as the
answer to his question.

This example clari es the strong relationship between fiffeiént visualizations im-
plemented as views (in this cakevelTable ScatterPlot andBrowserView and the dif-
ferent levels of detail in this SuperTable version that pes textual information itself as
well as further visualization®@rChartsand theSegmentVieyy Without an interaction of
these parts, the solution of the problem scenario descabede would not be possible in
such an easy, quick, and intuitive way. If the Granularity@nstead of the LevelTable
were to be used, the stacked column version of the Segmeniveild be replaced by
the TileBar version and the BrowserView would appear as theldvel, integrated in the
table. In other respects the procedure would stay the same.
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Figure 5.17 Level 2 of the LevelTable, sorted by selection to see thedtselected
movies on top. Only two of them include the query term “kinglari ed by the red bar
in the third column.

The combination of different Iters may appear to be an uressary effort. Never-
theless, the small differences in handling and visual &ffatake the existence of all the
Iters worthwhile, and it is also the case that different issenay prefer a speci ¢ choice.

If we have a closer look at the individual implementations,will nd situations where
one or other of them is a better tfor solving a current probleAll Iters have their own
strengths and weaknesses, which become visible in thextaftéhe kind of task to be
solved and the method of implementation. Thialog Boxuses a familiar and effective
layout to provide a Iter mechanism for all available metatal Well known functions
are used and make it easy to adapt the settings to the pngviBk. All metadata can be
Itered at the same time by activating the lIters through gil® check boxes (see Figure
5.13). Adjustments stay unchanged whether the Iter isvat&id or not, which enables
the user to keep current settings. The only drawback is th@iadal window, because
the context is switched and the user has to leave the main M@dom.

The functionality employed be th@ircleSegmentViews largely unknown for non-expert
users. Although pie charts are very widespread in the eldusfiness graphics, the com-
bination of two charts and the possibility of interactingiwihem by clicking on items,
segments, or using Alphasliders is new to a wide range oflpedyevertheless, it pro-
vides an optimum approach for ltering categorical datae($&le05]), which occur very
often in the eld of meta-data. Typical examples are e.g. m@m category” or "lan-
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Figure 5.18 Level 4 of the LevelTable, including the SegmentView irsitacked-column
version for nding query terms in the description that isplésy/ed in the BrowserView in
the lower part of the window

guage” in the domain of web documents, "themescape” or "tglin the area of geo
meta-data, or "genre” and "media type” in the library scémarhis fact makes it mean-
ingful to introduce the CircleSegmentView as a lter.

The Movable Filter, in contrast to the ones mentioned above is the only ltet ten
work on a speci c part of the data, not just on the whole data $eis located in the
ScatterPlot view i.e. directly included in the context aath e used by moving around
the available information space. The size is adaptable araihrdination of more than
one lter is possible. Filtered items are just marked in thielé and not removed, as seen
above. Moving the Iter around and thus Itering out datasebmpletely would lead
to an extreme and confusing movement in the table. The udeedbdolean operators
"AND” and "OR” is a bene t on the one hand, because additiona¢m@tions can now
be executed. On the other hand the arbitrary combinationuttipte Iters and boolean
operators can lead to confusion for the user.

We can see that the combination of the different availalikerd is useful and supports the
user, where the choice of the best Iter to use always dependse situation and the task
to be solved. The variety available makes it possible to sadbe one best ts - for the
task or the user, who may prefer one of the technologies geoli
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Figure 5.19 Level 4 of the LevelTable highlighting a segment in the Brengew (lower
part) containing the term “king”.

5.8 Summary

This chapter deals exclusively with the synchronizatiomoiitiple views. To structure
these correlations, two different classes of actions weraedl, selectionand naviga-
tion. From these classes, three possible combinations &édect,  SelectNavigate,
Navigate andSelect Navigate According to these combinations, the connections im-
plemented in the VisMeB framework are assigned. A diffaegimn was made between
graphical and textual views to add an even more precisetsteic The different Iter
variants implemented provide the conclusion for the symcization. A combination of
multiple coordinated views and the granularity concepti¢e® advantages, that would
not be possible using just one of the techniques presentexleXample introduced clari-
es this statement. The simultaneous use of an overview @nasualization and detailed
information presented by another view makes it easy to sviitween these visualiza-
tions without losing information. Without a strict coordiiion model the user could loose
his focal point and overlook important correlations. Thenbined use therefore allows a
simpli ed and ef cient access for nding important infornti@n in databases containing
hundreds of items. Unfortunately, at the current stage eéld@ment these bene ts are
mainly analytical. There are still tests to be done to prdwesé statements. An initial
number of tests has already been performed and the resalfgesented in Chapters 6
and 7. They give a rst hint that the approach is de nitely pnging. Chapter 6 gives an
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introduction to the "User Centered Design Process” thahglyoin uenced the develop-
ment of the system and the individual stages of developn@néapter 7 adds a detailed
description of an evaluation performed to compare the Saide idea with a typical
list-based visualization as used nowadays by search enlijueee.g. Google.
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The rst part of this chapter gives a general introductiortite user centered design pro-
cess and its background in the eld of interaction design.atilgty is one catchword
that will haunt us during the whole chapter. Because of itsdgdesign and structure,
this overview will closely follow the book oPreece et al.: Interaction Design - Beyond
Human-Computer InteractiofPRS02]. The interested reader is therefore referred to this
source for further, more detailed information. The readrovs already con dent with
this topic can omit this part and turn towards the second péuith describes the different
development stages the VisMeB framework went through.

Measurement of a system's quality, independent of its appbn domain, its design or
features should always be judged by how well users interdltitv This depends heavily
on effectivenessef ciency, and of course, subjectiugser satisfactioni.e. the system's
usability. Before moving into more detail, the terms should rst be ded

De nition 6.1 (Effectiveness:) Effectivenessepresents the precision and completeness
with which a user can achieve a task. This normally refers tadgree to which errors
are avoided and tasks are successful, measured by "sucaéssar "task completion
rate”.

De nition 6.2 (Ef ciency:) Ef ciency describes the amount of work involved in solving
a task in relation to precision and completeness, which cambasured by the amount
of time, the number of keystrokes or the number of interactteps which a user has
required to complete a task.

De nition 6.3 (Satisfaction:) Satisfactioris a common reference to the set of subjective
responses a person has when using a system. Typically,asétsf is measured with
guestions that have their responses on Likert scales, élgw’satis ed are you with this
software? (1=very dissatis ed, 7=very satis ed)".

In the "ISO 9241-11: Guidance on Usability (1998)” [ISO9&sdard the de nition
of usability is given as follows:

151
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De nition 6.4 (Usability (2)) Usability is the extent to which a product can be used by
speci ed users to achieve speci ed goals with effectivenefssiency and satisfaction in
a speci ed context of use.

Shneiderman [Shn92] notes ve measurable human factotgdsrribe the degree
to which a system meets the users' needs:

. Time to learn

. Speed of performance

1
2
3. Rate of errors by users
4. Retention over time

5

. Subjective satisfaction

To optimize these factors, the design of the system, as wétieaprocess of designing
itself, has to focus on the users and their needs. This iseéchply the phraseser-centered
design(UCD). UCD is integrated in the eld olnteraction Desigrand considers a wide
variety of factors, such as software, hardware, envirorintask, type of user, and so on.
The adaption of the system to the users' capabilities anitidtrons ensures an increasing
usability. It makes it easier to use, increases the usesfaetion, and reduces the error
rates. In particular, systems that require a high cognlbeel e.g. life-critical systems
like air traf ¢ control, nuclear reactors, power utilitiesr staffed spacecraft bene t from
this. Nevertheless, no other eld of interactive produat should be neglected.

In [GL85] three principles that should lead to a "useful andyeto use computer system”
are introduced. These are:

1. Early focus on users and tasks.
2. Empirical measurement.

3. Iterative design.

The rst and probably most important principle for UCD, eafcus on users and
tasks, can be divided into ve further principles to clarthe meaning [PRS02].

1. Users' tasks and goals are the driving force behind theldpment.

2. Users' behavior and context of use are studied and themsyistdesigned to support
them.

3. Users' characteristics are recorded and designed for.
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4. Throughout development, users are consulted from tHiestatio the latest phases
and their input is seriously taken into account.

5. All design decisions are taken within the context of thersistheir work, and their
environment.

First and foremost we think of users working directly withystem. But there are
many more people that are affected by, or in uence, the agraknt process. To describe
the whole group of involved people, they are calitakeholders

De nition 6.5 (Stakeholders:) Stakeholderare people or organizations who will be af-
fected by the system and who have a direct or indirect in uesrtéhe system require-
ments.
[SK98]

Thus, we have to differentiate diverse classes of stakeh®I|{Kir91]:
Primary stakeholdersPeople who directly use the system
Secondary stakeholderBeople who use the system occasionally or not directly

Tertiary stakeholdersPeople who are directly affected by the success or failtire o
the system

[DFABO4] adds a further class to this enumeration, theilitating stakeholders
These are people who are involved in the design, developrapdtmaintainance of the
system.

Projects that have bene ted from the application of UCD teghes are widespread. One
of the rst systems that implemented this approach by usiggabove mentioned three
prinicples of [GL85] was the 198@lympic Messaging Systef@MS), a voice mail sys-
tem, developed to let Olympic Games contestants and thwiliés and friends send and
receive messages [GBB7]. A lot of evaluation activities are included in this gestudy,
e.g. printed scenarios, iterative testing, developmergaoly prototypes, an Olympian
joining the design team, interviews, to name but a few.

As a second example we can clieitchWorld, developed in cooperation with Mi-
crosoft researchers and the Fred Hutchinson Cancer Researtdr g a virtual world to
support cancer patients, their families, and friends. dibdes cancer patients, their carers,
family, and friends to chat with one another, tell their ey discuss their experiences
and coping strategies. Thus, they can gain emotional ardigathsupport from one an-
other [CSF 00]. Again, a lot of different evaluation techniques aredjsémilar to the
ones described above, but partially re ned.

To add a third application eld, we will turn to the domain gbacecraft, consider-
ing spacecraft ground data systems at NASA's Goddard Sdagte Eenter [FDM 99].
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In this context we will nd many other projects that employg€D, like EOSDIS - the
Earth Observing System Data and Information Syst8ERS - the Spacecraft Emergency
Response Systemr theHubble Space Telescope

Before we describe the diverse development stages that shée¥d framework went
through, a short introduction to the eld of interaction dgsis given. The development
process is explained by means of different lifecycle madBt&e motivation for choosing
a user centered design approach is clari ed.

6.1 Interaction Design

To start the overview of interaction design, the term itsslfhas to be de ned.

De nition 6.6 (Interaction Design:) Interaction Designs the process of designing in-
teractive products to support people in their everyday andckimg lives.

[PRS02]

This implies no restriction to computer software. Itis a egeneral view of products
providing a possibility for users to interact with them. Meweless, there is a special
focus on interactive software, although no limitation ic@ssary in many cases. The
generic approach avoids this constraint.

Developing an interactive product entails a long procesisaiworking application is
created. Several steps have to be done repeatedly untij@ staatisfaction is reached.
To understand how users act and react, how they communicdtamteract, it was nec-
essary to integrate people into a multidisciplinary teamgréat variety of developers
from diverse disciplines are involved, such as psychotegsociologists, graphic design-
ers, computer scientists, and software engineers, to naireefew. Figure 6.1 gives an
overview of the various elds involved in interaction desig

The process of interaction design can be divided into fosrdoactivities [PRS02]:
1. Identifying needs and establishing requirements
2. Developing alternative designs that meet those reqeinésn

3. Building interactive versions of the designs so that they loe communicated and
assessed

4. Evaluating what is being built throughout the process
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Figure 6.1 Relationships between Interaction Design and academaipdiizes, design
practices, and interdisciplinary elds

Obviously, these steps have to be done iteratively. If egyciencies are found during
the evaluation phase, speci ¢ design changes must be madoirements have to be
adapted or introduced. Lifecycle models with a more daddieakdown of the working
steps can help to gain a deeper insight into the processaséittton design. Many models
have been created, making it necessary to limit the exarmpkesmall but representative
selection. Because of the wide range of relationships betweraction design and other
disciplines, lifecycle models are derived from differergas of research . Examples taken
from the elds ofsoftware engineeringndhuman-computer interacticere thewaterfall
lifecycle, the Spiral Lifecyclemodel [Boe88], or thdRapid Applications Development
(RAD).

The discipline of human-computer interaction providesdevifecycle models than
the eld of software engineering. However, the strong useus clari es the importance
of considering these models.

In 1989 [HH89] introduced thé&tar lifecyclemodel, based on observing interface de-
signers engaged in their work. In contrast to the modelsrdestabove no ordering of
activities is identi able.Evaluationworks as a central bridge between all activities. This
allows a movement from one activity to another on conditiatt the evaluation activity
is done rst. Thus, evaluation plays the leading role in thar3$ifecycle model. Every
result of a completed activity has to be evaluated.
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During the late 90's [May99] proposed tlgsability Engineering LifecycleThree
main tasks de ne the model:

1. Requirements Analysis
2. Design/Testing/Development
3. Installation

Again, each stage is divided into subtasks that form the neek's content. Task two,
the "Design/Testing/Development” phase, contains thgelstr number of subtasks and
therefore needs the largest amount of time to be ful lledeThain difference between
this model and the previously mentioned ones is the inalusfanore details. Because
a detailed description would Il a complete book, just an mwew is given her to gain
a better insight into this area. Two main design stages wilphrticularly analyzed -
therequirement analysisdivided intodata gatheringandtask analysis and thedesign
and evaluationphase, splitinteonceptual designevaluation paradigmandtechniques

6.1.1 Requirements Analysis

The ususal starting point for an interaction design proiggenerally the replacement
or updating of an established system, or a completely newldpment of an innovative
product. Independently of this initial situation, the regments concerning users (needs,
requirements, aspirations, expectations, capabiljttasks, and environmental variables
(platform capabilities, constraints, working conditiphsve to be discussed. Therefore,
"identifying needsmakes up the rst step. It describes the process of undedstg "...as
much as possible about the users, the work, and the contextkiftwsupport the users in
achieving their goals. The second step is to derive a segjoinr@ments from these needs.
This will be titled "requirements activity”. Obviously, &steps are part of an iterative, not
linear, process. It is impossible to give an estimation eauple of weeks for nishing
these activities. Furthermore, it is not unusual to retarthé requirements analysis after
creating and evaluating a prototype. Two kinds of requineiare differentiated in the
eld of software engineering:functionaland non-functional requirementsFunctional
requirements describe what the system should do, whilduactional requirements refer
to constraints on the system and its development. A typikainple for a functional
requirement of a graphic program may be that it should peodifferent colors to paint
with. Non-functional requirements may include platforndépendencydonstraint on
system itself or delivery in a period of six monthg@nstraint on development activity
To illustrate the variety of requirements identi ed in indetion design, a short - and thus
a not comprehensive - overview is given.

Functional requirementsdescribes what a product should do.
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Data requirementsgather the type, volatility, size/amount, persisten@eusacy
and value of the required data amounts.

Environmental requirementsr context of use can be divided into four aspects:

1. Physical environment (lighting, noise, dust, etc.)

2. Social environment (collaboration, coordination, etc.

3. Organizational environment (user support, trainingueses, etc.)

4. Technical environment (technologies used, technoébdjmitations, etc.)

User requirements refer to the respective user group, abilities, skills, iethe
user a novice, an expert, a casual, or a frequent user. Thisttang implications
for the system requirements, which can lead to a completé#brent design.

Usability requirementsdeal with usability goals and measures for a product. These
requirements are related to other requirements mentidmegeasuch as the degree
of knowledge of users.

One main aspect of the requirements activity is data gatgefihe intention of data
gathering is to collect relevant, reasonable, and adeglatte Without this activity it
is impossible to create a stable set of requirements. Tedoallata, diverse techniques
can be used, e.Questionnairesinterviews Focus groups and workshopNaturalistic
observatiorandStudying documentation

After gathering data, it is usual to consider individualk&g more detail. This is
normally done bytask descriptionsThey are used from the early phase of requirements
activities through prototyping, evaluation, and testimpis implies the great importance
of this activity. Three different kinds of task descriptiare normally used and will be
introduced here scenarios use casesandessential use case®ften, these techniques
are used in combination to describe either already exiséigks, or just future ideas.

Scenarios an "informal narrative description” [Car00]. Tasks are atdsed as
stories without elaborating on the use of speci ¢ softw&takeholders have to be
able to understand the scenario, so it has to be written ak&igvocabulary and
phrasing. Often, this can be seen as the rst step in estabjgequirements.

Use Casesthe focus of this task description is on user-system icteya as op-
posed to scenarios based on the user's task itself. Howawghasis is still on the
user's perspective, not on that of the system. Scenariobeased in this context,
too, by representing one particular set of conditions. Wses can be divided into
themain use caser normal coursewhich will be performed most commonly, and
alternative courseswhich describe other possible sequences. A detailed under
standing of the interaction is assumed.
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Essential Use Casesepresent abstractions from details, i.e. a more genass c
than in scenarios is described and the assumptions of use aes avoided where
possible. Essential Use Cases consist of three pansimee to express the user
intention, adescription of user actiongand adescription of system responsiblity

Describing a task is one facet, analyzing it is another. Cané task analysis has
its focus on examining actual situations, not creating nesdpcts. It tries to analyze
what why andhowusers try to achieve their goals. Different techniques am, the
Hierarchical Task Analysis (HTA)eing the most widespread one. The name gives a hint
of how tasks are analyzed. Every task is broken down intoaslist every subtask into
sub-subtasks, and so on until a predetermined level of sgiereached. Related (sub-
)tasks are grouped together and describe what to do in spsituations. The main task
is always the user goal, e.g. "making a call from a cell phooe”playing a DVD in a
DVD-player”. If necessary, the single steps are broken dowm smaller ones to get a
very detailed task description. Further detailed infoioratan also be found in [May99].

6.1.2 Design and Evaluation

When we talk about design, we have to differentiate betweertypes:conceptualand
physical design. Whileconceptual desigmleals with creating @onceptual modeto
describe how the interactive product will work and what tees are included, thehys-
ical designis concerned with design details like icons, graphics, manscreen struc-
tures. The iterative process visualized in the lifecycledeis involves users in design-
evaluation-redesign loops, following the UCD approach.

Evaluation plays a very important role in this context. Taleate interactive products,
it is essential to create an interactive versionpr@otype. This can be done in different
ways, from early paper mockups via clickable screenshot® @pworking system. De-
pendent on the situation, i.e. "Is a completely new produeaied or is an existing one
modi ed?”, the effort for prototyping can vary. Small chagycan sometimes be made
to an existing product to add, adapt, or remove featuresowittieveloping a completely
new product. But it is still necessary to test the new featubegerse prototyping proce-
dures are known and used in practice. We have to distingeistden two different kinds
of prototypes:low- delity andhigh- delity prototypes. They differ in appearance and
appropriated material. While the low- delity versions afteclude paper-based versions,
the high- delity ones look more like the nal product, e.g.\@sual Basic prototype of a
software system is of a higher delity than a paper-basedkuapc To build high- delity
software prototypes a software tool is needed. Example¥iatal Basi¢c Smalltalk or
Macromedia Flash A low- delity prototype is often built using more simple tafacts.
Thus, different techniques can be used, as there are e.g.

Storyboarding SketchingPrototyping with Index Cardor theWizard of Oz

Based on this comparison, decisions have to be made abouh Winig of prototype
to use at which development stage. The idea of prototypihg tisst a speci ¢ aspect of
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the product being developed. Naturally, compromises haeetmade e.giunctionality

versusdevelopment costdt requires more time to create a full working prototype aut
paper-based one does not provide all the necessary feattinegsher compromise that
has to be addressedbgeadth of functionalitywersusdepth The corresponding methods
are callechorizontal prototypingprovide a wide range of function but with little detail)
andvertical prototyping (provide a lot of detail for only a few functions). Yet anothe
decision can in uence the process of prototypingll the prototype be included in the
nal product (evolutionary prototypingor will it be thrown away after the evaluation
(throwaway prototyping) ? This will have a direct effect tve tquality of the prototype.

To implement the requirements detected in the rst phaséeflifecycle model we
have to establish a conceptual model in the conceptual metegp. A conceptual model
can be de ned as:

De nition 6.7 A conceptual moddk a description of the proposed system in terms of a
set of integrated ideas and concepts about what it should elea\e, and look like, that
will be understandable by the users in the manner intendedR SF2]

Therefore, some main principles of conceptual design are:

Keep the mind open to new ideas but do not lose the focus os asdrtheir context
Include stakeholders as often as possible in design distisss

To get rapid feedback on ideas and speci ¢ design aspeatdpus delity proto-
typing

Iterate, iterate, and iterate!!!

Fudd's rst law of creativity supports the decision for lowelity prototypes: "To get
a good idea, get lots of ideas” [Ret94].

During the development process of a conceptual modelrdiftalesign aspects arise.
You have to think about

1. Which interaction mode should be used?
2. Does an appropriate interface metaphor exist?
3. Which interaction paradigm should be used?

For a better differentiation of conceptual models, we cdit 8em into two main
categoriesactivity-basedandobject-based models. Activity-based conceptual models
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can be divided into different actions, likestructing conversingmanipulating and navi-
gating, exploring and browsingr a mixture of these.

Object-based models orient themselves on objects or @gjféike a calendar or a
book. Because of their tight connection to a particular dbjgeese models are often
more special. A prominent example of this kind of conceptnatel is the spreadsheet
[Win96].

Interface metaphorare another way to delineate a conceptual model. The idea is t
take something known from the physical world and transfes the virtual world, while
adding speci c features and characteristics. The prelougntioned desktop or spread-
sheet, or the recycle bin, are typical examples. Althoughetare bene ts from using
interface metaphors, such as the fact that users are famittathe (physical) device and
therefore are supported in understanding and learning baisd a system, there are also
drawbacks. Some rules familiar from the real world are binafeeg. no one would place
a recycle bin on the desktop instead of under the desk), wdantpossibly - but not nec-
essarily - lead to confusion. Interface metaphors can bedastraining, so useful tasks
might be left out although they would improve the interfaGan icts with design prin-
ciples can arise that lead to bad design solutions, or toytes's functionality beyond
the metaphor not being understood. Sometimes, existinglésigns are translated liter-
ally, which is another trap designers can fall into, or thagmation is limited in creating
new paradigms and models by the use of ideas that are basesllgtmawn technologies.

Interaction paradigmsare positioned on a more general level of development. A
paradigm decides the general way of interacting with a systeor a long time the main
paradigm in interaction design was restricted to the xetkfacts computer, monitor,
mouse, and keyboard creating WIMP interfaces (Windows,dcblenus, and Pointers or
Windows, Icons, Mouse, Pull-down menus) . Nowadays, wekthirdarger connections,
which can lead to completely different paradigms, for ex@ntybiquitous computing
Pervasive computingMVearable computingfangible bits, augmented reality, and physi-
cal/virtual integration or Attentive environments

So far, a lot information about lifecycle models, requireseanalysis, design of sys-
tems, conceptual models, and so on has been introduced. vidgvame important task
is still to be discussedevaluation As we saw before, iteration is indispensable. To get
feedback about ideas that we try to realize in prototyped)ave to test these implemen-
tations. This can be done in many different ways. Generduatian paradigms are e.g.
a”Quick and dirty” evaluation Usability testing Field studiesor Predictive evaluation

These paradigms give a good overview of the way evaluatiande done. However,
it is still important to consider the techniques that can bedu Dependent on the re-
spective paradigm, some techniques can be leveraged enafffwaysObserving users
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Asking usersAsking expertdJser testingandModeling users' task performandelong
to these techniques.

A lot of different paradigms and techniques have been ptedeso far. To conduct
an evaluation, however, we still nee a simple guide - an exgtian that describes the
proceedings step by step. This can be done byDIEEIDE framework, for instance. It
provides a checklist to help inexperienced evaluatorsoperifig an evaluation. Again,
DECIDE is an acronym that now will be explained letter by lette

The DECIDE Framework

1. Determine the goalsrst of all, you have to investigate the diverse goals thet a
pursued. The main questions in this context amdo is the user? Why does he
want the evaluation?

When the goals are decided, they can serve as a guide thraugintie evaluation.

2. Explore the questionsas soon as the high-level goals are determined, questions

have to be generated. Every goal can be investigated by a\g@eaty of ques-
tions. Let us assume that one goal is to nd out why peoplé &8it their local
bank branch instead of using online banking. Possible guestould be: do users
trust the system or are they sceptical about security? lard to ful Il a task be-
cause of a badly designed interface? Does every user hapos$sility of using
online banking, i.e. is the infrastructure in place?
Questions can be broken down into sub-questions, and thdsguestions can
again be broken down, and so on. A typical example for a questoncerning
a badly designed interface could be: is enough feedbackded? Is it easy to
navigate? Is the wording consistent or is it confusing?

3. Choose the evaluation paradigm and technigube next step deals with the choice
of paradigm and techniques. Depending on the evaluaticadpan, diverse tech-
nigues can be used. However, there are still other issuesrsider like time,
money, or equipment. These can lead to a completely diffsedaction than would
have been made under other circumstances. The next iteroomsider this aspect
in more detail.

4. Identify the practical issue®efore the evaluation is conducted, you have to identify
some practical issues. These include nding appropriagesjsassessing the equip-
ment, considering time and money constraints, and the kmawef the evaluators.
Test users have to represent the complete target group gdilgge). Equipment
and facilities have to be in place, e.g. camera, batterresmpty recording tapes.
Schedule and budget are very important and have a strongmce on e.g. the
number of users and the kind of technique. Evaluators hate farepared for the
speci ¢ kind of evaluation that is to be undertaken. It is neganingful to use e.qg.
videotaping if there is no expertise and equipment to amslllye results.
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5. Decide how to deal with the ethical issuéise privacy of test people is a point that

must not be neglected. Personal information about lifeuonstances (like educa-
tion, age, illnesses) should be con dential. No name shdadssociated with a
speci ¢ questionnaire or collected data, unless usersraagjiecement. People that
participate in an evaluation should be treated with resp&ct’Informed Consent
Form” is therefore indispensable to inform the users abloeir rights, and also
their responsibilities. They should know what the goal @& gtudy is, how the
process will run and approximately about how long it willéakt should be made
clear that the users can stop the evaluation at any time trsty W good motto for
treating the test person in the right way i¥d unto others only what you would
not mind being done to you!

Evaluate, interpret, and present the dasdill open are questions about what kind of
data is to be collected, and how, and about the methods ftyzimg and presenting
it. Keywords for this approach areliability (Is an experiment repeatable on differ-
ent occasions and does it yield the same result under thecgaméions?)yalidity
(Does the experiment really measure what should be me&dubgasesAre there
any distortions that in uence the result, e.g. the intemaes tone of voice?)cope
(Is it possible to generalize the results?), acdlogical validity(Does the environ-
ment have an in uence on the results?).

To reduce the number of possible inconsistencies in theatrah, gpilot studyshould
be done before starting with the main study. Inexplicit gioe&s can set the user on the
wrong track, inoperative equipment can lead to an uninteatidelay. If problems arise,
they can be solved in advance. This enables an undisturletticarble-free performance
of the evaluation.

During the development process of the VisMeB system, atyaofeevaluations, rang-
ing from predictive to laboratory evaluations (see also [RDR]) were made. The next
section will describe the different stages in detalil.
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6.2 Development Stages of VisMeB / MedioVis

The rstideas for the Visual Metadata Browser VisMeB and iissssor MedioVis were
born after the evaluation of the INSYDER system, which waetigped at the University
of Konstanz [Man02], [Mus02], [RTMO5]. Thus, there was n@déo develop a com-
pletely new system, but nevertheless the source code wadwstd and organized in a
totally new implementation. Experiences from the INSYDERjgct could be integrated
into this further development, not least because of thagtsimilarity of the application
domains.

Users again, the system has to be used by experts in their eldhig¢ase experts in
the area ofyeographical information systems (GlSherefore, they were familiar with
search engines and business graphics, which made it eagireate a satisfying system
that included the knowledge gained from INSYDER.

Tasks the task to be ful lled is divided into different steps. &ira query has to be formu-
lated. This can be done in various ways e.g. by visual sugpaitmple text formulation.
After sending the query to the underlying database, thdtrestis presented and can be
explored. Diverse methods are known, dependent on tasksard @Qn the one hand the
visual seeking system should support the user in browsimgalta if he is not sure about
what exactly he is looking for. On the other hand speci ¢ faxding(e.g. Who is the
director of the movie Casablancpand extended (e.gName ve movies with Charlie
Chaplin as main acto)! has to be possible. According to these tasks, sometimesrg qu
reformulation is necessary and therefore has to be faeitite5o we will return to the rst
step and go through the process again. As a last step, itireldiesto be able to process
all the extracted information as the conclusion of the selitained visual seeking sys-
tem. Very often this last step is neglected and the user ngmirtant information but has
no possibility to work further with it. This is another featuof the current MediaGrid
version implemented in the VisMeB / MedioVis framework.

The conceptual model of the VisMeB / MedioVis framework isé&a on activity. As
is usual in real life projects, a mixture of different acsdiorms the basis for the system
being developedInstructing manipulating as well asexploring and browsinglay an
important role in this context.

The results of the INSYDER evaluation suggested a tableeb&s/out enriched by
various visualizations. Thus, the general concept of VB¥IBedioVis is based on three
main ideas. Develop a visual information seeking systencihi

uses diverse visualizations to improve the informatioeks®y process,
combines some of these visualizations in a familiar tabid, a

provides the information in different levels of detail.

The rstidea is implemented within multiple coordinatedwis that allow an explo-
ration of data from different viewpoints. Depending on taskl user, one or other of the
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visualization is better for solving the particular problem

The second rational was implemented in the SuperTable appr@ simple table, which
a wide range of users are familiar with, serves as frame fophisticated visualization.
The table has two signi cant new features: tjranularity conceptwhich distributes the
information to different levels of detail, and the increésise of visualization, not an ad-
dition to the table, but as an integral as part of it. This coration enables the user to
get all accessible information in manageable chunks witheing forced to switch the
context, as was the case in e.g. the INSYDER system.

The third design rational is based on various assumptioirst, Ehe user should be en-
abled to nd all the information he is looking for. Nevertleslk, being confronted with
all the available information at the very beginning wouldeovhelm the user. Thus he
would not be able to explore the result set in a meaningful Wwaionly by simple brows-
ing of all the pieces of information. Compressing the infotiorato get a good overview
seems to enable good access, but nevertheless detailesha@tion has to be provided if
task-dependent, interesting data sets are found. Therdfe concept of diverse levels
of detail was chosen.

The physical design of VisMeB was strongly related to theused in INSYDER (see
also [LMR'02], [MRKEO0Z2]). Small variations were made but the main laystayed
the same. Nevertheless, as a result of the introductionedbtiperTable and its inclusion
of visualizations and detail levels, adaptions had to beexhout. One main problem was
the way of implementing detail level changes. As we will se¢he following chapters,
different approaches were chosen until the actual versia® faund. The implementa-
tions ranged from simple buttons for single levels, throagslider to change from one
stage to another, to a direct intervention in the singlesadlthe table. Another challenge
was posed by the way the interaction between the diversaldstions was achieved.
The main question wadVill the users understand the method of interaction praguobs
the system?”

Following the UCD process, different implementation stepsaentaken, characterized
by prototypes and evaluation steps. Figure 6.2 gives arvieveof the different develop-
ment stages.

The description of the following evaluations will go intcetprocess of development
in detail. Goals were de ned and questions derived, paradignd techniques were de-
scribed, as were the additional techniques and models @&t wtroduced and used.

6.2.1 Paper-based Mockup

The rst prototype was an early paper mock-up to test the wfedifferent detail levels
and interaction techniques. Therefore, screenshots wedeiped and printed out on DIN
A 3 sized paper, together with menus and interactive elesndifese were then laminated
and they worked as a conceptual model mockup, which repie$éime VisMeB system
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Figure 6.2 Timeline of development stages during the user-centegsd process

on a limited-interactivity level, but a high conceptual deee also [LRKMO03b]).

(a) (b)

Figure 6.3 First paper mock-up of VisMeB to test the initial ideas vt user test.

The main usability goal for the test setting was to evaluatesérs would accept the
interaction concept of VisMeB. A second goal was to evaluag¢eScatterPlot visualiza-
tion. The aim was to nd out if and how users would work withand if and how they
would use a combination of the result visualization in the&wiable and the Scatterplot.
Typical users in this context were experts in the eld of imf@ation-seeking systems or,
as a minimum, in general computer science. This implies @m@¢munderstanding of
business graphics like bars, but also an ability to adapéto visualizations after a short
training period. In the preceding case, eight test users the computer and information
science department participated in the test; all had espeei in computer science, only
a few in information visualization.

In a test setting, the test users were asked to interact hgtpriototype. The participants
should explain how they would solve a variety of tasks with Help of the prototype,

e.g. where they would click, and which mouse button they daise. Depending on the
course of action, different elements representing intemas (sheets of paper) were put
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into the prototype. Users again acted and reacted with tAdray were guided through
a series of tasks and later asked to rate the conceptual aeqtithe prototype. Fur-
thermore, after the test a detailed questionnaire was aietphnd a structured interview
about the look and feel of the prototype was conducted. Hesers also had a chance to
give their personal impressions. Questions in this cordenterned e.gdo the users un-
derstand the connection between the SuperTable and theeBat? Does the interface
provide enough information to work with the granularity copteithout a long training
period? Do the users understand the use of colors, i.e. dweage of the same color in
different visualizations imply an intentional connecton

As an evaluation paradigm, we chose the usability testiregy &m of ce in the com-
puter and information science department served as a itgéddiloratory. The techniques
used were a composite of observing and asking users. Dingrtgs$t, users were observed
while solving the tasks. An effective questionnaire sh@ne users the possibility to ad-
vance their own opinion concerning the prototype itsedf jnteraction and general con-
cept and layout.

The results of this early usability test addressed two thienaaeas. First of all the,
interaction concept was found to be a valuable aid in disptalarge amounts of search
results. All participants thought that visualizing searebults was more effective than
the mere textual display. Seven out of eight stated theydcimohgine working with the
visualizations on a regular basis and all participantedt#tat they could work with the
prototype again even after a long break.

Secondly, the visualizations themselves have to be exahiith regard to their value
for each user-task. Therefore, scenarios with realisgc bhshavior should be established
and form the basis for further redesign. Once non-domapesxusers have tested the
interaction and general functionality, domain-experwuth be consulted and involved in
the user-centered design.

Keeping in mind that the interaction concept is very new amitequnfamiliar to nor-
mal users, creativity and unorthodox thinking is requiredoking beyond one's limits
and possibly beyond the limits of "common” human-computégiiaction might lead to a
host of radical, yetimproved, satisfying new visualizatamd interaction concepts. These
evaluation results encouraged us to proceed with our desapess.

6.2.2 HTML Mockup

As a second step, two HTML mock-ups visualizing the desigramésLevel andGran-
ularityTable were built to enhance the user's possibility of interactvith the system.
The lessons learned as a consequence of the former evaluagre implemented in this
version. By now, the users were able to get direct feedbackwiveking an action.

In October 2002 the html-mockups were tested by severa${geB) from the expected
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INVISIP target user group of civil engineers from traf ¢ plaing authorities and pri-
vately owned planning of ces. Although there were indivaduifferences in working
and searching habits, the majority stated that they hadhigtyexpectations concerning
the work with geometadata and that they expected higherezfay with a working meta-
data browser. The most popular characteristics of georattaslere cost-effectiveness
and the potential for rationalizing daily work tasks withogata.

The browser should give immediate access to geometadataramiie enough exi-
bility to adapt to the various tasks in a spatial planningcpss. The most important
geodata-attributes corresponded to maps, e.g. coordipstem, scale and precision, but
language, year and origin of the dataset were highly reteaswwell.

After the pre-test questionnaire and a video introductitve, users were handed a
script with test tasks to work on. A test monitor and a recocd@ducted and documented
the test, while a video camera and a screen recording tod&demf the user and his ac-
tions on the screen. This proved to be especially helpfalugh very time-consuming)
for re-evaluating critical situations in the test, where aoeld view and analyze the two
synchronized videos.

Users approved of the two design variants. In particula,gianularity table led to
some surprisingly emotional responses from those workiitly iv For example, when
users found out that they could change the granularity ofcaieh@nt by a context menu
in the Scatterplot, most were surprised and pleased wighf¢aiture. Comments varied
from "very clever” to "unusual, but | like it” (see Figure 6ldft side). This, and the possi-
bility of scrolling through an extended abstract in granitydevel 4 (see Figure 6.4 right
side), were critical from our point of view, but approved gfusers in this demonstrator's
interaction design.

(@) (b)

Figure 6.4: HTML Mock-Up: The Scatterplot allows the level of documelgtail to be
changed (left), a scrollable abstract in the Granularityggrovides further information

(right)

In the posttest, users were in favor of the Granularity Talg our detailed analysis
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showed that their actual performance did not conform with thew. Users had more
problems in fully understanding the interaction concetthe granularity design than
those of the level design. We assume that users were pdgitiveenced by the clearer
and more aesthetic and appealing design of the GranulabtgTand therefore gave it
better ratings than the LevelTable. We can rule out learoinast-item remembering
effects. Nevertheless, this bias in the test design had wrdmicated for the next user
tests. Both demonstrations lacked intuitiveness concghi@ keyword highlighting and
relevance attributes. To our surprise three (SuperTaloie)ezen four (Granularity Ta-
ble) users had problems in matching the designated coldrsthe keywords and their
relevance values. Even though this aspect of the metadatssérs was explained to the
users in a video before the test, the conversion of this kedgé into their mental model
of working with a metadata browser seemed dif cult.

Another problem was the SegmentView with its stacked cokiomTileBars, which in
both demonstrations gives an overview of the segmentedaad document. An exam-
ple of the SegmentView with stacked columns from the Leveld#s seen in Figure 6.5,
top; the TileBars can be seen in Figure 6.5, bottom.

Figure 6.5 SegmentView in StackedColumn form at the top (each bar istass&gment,
relevance is shown by size and colour) and in TileBar form attibttom (each line is
a text segment, relevance is shown by saturation. Navigatidext is by the upper left
arrow)

It did not occur to users that a segmented document was benglized. None of the
eight users understood this concept within the LevelTadobe, only two users managed
to work with this in the GranularityTable. In the latter, us@vere more open to trying
to work with it after we explained the interaction. Then, soafso rated this interaction
with positive attributes like "clever” and "very usable flmnger texts”. This was in con-
trast to the LevelTable, where most users showed littlea@stan the feature, or wanted
to work with it at all. We suggest that the vertical alignmehthe TileBars of the Gran-
ularityTable seems more like a "normal” document strucftwp down, left to right) and
Is therefore more easily accessible by users for the remepfia text.

During the test and also at the posttest, users frequeritilyized a lack of connection
between the Scatterplot and the corresponding SuperTadile esign variants). A dual
visual response when documents were marked or the levelaif das changed seemed
to be insuf cient; users requested very tight coupling offbaews.
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In parallel with the lab tests, we started a web-based ettafuaThe target user group
were people involved in spatial planning, and comprisechiyiaf co-workers from the
project or their colleagues. Questions were asked aboividiucl search behavior, about
a virtual search with the two design variants, how the usesldvinteract with them,
where they expected which interaction, and what they wakitb be different. The par-
ticipants were asked to download two short introductoryees] and several screenshots
correlating to the tasks. The sequence of Level-/Grartyleable was randomized to ex-
clude learning and last-item remembering effects. 35 usargpleted the questionnaire,
from which 31 were put into the nal evaluation.

Although screenshots are even more limited than the prno¢styf the lab evalua-
tion, some results from the former evaluation were con rmétiroughout the test, the
performance (measured in correct answers regarding atienqwas higher with the Lev-
elTable than the GranularityTable. A lack of connectionnsstn the table visualizations
and the Scatterplot was also frequently criticized.

An interesting result came from the analysis of search hehand preferences in de-
sign. With ve separate questions concerning typical seaasks, we wanted to classify
the users as being of the "more analytical” or "more browssegrch-strategy™ type
[Mar95]. As might be expected, a mixture of both strateg@sithated the sample. Only
eight users had very clear preferences; ve of them we caisgg as "only browsing
strategy”, three of them as "only analytical strategy”.ehaistingly enough, four of the
rst category de nitely preferred the GranularityTablencall three of the second cate-
gory preferred the LevelTable. We assume that, at leash®orrst steps of an iterative
search process, the LevelTable can be ef cient for anaty#tie result set as a whole; it
can nd patterns, or reformulate/discard the query in theng\of unsatisfactory results.
The primary goal is not content, but Itering and reductiohtloe result set. If the re-
sults are then narrowed down to potentially interestingudoents, the GranularityTable
with its browsing comfort can be used. Now content is the pringoal; modalities can
be changed frequently. In this manner, our initially-depeld scenarios were partly vali-
dated by empirical results, though our scenario charabtggs the planning process with
only analytical and very formal queries formulated in a ssfital manner, while during
the planning (and possibly the iterative retrieval) preddgy become more informal and
data driven.

Although this evidence should not be given too much weighd,taok it as a sig-
nal to handle both design variants equally and to furthexgrate them into the overall
SuperTable/Scatterplot framework. A rst step was to inmpémt both versions in Java.
Thus, the VisMeB system was introduced. All visualizati@amsl proposed interaction
techniques were implemented to provide the possibility ofkiwmg with them in a run-
ning system. The next step should be to integrate both tdbbsiinto a single one. The
aim was to present an even more convenient way of handlingrtsidems we were con-
fronted with, such as e.g. the change of detail levels, orctimeplete integration of all
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information-seeking process steps into a single systemnreaningful manner. Thus,
the MediaGrid was developed. It combines the charactesisti LevelTable and Granu-
larityTable as well as newly-introduced features to buikkH-contained system. Again,
different variants nametlediaGrid and MovieViswere developed. This provided the
opportunity to test diverse approaches.

6.2.3 Java Prototypes

The rst Java prototype including the test results was immated within the VisMeB
project, i.e. using the INVISIP geographical meta-data a@iomAll versions of the Su-
perTable so far were integrated - the LevelTable and the @atyTable. Tests were
conducted and will be presented in the following section.

When the INVISIP project came to an end, a new application domvas sought - and
found in the Mediothek of the University of Konstanz. A nevotatype was therefore
built, adapted to the situation and given the nadvteddioVis Again, two versions of the
SuperTable were implemented. The rst one, BedTable was to provide an intuitive
and easy-to-learn alternative to MOSAIC, the current seaatilogue of the university's
library. Highly sophisticated visualizations and intdfae possibilities were avoided to
enable non-expert users to handle the system without l@ngirig periods. The second
one, theMediaGrid, provided more features that in part need some period oft\oed
adjustment. The target group were administrative empkkyde work with the system
nearly every day and have much more experience with sopaist systems than normal
users. An evaluation of the MedioVis system is still ongoargl more details can be
found in the Outlook, Chapter 8.

6.2.3.1 The VisMeB Prototype

The results of the test described above were validated amsbtidated in a rst proto-
type Java implementation for the VisMeB project. The Jagagessions involved more
and better interaction possibilities, which were to be whatihg a typical search process
with VisMeB. While the HTML mock-up still had restricted intaation, the users now
had all the facilities they were used to having when workirin\& completely functional
system.

The test scenario was developed using a search with threg tgrens on a database
containing crawled WebPages about geographical infoomatystems (GIS). The par-
ticipants (n=8) worked with the SuperTable in both designavds. They were project
members of the INVISIP project and therefore from the usenala of spatial planners.
It is important to note that all had considerable computerdicy, but none of them had
detailed experience with visual information retrieval.fumther test sessions (see Chap-
ter 7), we evaluated the ef ciency of VisMeB and the Supet@&atesign idea. This was
not the focus of the tests described in the following; indte@e wanted to concentrate
on qualitative usability aspects. Two hypotheses, maielyvéd from the results of the
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preceding usability tests, were initially de ned:

T,: users who prefer a more browsing-oriented style of seagchiill prefer the
GranularityTable.

T,: for creating the detailed relevance curve, TileBars aresrmduitive than stacked
columns due to their vertical orientation, which behavies éin enhanced scrollbar,
and to the tight coupling of tile and text.

There was no evidence that supported hypethesis one. Usersi@scribed them-
selves as browsing oriented and were observed behavingdaugly during the tests did
not show any signi cant preference for the GranularityEbior did they differ in any
respect from the other users.

The second hypothesis has also been invalidated. All gaating users could work fairly
easily with the detailed relevance curve version in the Teage, but sometimes had
severe problems with the TileBars visualization in the GlarityTable. They did not
understand the conceptual model behind the TileBars. Sixobtite eight participants
preferred to work with the stacked columns. Asked why thefeared this variant, four
participants had no answer, but two mentioned that it seeragdal to read a text from
left to right. Accordingly they used this left-to-right wialization, horizontal, in contrast
to the top-down approach of the TileBars. This conceptualpimapof left-right move-
ment in the visualization and its translation into the cgpending highlighted segment
of the document text was observed as being quite marked.efidrera possible design
solution for the TileBars might be a change from a vertical kmazontal orientation.

The overall results of the LevelTable were more encourathiag those of the Gran-
ularityTable. Not only did the users give it better ratingsl @xpress more positive opin-
ions, but they also worked with fewer errors and misundaditegs. User comments
additionally suggest that, in general, this table-basedalization is easier to use than
the less common GranularityTable. Nevertheless, the GadtyTable has bene ts. The
freedom to explore different levels of detail side by sidéhm one result set was men-
tioned by three users. They could also see how to integrat&tanularityTable into their
respective model of work as spatial planners (e.g. to seamdhcompare information in
short texts, technical de nitions etc.) All users acceptieel GranularityTable itself, but
the training effort that is needed to use it effectively isnitely higher than with the
LevelTable.

Asked which level of detail the users would prefer as thaahitiew of the result set
visualizations (i.e. when the search results are presdotdbe rst time), level 2 of the
LevelTable was named by six out of eight users. As one ppadittistated: "It gives the
feeling of Google but | can check many more results at oncéfs $trong preference of
level 2 may also have been the result of a usability probleboih of the level 1 views.
All participants found these overview levels tricky to ogier. The sheye technique at the
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rst level in both variants of the SuperTable (see Chaptenmges the row height from
3 pixels to 25 pixels (default values). Users had no problemmecognizing the bene ts
and working conceptually with it, but the interaction ifsehs dif cult. Although these
pixel values of the sheye effect can be adjusted indivitiyahe default size should be
bigger and the sheye view should include rows above andvele mouse pointer to
ease the transition between the highlighted focus and iteego

If the users had to compare the importance of several docism@®?o would solve this
task with the rst two levels of the LevelTable. To nd the mtosnportant document
regarding each single keyword, 80% would choose the LebétTas well. As seen in
Figure 6.6, the single keyword relevancies are visualizeohfthe start and can be com-
pared in columns next to each other up to level three. We odedhat, for assessing the
distribution of keyword relevancy, level 1 or level 2 of theuelTable are most suitable.
For further exploration of document details, both the Lewld GranularityTable are
suitable, depending on individual user preferences. Fsplaying the whole document
details, level 4 of the LevelTable with the detailed reles&nurve using stacked columns
in combination with (multiple) browser view(s) is the besualization.

Figure 6.6: VisMeB level 2 supporting the recognition effect for keynate by color in
column three geoin green), four (nformationin red), and ve Gystem in purplg

Although the GranularityTable performed less well than lteeelTable, we are in-
clined to pursue its development. As mentioned before, e group tested was not
composed of specialists in visual information retrievalirther tests can determine if a
user group like e.g. information brokers with an extendathing period can use both
versions of the SuperTable ef ciently, or if the Granulgfiable has to be scaled down to
a mere add-on to the LevelTable, or possibly even discarded.

In a further test session, the ef ciency of VisMeB was evédabby comparing the
SuperTable design idea to a traditional result list. Thithes subject of Chapter 7. An
evaluation was also made to compare our idea of a visual queryew versus a form-
based interface. This is the focus of the work of [Kle05]. #iése tests lead us to the
currently existing MedioVis framework. The advantages athitables were included in
the MediaGrid and additional features round off the system.
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6.2.3.2 The MedioVis Prototype

As described above, the MedioVis prototype was created tivéhntention of satisfying
two different user groups - "normalibrary usersandadministrative staff To meet the
rst users group's need, théridTableis implemented (Figure 6.7). The layout resembles
the LevelTable introduced in the VisMeB framework, but feieatures and visualiza-
tions are available. It is restricted to an interface thasdaot overstrain the users. All in
all, ten different levels in the two SuperTable variants ldozertainly produce an over-
head that would deter the users from further work with theesys We still have to keep
in mind that the idea of the global project was to provide desyscreated for experts, not
for occasional users. Thus, our objectives had to be adaptbd situation and the user's
abilities. Figure 6.7 displays the GridTable in its oridimarsion.

Figure 6.7: GridTable implemented in the MedioVis project to preseroimation to a
library user

The strong similarity to the LevelTable can not be ignoredfeldences can be found
in e.g. the way of changing the level of detail. A specic nuenlseemed to be less
meaningful than simple "+” and "-” buttons, supported by amical presentation as a
kind of stairway. At a later stage, the names changed fromélI@able” to "Table View”
and from "ScatterPlot” to "Graphical View”, to describe tberresponding visualization
in words the user is familiar with. In the original LevelTalithe different levels provide
different information about the data sets. Nevertheledditianal visualizations like the
SegmentView or BarCharts were omitted to minimize the numbeew techniques to
be learned.

In contrast to the GridTable, tidediaGrid can be seen as a more research oriented
development. New ideas and concepts are given a chanceeaddwaioped concurrently
with the GridTable implementation. The possibility of zaoginto single cells instead
of moving the whole data set from one detail level to anote¢he main advance in this
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SuperTable version. Additionally, further informatiorscairces (like the IMBDY) are
used to include other material like movie posters or imadgextors. The new concept
even allows the playing of a trailer in a cell. Visualizatdike the SegmentView, Bars,
or even the LocationMap can be integrated again; no speevellhas to be determined
to display them. The necessary space is de ned by the sizkeo¥isualization or the
length of the presented text, not the level that providesed keight or width for rows
and columns. Figure 6.8 shows an example displaying a postee column, a trailer in
a second, and the LocationMap in a third one.

Figure 6.8 The MediaGrid of the MedioVis project. A zoom to single caB possible,
resulting in e.g. the display of a movie poster (left columa)trailer (center), or the
location map (right column)

To nd outif users are comfortable with the MedioVis systaemther evaluations have
to be undertaken. The DROID project has therefore beenlettad. More details about
its current status can be found in the Outlook, Chapter 8.

6.3 Summary

This chapter gives a short introduction to the eld of usentered design. As part of
interaction design, several lifecycle models are intreduthat describe the complete
development process. A very important aspect is the iterapproach that leads to a
well-designed product. It is impossible to de ne requirensethat remain completely
unchanged during the whole lifecycle. Feedback has to ba&iradat by different tech-
niques, as described above. Examples of interaction andrdparadigms as well as
data-gathering techniques are cited. Furthermore, tre¥sbvdevelopment stages that the
VisMeB project went through are considered, starting withager-based mockup, to a
working system implemented in Java, i.e. the nal implenagioin within the MedioVis

lInternational Movie DataBase, http://www.imdb.com
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project. The importance and advantages of a user-centesegindprocess are explained,
emphasized by several examples. This knowledge forms a tmasinderstanding Chap-
ter 7, where a simple list and the LevelTable are compared.
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The complete implementation of the VisMeB framework folemvthe user-centered de-
sign process (see Chapter 6). This included tests using pamekups, HTML mockups
and a working system implemented in Java. But all tests f@ezlss the question, of
whether users could handle the system, whether they lileedida or not, what was good
and what was bad, and so on. So far, the question if the visi@ins used lead to an im-
provement in ef ciency, was not considered. Thereforeraéheas a need for a user study
to verify and quantify the bene ts of the SuperTable and meashe subjective user pref-
erences. As aresult, in summer 2003 an evaluation was petbas part of a Bachelor
thesis [Ger03]. The test's objective was to compare the Sade with a typical list-
based visualization such as that e.g. Google. We decidegstahese visualizations,
because at the present time only a few users are familiangtializations similar to the
SuperTable. A list or simple table presentation for resuiits database query is the usual
way to present the information retrieved from a database. THvelTable was chosen in
accordance to a heuristic evaluation made initially by texeetbpers of the system. Infor-
mation concerning the statistical background can be foonpANAO3], or [KBWOO]. A
detailed report of the evaluation will now be given.

7.1 Introduction

To guarantee the validity of usability tests, an appropratalysis is indispensable. De-
pending on the kind of evaluation, statistical methodsJiegpn a correct manner, can
ful Il this condition. In the present case, a performancgt t® compare two visualizations
- list andLevelTable- complies with the conditions. As we have seen in the praoged
chapter, the rst step in starting an evaluation is to de he goals that are to be attained.
Depending on these goals, the questions can be formulatatstoe proper results. This
can be done by formulating hypotheses. One possible hygistigethenull hypothe-
sis It assumes that there is no effect between the dependenhdependent variable.
Nowadays the use of multiple dependent and independemtblesi is usual, although the
analysis becomes more complex. In our case, the dependeableais given by time
(performance) whereas the different visualizations usistiqr LevelTable) can be de-
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scribed as the independent variable. Therefore, the nplbinesisH, and the research
hypothesid for the present case can be written as

Ho: "Concerning effectiveness, the LevelTable does not hayeadmantages over
a list-based visualization.”

H1: "One result presentation is more ef cient than the other.”

If the test participants solve the task faster with one \igaton than the other, the
null-hypothesidH can be rejected.

Typical analysis methods for usability tests like the preseme areANOVA(ANalysis
Of VAriance) andStudent's T-TestThe dependent variable is given by the performance,
I.e. the time users need to ful Il a task. The independenialde is available in two vari-
ants, visualization A (list) and visualization B (LevelTap For that reason, a Student's
T-Test or an ANOVA should be used to get a correct interpia@tatThis is conditioned
by the respective situations, which in uence the choicehef tcorresponding method. In
this case, both methods are used.

To compute the statistical analysis, the widespread anabiel SPSS system was
chosen. Among other possibilities it provides output inftiven of tables that display the
values that are most important in coming to a decision canicgra rejection or retention
of the null-hypothesis, as can be seenin e.g. Table 7.1.

Besides the correct evaluation method, there is yet ano#m@sidn to make What
kind of test design is choserfPossible test designs are thetween-subjects desigmd
thewithin-subjects desigrBoth versions are widespread and commonly applied. For the
present case a between-subjects design was chosen. Thézasans to be compared
were limited to the SuperTable, or rather the LevelTable raes possible version, and
an additionally created list visualization, based on thadgl layout of a search result
presentation such as that known from e.g. Google. All otiseralizations were excluded.
One reason was the additional training time that would haenlnecessary to work
in an ef cient manner with additional visualizations likieet CircleSegmentView, or the
ScatterPlot in its two- and three-dimensional versionse Tunctionality provided by
the system could overwhelm the user and thus confront hirh pribblems that would
lead to less meaningful results. The purpose of the VisMaBhéwork was to support
professional users at their work, so a longer initial tnagnis reasonable and acceptable.
But this extra time could not be spent on the usability tesicivis very restricted to a
speci ¢ time frame of at most two hours - including introdioct, pretest, main test, and
posttest.
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7.2 Test Setting

The test setting has to be described in different sectioesause different tests were
carried out. First of all, a pretest had to be undertaken ézklthe test setting for incon-
sistency, imprecise questions and similar, possibly distg factors. Afterwards the test
persons were asked to Il out an entry questionnaire to asitesome demographic data.
This part was followed by the main test, again split into ddeetests - the baseline test
(Test 1) and the actual main test (Test 2). Finally, a pasptes/ided the possibility of
giving feedback to the system, partly answering direct joles, partly entering free text.

7.3 Pretest

A pretest with members of the Department of Computer and imdédion Science of the
University of Konstanz lead to some small re nements, bt tifst setting itself did not
need to be changed. The test phase could thus start withptinaadelay.

7.4 Test Persons

The group of test persons consisted of 32 participants, gnioem 8 women and 24
men. The results from only 30 out of the 32 users could be usedvaluation. One

reason was that, for one user, the video recording failedthedata recorded by the
minute-taker were too imprecise without the help of the tagmording. A second data
set was removed from the group of results to be evaluatedubedhe user displayed
extreme "thinking aloud”, which was not suppressed suga@sluring the test session
and lead to long explanation breaks. All other test reswdssed into the evaluation. A
detailed description of the participants and their chastics is given in Section 7.5,
Entry Questionnaire

7.5 Entry Questionnaire

A questionnaire to gather the test persons' demograph&ldat age, sex, or education,
as well as their daily use of computers and experience wilnckeengines and the in-
ternet in general, was presented at the beginning of the Tést detailed questions and
results can be found in appendix A; only a summary will be girethis section. The
average age was 26, and most of them were students at thersityivad Konstanz. On
average, every test user spends 5 hours a day working on autempo most of the
participants considered themselves as experienced ug8rbad a university-entrance
diploma (German: "Abitur”), 15 persons were members of tlep&rtment of Computer
and Information Science. All participants were familiatiminternet search engines, es-
pecially with Google which was stated to be the favoureddeangine for 100% of the
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users. On a seven-point Likert scale the mean experientesedrch engines was de-
scribed with a value of 4.8 where 1 conforms tw”experienceand 7 to 'very good
experiencké On balance, two different user groups could be identi &the rst group
consisted of students of computer science and personsmgarkthis eld, the second of
people working with computers, but not exclusively in thisythin. To differentiate these
user classes, group one will be called experts, whereagpdwa will be called non-
experts. This classi cation will not in uence the evaluaii but explains the sometimes
diverse estimations carried out by particular test persGofiectively, all users ful Il the
pre-condition of being familiar with computers and seansires.

The entry questionnaire had no in uence on the subsequeintess but helped us
to understand the technical and educational backgroun@sisure the right selection of
test participants. As stated above, the typical users oatkailable VisMeB version are
experts, not beginners. This can be proved by the resulteadritry questionnaire.

7.6 Maintest

To compare and validate the results of the between-sulgestgn evaluation, two groups
were formed - the so calledontrol Group(CG) and théexperimental GrougEG). Mem-
bers of the groups were selected randomly to reduce thetgffaased by a speci ¢ and
targeted choice. Because of an organizational problem, &s®pg were assigned to the
experimental group and 14 to the control group. This distidn has no effect on the
results because a oneway ANOVA was used and thus the valndseceomputed by a
harmonic mean from both groups. In the rst test phase (Te#iteé Baseline Te$t both
groups had to work with the list-based visualization. Thgeotive was to reveal differ-
ences between the two groups. In the following test phassZY,ehe tasks were split up:
whereas the control group stayed with the list-based \ii#dn, the experimental group
had to use the VisMeB LevelTable visualization. To prepaedxperimental group for
the unfamiliar visualization, each group member had to lvatshort tutorial video about
VisMeB and the LevelTable. After nishing the second tesapé, the users answered a
posttest questionnaire to describe their subjective isgioas. This only concerned the
experimental group because the topic of the questionnaisctine LevelTable which was
not worked on by the control group. Additional informatioaswgained by asking ques-
tions involving a comparison between the list visualizatjohich all users worked with
in the baseline test) and the LevelTable, and thus the aggasiand disadvantages could
be determined.

To get a structured overview of the detailed test settirg5th environmenfsee Chapter
3) is used. Therefore, thasks thetype of datathetype of userthetechnical environ-
ment and thetraining period will now be described.
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7.6.1 Tasks

The tasks were the same for both groups. For instance, they agked tond a spe-

ci ¢ document compare several documents evenextract speci ¢ information from an
unknown documentThese tasks are based on the task taxonomy proposed by 8]Shn9
and can be split intgpeci ¢ fact nding andextended fact nding Three types of tasks
were used, where the rst two can be assignedpeci c fact nding and the last one to
extended fact nding

Type 1 - Search documentsspeci ¢ document had to be found, which was de ned
by concrete attributes like relevance or language. All aes had to be answered
by a base query; no additional query was to be used. Five disblee questions
fell into this category.

Type 2 - Compare documents this case the documents had to be compared by
means of speci ¢ meta-data, like size or language. Agam bidise query had to be
used. Four questions were assigned to this class.

Type 3 - Compare documents' conteimt contrast to type 2 the questions focussed
on nding a speci ¢ meta-data attribute and speci c infortiem contained in the
documents. A new query was allowed, and the aim was to ndrmédion without
scanning all result documents' content. Three questidhste this category.

All test participants had to answer twelve questions inEléven of them were to be
solved within the initial query; for the last question, aduhal queries could be made.
Query terms were established for these rst ones to avoidakes and to lay equal foun-
dations for all test persons.

7.6.2 Type of Data

A database (th&ISWehdatabase, created from a webcrawl and stored in a PostgreSQL
databasée including a variety of additional metadata) containing @b?2000 websites
concerned with the eld of geographical information sysse(®IS) served as a base for
the test questions. To ensure a manageable size (as regafdstance and the docu-
ments' relevance) a subset of 300 documents was chosen @ued st a separate le.
This was used to supply the result documents.

7.6.3 Type of User

All test persons could be classi ed as experts in the eld ofmputer and search engine
use, although their knowledge of the speci ¢ domain of gapgical information systems
was very limited. No site planner or other GIS expert was Iveo.

http://www.postgresgl.org/
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7.6.4 Technical Environment

An of ce of the Department of Computer and Information Scieserved as the usability
test laboratory. It was tted out with the test computer, & T8T screen, a video cam,
and a mirror. The computer was equipped with a 1.6 GHz processl 512 MB RAM,
which are the most relevant computer characteristics itapofor the test. A screen res-
olution of 1280x1024 dots ensured an excellent image. THeovcam was located to
record the user's actions and the screen at the same time ug®eoé insuf cient com-
puting performance, an additional screen recording via@esccam was ruled out. The
environmental conditions were nearly the same for all pgaints. Figure 7.1 shows the
structure of the usability lab that we used.

Figure 7.1 The Usability Laboratory at the Department of Computer arfdrmation
Science, used in the usability tests described.

To provide a consistent test environment, a list-based wawincluded in the existing
VisMeB framework. It was implemented as an additional vigasion that could be
started after entering the query terms. Consequently it wasiple to decide if the list or
the LevelTable visualization would be used to display therde results. The list-based
view was implemented very similarly to the well known Googisult-set presentation.
Every page displayed ten result hits, ordered by relevahdditional attributes like size,
language and server type were shown, based on the metares¢amied in the LevelTable,
to provide equal conditions. Opening a document could beaet by a simple click that
opened a new window to display the content. In the case ofaliellable this feature was
implemented by the additional BrowserView for viewing thetamt of the document.
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7.6.5 Training

A short training period was used to explain the LevelTabéaitb the experimental group.
Therefore a small video was presented that introduced tagable features. No hints
concerning the tasks to be solved were given in order to avdidtortion of the evaluation
results.

7.7 Posttest

After the maintest, the users were asked to Il out a postjesistionnaire to report their

subjective opinion of the LevelTable. As a consequence dhbisstionnaire was only

handed out to the experimental group, because the contopgras not confronted with

the LevelTable visualization. Test 1, which was intendeestigate differences between
the control and the experimental group, offered the chaoicthé experimental group to

draw a comparison of the two visualizations used. This way,stubjective impressions
of the participants, as well as the advantages or disadyesitaf the single visualizations,
became visible.

7.8 Test Results

To compare the test results SPSS 11.5 was used. A StuderestTor the baseline test as
well as a ONEWAY ANOVA for the second, main test found theimmito the evaluation.
Results are displayed in the form of barcharts (to demomstingt mean value of the total
time for ful lling the tasks), boxplots (to consider the thigution of single test users and
detect outliers), and tables. In combination, they delavgood overall impression of the
complete test results.

7.8.1 Testl - Baseline Test

As a rst step, the differences between the control and theeermental group should be
analyzed. A Student's T-Test was used for the results oftdsts This is meant to com-
pare the average time the two groups took to complete alktake mean time for the

control group to solve the ten baseline test questions wa8ss8tonds. In contrast, the
experimental group needed 382 seconds for the same problenulktion (see Figure

7.2).

When executing an ANOVA using a given con dence interval o#@,o signi cant
difference could be discovered. The exact results can beisdable 7.1.

To investigate the results for outliers a boxplot was usedr/igualizing. As can be
seen in Figure 7.3, two extreme outliers could be detected.
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Figure 7.2 Comparison of the mean values for total time at the basediste t

Table 7.1 ANOVA for total time within the baseline test
SuMm OF MEAN
DF F SIGNIFICANCE
SQUARES SQUARE
BETWEEN GROUPS | 31823.106 1 31823.106 | 2.869 | 0.101
WITHIN GROUPS 310592.835 | 28 11092.601

ToOTAL 342415941 | 29

Furthermore, ve outliers in total were detected: test pass9 and 12 of the experi-
mental group and test persons 4, 14, and 17 of the contropgmy removing the cor-
responding values from the result computation, the mearegadf total time are brought
almost level. For the experimental group, it was a reduabb#0 seconds in the mean
time, which leads to a value of 342 seconds. The value forgh&al group did not differ
so markedly; only a reduction of 11 seconds could be receghieading to a mean value
of 305 seconds. Just as before no signi cant difference eetwthe two groups could be
identi ed. Statistically, both groups required the sameoamnt of time (see Figure 7.4 and
Table 7.2).

Table 7.2 ANOVA for total time within the baseline test, excludingetbutliers
Sum OF MEAN
DF F SIGNIFICANCE
SQUARES SQUARE
BETWEEN GROUPS | 8138.359 1 8138.359 | 2.468 | 0.13
WITHIN GROUPS | 75844.755 | 23 | 3297.598

TOTAL 83983.114 | 24
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Figure 7.3 Boxplot showing the total time for the baseline test

Figure 7.4 Comparison of the mean values for total time for the baséért excluding
outliers

The results of the baseline test con rms a non-signi carffeslence between the con-
trol and experimental group. The assignments of test psremthe two groups could
therefore stay the same for Test 2, the real main test.
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7.8.2 Test2 - Main Test

In the next step, a ONEWAY ANOVA was employed to compare theugrresults of
Test 2. A comparison of both, i.e. the full amount of time ibkaeach group to solve
all tasks and the average amount of time spent on each taskexeauted. It should be
mentioned that those tasks that were completely correatljefd were included in the
evaluation. In this case the missing values were replacedégnean value of remaining
group members. As a result, small distortions can arisedobmpute a total time this
approach was unavoidable.

7.8.2.1 Results concerning the total time of task completio

Figure 7.5: Comparison of the mean values for the total time for the mesh t

Concerning the time the groups required to nish all taskg, tivo are almost the
same. For the control group, a value of 591 seconds was cedhpuhereas the experi-
mental group needed 598 seconds as displayed in Figure Bvio@ly the ANOVA (see
Table 7.5) shows no signi cant difference. This would melaatthe null hypothesis can
be con rmed.

Table 7.2 ANOVA for total time within the main test

Sum OF MEAN
DF F SIGNIFICANCE
SQUARES SQUARE
BETWEEN GROUPS | 368.757 1 368.757 0.008 | 0.931

WITHIN GROUPS | 1344691.152 28 | 48024.684
TOTAL 1345059.909 29
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Nevertheless, the standard deviation in the experimenbalpgis very high (272 sec-
onds compared to 115 seconds in the control group), which isdicator for outliers.
By means of a boxplot (see Figure 7.6) it is possible to maksetlvariances visible and
eliminate them. All in all, six outliers could be detecteduf within the experimental
group (one positive - test person 5, and 3 negative - tesbper8, 12, and 13) and two
within the control group (one positive - test person 17, anel wegative - test person 29)
that almost balance. This can be seen in the very small difter in total time before (591
seconds) and after (573 seconds) removing the outliers.

Figure 7.6: Boxplot showing the total time for the main test

Without the outliers the results change: now, the expertaiagroup is clearly faster
than the control group. The values are 455 seconds vs. 568dgaespectively, as can
be seen in Figure 7.7.

In addition, the ANOVA (Table 7.4) reveals a signi cant difence between the groups:
the LevelTable visualization is considerably faster thamnlist-based one. Taking a closer
look at the three most obvious extremes (test persons 93},4t vas discovered that two
of them (test persons 9 and 12) had already appeared asiexsegptTest 1, which sup-
ported the decision to exclude them. The extremely smalievaf signi cance of 0.002
lies far below the level of signi cance of 0.05, which demtmases a really signi cant
difference between the experimental and control group.

The use of a completely unknown visualization like the L&able almost cerainly
explains the appearance of more outliers within the expartal group than were found
before. A detailed look at the different types of tasks aflayg to nd the speci c types
for which the LevelTable has an advantage over the list Vizatgon.
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Figure 7.7: Comparison of the mean values for the total time for the mest excluding
the outliers

Table 7.4 ANOVA for the total time within the main test, excluding digts
Sum OF MEAN
DF F SIGNIFICANCE
SQUARES SQUARE
BETWEEN GROUPS | 83025.830 |1 83025.830 | 12.998 0.002
WITHIN GROUPS | 140530.064 | 22 | 6387.730

TOTAL 223555.894 | 23

7.8.2.2 Results concerning the time for completion of singltasks

Very often systems can prove their strengths and weaknasspsci c task areas. Some
are better suited than others. To test the possible adwestaith regard to special appli-
cation scenarios, the test questions were divided intetba¢egories containing twelve
guestions in all. These different classes search documentgsompare documentand
compare documents' conterals mentioned above. On the following pages, an overview
of the results for each category is given to detect any adgastof one or other search-
result presentation.

Question Type 1:Search Documents This category contained a total of ve questions.
As can be seen in Figure 7.8 the mean time for solving the mqunssivith the LevelTable
is de nitively lower than the time for working with the lisThe task completion times of
87 seconds and 125 seconds imply a signi cant differenceden the two presentations,
which can be con rmed by the ANOVA (Table 7.5).

A value of 0.008 implying a signi cance level of 0.05 provétsigni cance clearly.
The search for outliers with the aid of a boxplot (Figure ‘hB)ceeded without a result
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Figure 7.8 Comparison of the mean values for task type 1

Figure 7.9 Boxplot showing time values for task type 1

for either the rst or the second group.

The table structure, and in particular the sort functiord &atrong in uence on this
very positive result for the LevelTable. In this way, the éito search for speci ¢ meta-
data could be minimized. In spite of the positive effect & ort function, it included a
drawback. For a correct sorting order, the documents' ndraes to be spelled correctly.
A leading space can put a document right at the top for no appaeason. This caused
some irritation for the test users. They did not notice tlaglieg space and thus were
astonished when the document being searched for was nad fuits normal (and, by
lexicographic sorting, expected) position. Another draaskbowas in a missing history
function. Renewed access to previously opened documerttg iiist presentation could
de nitely be carried out faster. All in all, this type of taslaused the least problems.
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Table 7.5 ANOVA for task type 1
Sum OF MEAN
DF F SIGNIFICANCE
SQUARES SQUARE
BETWEEN GROUPS | 10482.824 |1 10482.824 | 8.262 | 0.008
WITHIN GROUPS | 35525.262 |28 | 1268.759

TOTAL 46008.086 | 29

Question Type 2: Compare Documents In contrast to the rst category, the type 2
question provided a different result. The four questionesvemswered in a mean time of
134 seconds within the experimental group whereas theaarup ful lled the tasks a
little faster in 122 seconds (see Figure 7.10).

Figure 7.1 Comparison of the mean values for task type 2

Nevertheless, no signi cant difference could be deteatddch is visible in the ANOVA
in Table 7.6. A value of 0.437 is obviously higher than theegigigni cance level of 0.05
for a con dence interval of 95%.

Table 7.6 ANOVA for task type 2
Sum OF MEAN
DF F SIGNIFICANCE
SQUARES SQUARE
BETWEEN GROUPS | 1214.333 1 1214.333 | 0.621 | 0.437
WITHIN GROUPS 54769.391 | 28 1956.050

ToTAL 55983.724 29

Again, no outliers could be detected from the respectivelmiigure 7.11. When a
given document set had to be compared it had rst to be coyntbitch had to be done
repeatedly in the majority of cases. Although a sort functicas implemented in the
LevelTable, no Iter function was available. This could beeoreason for the compara-
tively poor results for the LevelTable visualization. Irtah no group had problems in
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Figure 7.11 Boxplot showing time values for task type 2

solving the tasks, but sometimes wrong answers arose. Aenaesf numbering lead
to complications when a speci ¢ number of documents had tocdeted. In contrast,
the list always presented ten documents per page, which thad®unting of documents
very easy. Another drawback was the lack of a provision foltigia sorting. When users
expected this feature they chose an incorrect document ¢banting was required, the
LevelTable enabled a signi cantly faster solution of thektdhan the list did.

Question Type 3: Compare Documents' Content So far, no outliers were detected
although the presentation of the mean value for total timeask completion included
more than one. This indicates a cumulative appearance lédsun this kind of question
category. If we consider the mean time to complete quesyiom 8, no distinctive feature
becomes visible. The experimental group needed 377 sectorsidve the tasks in this
third category, the control group only 345 seconds (seerBigLL2).

Figure 7.12 Comparison of the mean values for task type 3
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Even though the control group could answer the questions fadier, the ANOVA
(Table 7.7) provides no signi cant difference. The valueddd2 compared to the signi -
cance level of 0.05 allows this conclusion to be drawn.

Table 7.7 ANOVA for task type 3
Sum OF MEAN

DF F
SQUARES SQUARE
BETWEEN GROUPS | 7524.077 1 7524.077 | 0.251 | 0.62
WITHIN GROUPS | 838064.773 | 28 | 29930.885

TOTAL 845588.85 | 29

SIGNIFICANCE

To investigate if outliers are present, a standard devidias to be done. It provides
a result of a 212 seconds deviation for the experimentalgvaereas only 98 seconds
for the control group could be measured. In the present thsdyoxplot (Figure 7.13)
presents obvious deviations shown by the cumulative ooceref outliers.

Figure 7.13 Boxplot showing the time values for task type 3

If all these outliers are removed from the evaluation, a detefy different picture
appears. In this case the experimental group is able to anbeguestions in less time
than the control group. Figure 7.14 displays the correspgndalues of 261 and 321
seconds, respectively.

The ANOVA (Table 7.8) con rms the signi cant difference regnizable in the value
of 0.012 for a signi cance level of 0.05.

All in all, most errors occured in this type of task. The ladkeapert knowledge
of the task domain was probably one cause of the bad resukn Ewsers found the
correct answer, they were not sure if this answer was thecoone. Reading a complete
document was often done only reluctantly. Noticeable isféoe that more participants
from the control group aborted reading the complete doctirtiean participants from
the experimental group, who always tried to nd a solutionhi@her motivation to nd
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Figure 7.14 Comparison of the mean values for task type 3, excludingevat!

Table 7.8 ANOVA for task type 3, excluding outliers
SuMm OF MEAN
DF F SIGNIFICANCE
SQUARES SQUARE
BETWEEN GROUPS | 21918.844 | 1 21918.844 | 7.476 | 0.012
WITHIN GROUPS 64503.239 | 22 | 2931.965

ToOTAL 86422.083 23

the solution was noticeable, but a connection between tie & visualization and the
respective motivation can only be investigated by anotsrfbcussing on this topic.

7.8.3 Posttest Results

The purpose of the posttest questionnaire was to investigatsubjective impressions of
the experimental group members. The design as well as thdityswas rated with the
aid of a seven-point Likert scale. The layout of the graphis&r interface was rated as
understandable (mean value of 5.61 whkre layout is very incomprehensibend7 =
layout is clear and understandaBleThe colors used were also rated positively with a
mean value of 6.11, whede= color usage is very unpleasaahd7 = color usage is very
pleasant The navigation was also rated quite highly and reached a wadae of 5.11,
wherel = navigation is de nitely not intuitiveand7 = navigation is de nitely intuitive

If the participants were asked if they felt lost, the answarsed. The mean value was 4.0
(wherel = I never felt lostand7 = | always felt los}, the standard deviation being 1.9.
Further questions asked if the participants would like tokwwith the LevelTable on a
daily basis. The advantages of the LevelTable in contrasigoGoogle were asked about
and nearly all test users stated that they could imagine satuations in which a list
presentation like the one known from Google was inferiorh® lLevelTable. Fourteen
out of eighteen people who tested the LevelTable could imeagsing it on a daily basis.
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Detailed information on the posttest results can be readser(3].

7.9 Summary

This chapter described the comparison of the LevelTablé&wik integrated in the Vis-
MeB framework and a simple list such as is familiar from eksaled websites like e.g.
Google. In summary, the LevelTable does not have to be hiddery! The results are
very positive and encourage the further development ofdbas presented.

As regards the single tasks, the results are as follows:xjperienental group completed
six of the twelve assignments signi cantly faster, two ot (including extremes: three)
signi cantly slower, and concerning four tasks (includiextremes: three) the two groups
were level. Three categories of problems caused by the Tabld visualization were dis-
covered. One dif culty resulted from the subject matter,emgraphical database, which
was almost unknown to the participants; hence reading andectiand extracting infor-
mation was complicated. Another key problem was caused byI®B, which serves to
show the documents. In the beginning, not all users weretabl@®rk out how the Lev-
elTable and the browser were connected. The third, and bgygblem was that the doc-
uments in VisMeB are not numbered. This was especially probtic when users were
asked to analyze a speci ¢ number of documents, e.g. theiZe sf the rst ten docu-
ments. Another problem occured in coordination with the Brexview used. The mouse
position determines the particular document that will bevainin the BrowserView. If
the mouse moves over another document, the display chamgesdiately. To x a doc-
ument in the BrowserView, the context menu and the menu it&ddTo BrowserVietv
had to be used. Without this technique, errors were madeaibeassers thought that they
were viewing a different document than was, in fact, the case

Altogether, the evaluation of user satisfaction was a ssgprAll participants could en-
visage a working situation in which VisMeB would be supetmg list presentation. The
majority of the eighteen experimental group members comdsage using it on a daily
basis. Since none of them had had any prior knowledge of VigsMl@s result is quite
astonishing.

This leads directly to the next chapter, which describehé&rrideas that could be incorpo-
rated and tests that should be done. Test already condastee|l as various discussions,
lead to the points outlined in Chapter 8.
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Although the models performed well during evaluation, ¢éhir still some work to do.
Further evaluations have to be done, in particualar to gonthat the combined use
of multiple coordinated visualizations and the granuwadoncept really improves the
information-seeking process. A study to investigate us@alsior is currently being done
within the DROID (Dynamic Remote Operation Incident Deteg)iproject®. It is part
of the VisMeB system and logs user actions in the MedioVisieer. In fact, MedioVis
is installed on several computers in the University libratyKonstanz for test purposes.
Thus, we are able to observe typical users during their aeoik i.e. when they are not
under pressure of participating in a lab based experiment.

Some design aspects that are mentioned are implementeg ih&tdeads to discussions.
One example refers to the zoom function available in thet&gqaot. In this view it acts
like a Iter, because all data points that are not positiomethe zoom area disappear. In
contrast, the SuperTable stays unchanged. This behaveim@emented as a design
decision (to keep the overview in the SuperTable) but nbeéssts it contravenes the Rule
of Consistency, because it does niotéke the states of multiple views consistent
Another consideration concerns the best location for that&qlot. Should it be placed
on top of the SuperTable because of its overview functiois, ibbetter to leave it below
because the detailed information is shown in the table andabably used more often?
All these questions can only be answered by further uses.test

Two further ideas that could improve the concepts preseimnéed are proposed and
will be investigated more thoroughly in the following twocsiens.

8.1 Similarity

A broadened extension of the semantic similarity impleraénwithin the DocumentU-
niverse could also be implemented within SuperTable ort&dalbt. As an illustration,
take the following situation: Tim Herzog (the architectrfr&cenario 1, Section 1.1) has

Ihttp://hci.uni-konstanz.de/index.php?a=research&bjepts&c=1810659&lang=en
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found an interesting data set and wants to know if there amgegidata sets that conform
to his requirements. Opening the context menu could prawieéunction "Find Similar”
which would initiate the following process:

1. In the SuperTable the selected data set moves to the tbpe tdiltle and all similar
data sets follow, ordered by the degree of similarity. Thedees are already com-
puted by the LSI algorithm used in the DocumentUniverse d@oikd in a single
matrix row with respect to the selected data set.

Another possible arrangement could center the start doctuamel arrange all sim-
ilar ones above and below (e.g. the most similar one row glitbeesecond most
similar one a single row below, the third one two rows abowe smon). This idea
was already discussed but discarded. The inconveniemtggmaent could confuse
the user and the mode of reading (one row up, two rows dowee tfows up, four

rows down, and so on) would be made unneccessarily dif cult.

2. In the Scatterplot, different variants are conceivabtli@ée initial situation is dis-
played in Figure 8.1. A set of 17 items is visible; one datanpin the upper right
corner is selected, marked by the blue Il color. Possiblkeat of the similarity
function are:

(a) A similarity slider appears to de ne a threshold valueg&igure 8.2(a)). The
data points that are not de ned as similar (by falling beltw threshold value,
which should stay in the interval [0,1) for normalized vapean be dimmed
or completely faded out to emphasize the similar, and heagemtly impor-
tant, data points. Moving the mouse over a speci ¢ point eauke similarity
value to appear, or labels can be set if the display is stdln@adable mode. In
this way the context remains constant. Direct manipulalipithe threshold
slider allows the user to nd a meaningful boundary very glycdepending
on the corresponding application scenario.

(b) In a similar way to the SuperTable scenario, the datatpaan arrange them-
selves around the selected point in concentric circleskggpee 8.2(a)). The
radius depends on the value of similarity, the exact pasisade ned by the
number of dots on the same circle and the neighborhood. rilssipoints
have to be dimmed out to emphasize the focussed ones andoxesidpping.
To gain more space for the concentric circles, the selecual pbint should
move to the center unless enough space is available aroarmitrent posi-
tion. If necessary, a logarithmic placement can be usedad@lliantage of this
version is the directly visible similarity value, while asddvantage is the lost
context, i.e. the axis labeling is invalid.

Both approaches offer advantages and disadvantages. Tihenesretains the context,
but similarity is only visible by added labels or tooltips.
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The second approach is attractive because of the diresilyl@ipresentation of similarity.
Nevertheless, the context is lost, which in turn increaBesognitive load for the user.

Figure 8.1 The initial situation for the semantic similarity scermawith the selected data
point at the upper right corner

(a) (b)

Figure 8.2 Semantic similarity visualized by dimming out non-simittata points (left
side) or concentric circles (right side)

However, if one of these semantic similarity implementagics used, different kinds
of similarity should be de ned:

1. Similarity concerning the complete data set
2. Similarity concerning a single metadata, i.e. only a pathe data set

Version 1. obtains its values as mentioned above - from teeiqusly computed LSI
matrix. For the second version a new similarity functiont tb@culates similarity with
respect to a speci c metadata has to be de ned. These proaldd#ional costs but can
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de nitely offer strong support to the user. E.g. if a siterpiar is only interested in a
speci c area, he does not want to get data sets in which aliribé&data (e.g. resolution,
price, format, a.s.0.) except for location is the same. &loee, it is meaningful to pro-
vide this additional possibility.

8.2 Dimension of Interest

Further ideas to improve the VisMeB approach concern thieduiction of aDimOl - the
Dimension of InterestThe introduction of the DimOI can be seen as a three-dimeasi
extension of the representation matrix introduced abose §ection 4.4). Working with
a database enables the user to create different views orathe An example will clar-
ify the approach. Recall Scenario 3, which introduced theianscience student Daniel
Beck, who is looking for information concerning the topic o$ lhomework, an essay
about Charlie Chaplin and his most famous movies. Let us askerhas already found
the movies he was searching for. While he scans the contemndiah to "The Great
Dictator” the namelack Oakiecatchs his eye. He has already heard this name before,
but he does not remember in which context. To get more infaomabout Mr. Oakie he
clicks on the name in the table. This describes the moment Wigedimension of interest
is changed. So far Daniel was interested in movies, espetidhose concerning Charlie
Chaplin. Now he switches his interest from this topic to a lmgrson, in this case Jack
Oakie. The dimension "movie” has switched to the dimensjoerson”. Hence, it is no
longer the movies and information about them like languages of media, or signature,
that are in the foreground, but the person Jack Oakie andhir@tion about him like age,
nationality, curriculum vitae and movies he was involvedwhich seems to be similar
to the rst query concerning Charlie Chaplin but is not). Theus is set on the person
himself, not on the movies he took part in, although thisrinfation is provided. In this
case, Daniel nds out that Jack Oakie was responsible fospieeial effects in the movie
Devotionfrom 1946.

How the information will be displayed is a further topic tihais to be considered. One
design variant proposes a new window that appears with alintformation concerning
the respective person. It can be implemented as a windowctitathange its size, be
moved around, and closed if necessary. Although this pesvallot of freedom because
other information is still visible in the background, it ¢ams a drawback - the structure
of the table is abandoned.

A second variant could include the new data in the same tablaare precisely, in the
same cell. The structure is unchanged; no additional wisdappear. To emphasize the
fact of leaving the dimension, the cell could be displayed &sd of Post-it note, clari-
ed by a 3D effect. In this way, the impression could be coreewf pulling something
out of the cell. To provide enough space for the informatibis necessary to enable a
magni cation (and a reduction, respectively) of the cedize.
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Figure 8.3 Adding a third dimension to the representation matrix

Both variants have their advantages and disadvantagessso st should be planned
to shed light on this topic.
Figure 8.3 illustrates the idea acting on the previouslsouiticed representation matrix.



200 OuUTLOOK



9] CONCLUSION

The problem of nding important information in an effectivef cient and user-satisfying
manner is still a signi cant one. Visual information-seegisystems try to provide appro-
priate support by reducing the cognitive load for the useemtonfronted by thousands of
information chunks. The use of visualizations is more andenom the increase because
of their advantages over pure text presentations. Althdypital information-seeking
system users are familiar with textual results, tests mtdlie advanced ef ciency and
effectiveness of applications using visualizations.

The great variety of techniques and systems from the eldhédrimation visualization
lead to a very impressive demonstration of the developmaritss domain. In Chapter
2, techniques, used in the VisMeB system, are presentedlbasnvesualizations that had
a profound in uence on the development. The informatioakéeg mantra Overview
rst, zoom and lter, then details on demahtas a marked effect on the choice of visual-
izations, e.g. by choosing a scatterplot to provide a cotapeerview of the entire data
set. Multiple coordinated views, their use and their eBeptayed a very important role
in this work. The allocation of different views to exploreettlata from different perspec-
tives, as well as the possibility of choosing the speci anaBzation that is a better t for
the given situation or is preferred by one user group, pewade of the main advantage
for multiple coordinated views. Various views are used & WisMeB approach to sup-
port the typical user while working in the eld of informaticseeking.

The free adaption of application domains supported by tisadliCon gurator provides
another advantage of the system. Although the visualizatawe tailored to speci ¢ sce-
narios, the independent implementation makes it easy tptatla application to any
arbitrary domain. Meta-data can be assigned to visuatizatin a way that allows a user
to determine the layout that ts his own needs. Pre-settalgsys have to be performed
(e.g. by an administrator), nevertheless adjustmentsaagte execute.

Meta-data, as one main basis for a concrete and ef cientkedrimportant information,
is gaining more and more in uence. The preparation of thelalvke data reaches a sig-
ni cance almost equal to that of the data basis itself. Reaythe mass of information
to manageable chunks was another aim this thesis followetiwas brought about the
granularity concept. A semantic zoom into the data of irgiepeovides an ef cient way
to separate useful from useless content. The more a useeissied in data that seems

201



202 CONCLUSION

to be important, the more details he can achieve.

A combination of both conceptsultiple coordinated viewand thegranularity concept
leads to an enormous advantage over simple informatiokirggeeystems like search en-
gines available in the Web. Research results in the eld of bedavior demonstrated
that, on average, only the rst 20 results (i.e. the rst tvasult pages if a page displays
ten results, which is common for current systems) are egdlby a user. The problem of
context switching (from one page to another or from the lisktb the respective page)
is reduced by the table presentation that was chosen for&issM

A large variety of interaction techniques were implemertechake the framework easier
to use. All of them are common and proven and therefore peogmbd preconditions
for a smooth method of operation. Although there is alwaysféort in learning to work
with new applications that differ from the ones that useesumed to, the investment time
is worth it, as the evaluations showed. This procedure miquissible to remove or min-
imize dif culties in the kind of interaction, and use of theg@ication during the design
process. To decrease the learning effect and further itgglmbblems, many user tests
were conducted during the development of VisMeB, from therbegg up to the nal re-
lease, directly following theliser-centered design procés®rototypes were built in the
form of paper-based or html mockups as well as fully devedojeva prototypes. Each
development stage was accompanied by a user test that elpetfailures, undetected
by expert users or developers because of their strongaeladj and involvement in, the
design process.

The last user test that compared a simple list presenta®ikr{own from Google) and
one version of the SuperTable (one main visualization ofiMB) justi ed the hopes that
existed when starting the development:

The VisMeB framework supports the user in an effective,aiiciand user-satisfying
manner during the information-seeking process
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A APPENDIX

This chapter includes a detailed description ofte) mathematical backgrourfdr com-
puting semantic similarity maps introduced in Chapter 2 antthé visualizations of the
VisMeB frameworKChapter 3), that are not presented in detail so far, but texess
relevant.

A.1 Semantic Similarity Maps

The rst step will be to present the exact procedure for apgthe LS| algorithm:
Let t be the number of index terms adthe number of documents. Thus, the term-
document matrix can be described as ad matrixM and can be decomposed into the
product

M = TSD° (A.1)

whereT andD have orthonormal columns aglis diagonal.T is the matrix of the left
singular vectors, i.e. the matrix of eigenvectors of theasgusymmetric matriMM ©
received from the term-term correlation matrix.is the matrix of right singular vectors,
i.e. the matrix of eigenvectors of the transpose of the d@sirdocument matri¥ M ,
and S is the diagonal matrix of singular values. The SVD cdhic be described by
decomposing the d matrixM into thet m matrixT,them m matrixS, and the
m dmatrixD, wheret describes the number of rows (i.e. number of term#$)1of the
number of columns (i.e. number of documentsMof andm the rank ofM , where

m  min(t;d) (A.2)

To obtain a smaller matrikl s which is closest in the least square sense to the initialixatr
M, thes largest singular values & have to be kept, all others (i.e. the smaller ones) are
set to zero, the corresponding columnslodndD are deleted. Thus, the reduced model
can be presented as

Mg = TsSsDy (A.3)

wheres; s < m describes the reduced space dimensiondlgys at s matrix, Sg an
s smatrix,andD2ans d matrix. The correct choice &fis a critical point. On the
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one hands has to be large enough to represent the original data'statejon the other,
it should be small enough to Iter out unimportant details.practice, the parametsiis
chosen such that it leads to good retrieval performance.

The coordinates of points that represent the documentsexnts tin thes dimensional
space are given by the rows of the reduced matrices of singatgors. To compare
corresponding objects, dot products can be used. The ntes¢sting case in the current
context is the comparison of two documents. This relatignshn be computed by the
equation

MM = (TsSsD)YTsSsD)
= DsSsTITSsD?

DsSsSsD?

= DsS?D?

(A.4)

This implies the computation of elemefitj ) by taking the dot product between rows
andj of matrix DS, describing the relationship between documeartid documernt. In

this case the rows of2;Sg matrix can be seen as coordinates for the documents. Because
S; is diagonal the positions of points are the same if we @akes coordinates or, with

a small exceptionD sSs: the corresponding diagonal elementSfshrinks or stretches

the axes in proportion. Thus, a layout can be computed fovtiuée document collection.

The Self-Organizing Maps , introduced by Teuvo Kohonen (§i€eh97]), are the
second focus of investigation in this context. Althoughlthyut provides a similar effect
on the user (i.e. semantic similarity is strongly relatedloseness), the algorithm works
in another way.

Let m; be an ordered set of vector modetsthe input vectorc = ¢(x) the unit that is
most similar tox, i.e. the BMU. To calculate the Euclidian metric is generally used,
which leads to the following formula:

c= minfkx mjkg (A.5)

If t describes the time, i.e. the sample index of the regressam this formula can
also be written as:

kx(t) mck k x(t) mi(t)k8i (A.6)

When the BMU is determined the learning process is startedhiohwthe BMU and
its neighbors learn from the input. This is de ned by theighborhood functiom. h
will become smaller with increasing distance from the BlllAdditionally, h decreases
in dependency with the time This leads to a well de ned structure of the map at the
beginning of the process and only ne-tuning at the end. Tdhepéion of a unit during
the process at the time starmthus can be described as:

mi(t+1) = mi(t) + ha()[x(t) mi(t)] (A.7)
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A typical neighborhood function is the Gaussian function:

kri rck

ZT(I) ; (A.8)

hci (t) = (t)eXp
where0 < (t) < 1 describes the learning-rate factor,2 R? andr, 2 R? are
two-dimensional vectors de ning the position in the digptaid, and (t) corresponds to
the neighborhood distance.tlincreases, (t) and (t) both decrease.
A more simple version of the neighborhood function can bétamias:

(t) if kri rck<r(t);

h.(t) =
ai(t) 0 else

(A.9)
wherer (t) de nes the monotonically decreasing radius aroand

After a couple of iterations, regions of similar inputs aoenfied as connected areas
within the map. This leads to a layout like that shown in FegRr32.

The last algorithms presented in this context work vitice-Directedand Energy-
Based PlacementA precondition for these algorithms is a given graph= (V; E) of
verticesV and edge&, connected and undirected.

1. Force-Directed Placement
Letp = (pv)v2v be the vector that describes the vertex posipprn= ( Xy; Yv).
The Euclidean distance between positippsandp, is described by the length of
the difference vectop, py, denoted agkp, pyk. In addition, the unit length
vector g E” which is directed fronp, to p, is referred to apgp,. In his spring
embedder model, Eades [Ead84] describes the operatingsfdncthe following
equations:

frep(Pus Pv) = Pabv (A.10)

c
kpv  puk?
whereu; v are non-adjacent vertices that repel each otherand a repulsion

constant . In contrast to these repelling forces the spongek can be described as:

Kk uK
1:spring (pu; pv) =C IOg% Paty (A-]-l)

wherel is the natural length of the spring angl,. controls the spring's strength.
We now have to turn to the algorithm to arrive at an adequateuta The aim is
to reach a system at equilibrium. Therefore, the vertextipos are decisive. If
the system is not in equilibrium, internal stress is impli&dis can be changed by
moving the vertices in accordance witmat force vectolF,(t) at a timet. F,(t)

is computed by the sum of all repulsive and spring forcesithaence vertexv.



216

APPENDIX

To position all vertices in a correct manner, 1i84(t) has to be calculated for all
v 2 V, then the vertices are movedtimes this vector to prevent an excessive
movement. After a set of iterations, the system reacheshkdestéate where no
local improvement is possible. The pseudo code of Algori®pning Embedder
describes the procedure. Many faster variations of thisralgn are known. The
interested reader is therefore referred to [KWO1].

Algorithm: Spring Embedder

Input:
connected undirected gragh= (V; E)
initial placemenp = (py)vav

Output:
placemenp with low internal stress

for t =1 to NUMBER OF ITERATIONSdo
forv2 V do p

P
Fu(t) = u:fuvg2E ffep(pu; pv) + u:fuvg2E fspring (Pus V)
forv2Vdop,=p.+ Fu(t)

. Energy-Based Placement

As mentioned above, the second approach isrargy-baseglacement. In con-
trast to a movement of vertices as in the previous case, @ssiple to minimize the
system's global energy directly. Thmtential energyf a spring of natural length
|, strengthc , and actual lengtd can be de ned as

Uspring (d) = ¢ (d  1)? (A.12)

To obtain the resulting objective function of the globalgyevarious computations
are known. Examples are given by e.g. [KK89], or [DH96]. [K¥&le ne the
objective function by

X c

—— (k uK 1 ds(u;v)?; A.13
oy Ga(Puip)? (kpy P c(U;V)) (A.13)

U(p) =

wherec is a scaling constantis (u; v) the length of a shortest path betwaeand
v, andl the ideal length of a single edge.
In [DH96] the potentials for repulsion and attraction areakated by

Uatr (PusPv) = Car KPPy Pu K (A.14)
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and
Urep(pu; ) = % (A.15)
kpy  puk
which leads to a spring potential of
Uspring (Pu; Pv) = Uawr (Pu; Pv) + Urep(Pus Pv) (A.16)

for pairs of adjacent vertices.
To compute a local minimum of the objective functisimulated annealing used.
This model provides an analogy between the physical praxdfesmsnealing, i.e. the
way in which a metal cools and freezes into a minimum energstaliine structure
and the search for a minimum in a more general system. Thetay@of simulated
annealing is the fact that a captivity in a local minimum isided. Two main steps
characterize the algorithm: change of temperature and atatipn of the energy
level at this temperature. If a candidate solution is gienew one is obtained by
modifying the current one. For the case in which the new swiuesults in a lower
value of the objective function, it becomes the new candidatution, otherwise it
becomes the new candidate solution with only a speci ¢ phdkga e, where

U is the amount the objective function increased, and¢ 0 is atemperature
parameter T is used to enable the algorithm to transcend energy bowesdi
nd a solution that is likely to be better "behind” this bouany. The temperature
is under the control of eemperature schenw temperature schedulingThus, the
optimization starts at a high temperatdigwhich means that a large percentage of
random steps resulting in an energy increase is acceptéel. &Asuf cient number
of steps has been completed, the temperature is decredgde¢deimal temperature
Ttina IS reached. Usually, one of the following two cooling schedus used: a
linear cooling schedule

Thew = Tog  dT; (A.17)

wheredT is a xed value to decrease the temperature, @r@portional cooling
schedule
Thew = C Toig; (A.18)

whereO<c< 1.

To describe the algorithm more precisely, the pseudo-cédtgotithm: Simulated
Annealing” is presented below.

Algorithm: Simulated Annealing

Input:
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graphG = (V;E)
initial placemenp = (py)v2v
Output:
placemenp with locally optimal valueJ(p)

while T > THRESHOLDdo
forv2 V do
poId =p
Pv =Pt random
if U(p°9) < U (p) then
with probabilityl eY®™) Y0 resety = pold
reduceTl
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A.2 VisMeB Visualizations

In Chapter 3 various visualizations included in the VisMe@fiwork are mentioned, but
not described in detail. This will be done in the followinggens.

A.2.1 ScatterPlot-2D

The ScatterPlot (see Figure A.1) is a two-dimensional doatd system enhanced by the
possiblity of allocating the x- and y-axis every kind of nedéa used in the current con-
text. It eases a comparison of data set properties like aig, dize or relevance. Single
data points are displayed as small color- lled circles. MdétaPoints, i.e. items sharing
exactly the same position (see Section A.2.2.1) are repteddy squares.

Using different colors for the data points adds another dsian to enable a faster percep-
tion of important facts. Unmodi ed points are separatedrfrimcussed (light shaded) and
selected (dark shaded) points, so three different stagesraated. On MultiDataPoints,
the Il factor adds another dimension, displaying whether(an lled), some (half lled)

or all (full lled) underlying data points are selected. Aiddnal features like visual lters
or distortion techniques are presented in Chapter 5.

Figure A.1: The 2D Scatterplot using a movable Iter supporting thersbdor Danish
documents

A.2.2 ScatterPlot-3D

As well as the 2D-ScatterPlot, a 3D-ScatterPlot was cre@tselFigure A.2). Data points
are therefore visualized as 3-dimensional cubes. Usinghadjrid in the background for
limitation and better orientation emphasizes the 3D effeécibels are set to the grid's
edge to achieve better clarity. Free rotation providingllamination from all directions,
a zoom function as well as different selection mechanismgstter complete the equip-
ment of the 3D-ScatterPlot.
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Figure A.2: Three-dimensional version of the Scatterplot

A.2.2.1 MultiDataPointView

Special attention was directed to the problem of data peiatlapping in both ScatterPlot
occurrences. Frequently, several objects share the satadate for speci ¢ characteris-
tics, leading to the same position in the drawing area, emesdate and relevance. For
this reason, a new glyph has been introduced, the so-calettiDataPoint’ (MDP), to
point this fact out to the user. In the three-dimensionatspwe visualized MDPs as two
interlocked cubes. In the 2D version the circles represgrdingle data sets are replaced
by squares that are partially or fully color- lled to indiaif some or all of the underlying
data points are selected. If the user moves the mouse ower MiBPsS, the current glyph
Is broadened by a hint showing the number of underlying daitat®. A single-click or the
use of the context menu can change the view and the MDP-Vipeap (see Figure A.3).

All points underlying this MDP are positioned on a radialaagement around the
view's center. Moving the mouse over sensitive areas (&bé&RAccelerate”) starts an
animation. The index cards that represent single items fryan ellipsoid orbit around
the center. The direction and speed of the radial animaagonbe varied. The details of
the item currently in the foreground, which are normallywhdy tooltips, can be seen
in the caption to the left. This technique makes it possiblexplore a large set of data
in an extremely short time. The idea is based on the "rapidls@sual presentation”
[BS00], [SpeOlb]. Originally, the presentation showed tbetent of a directory in a
le system. We used this visualization to show all data psinhi ed at this concrete
location. A metaphor the user is familiar with is used to discthe task of ransacking a
stack -index cards It implies a short description for a data set to give an oesvwMore
information can be explored by analyzing the data set jteadf. using the SuperTable.

In an earlier, static version of a circular arrangement si\M&B, a problem arose because
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Figure A.3: MultiDataPoint-View to explore overlapping data points

of the large amount of points building such a MDP. Too many gaints made it impos-

sible to differentiate between single data points. The is@ionation helped to avoid this
problem.

A.2.3 BrowserView

Giving the possibility of seeing more text than is feasilbl@icomparatively small table
cell was the rst idea behind the BrowserView. Rapidly, thissvemhanced by other fea-
tures like keyword highlighting, the opportunity of changithe font size or providing

the possibility of comparing more than one data set expigithe available space, and
providing different alignments. Figure A.4 to the left si®three documents to be com-
pared using a horizontal alignment; to the right the alignni®changed from horizontal

to vertical. Both gures share the font size of 140%.

(@) (b)

Figure A.4: BrowserView to compare documents using a horizontal (a)aawettical (b)
alignment
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A.2.4 DocumentUniverse

The semantic similarity between data sets within the cotepdata set collection is an-
other important piece of information that should not be sapped. This information can
be found by comparing single data sets to one another. Butpare all data sets (e.g.
resulting in a similarity matrix), the effort would be toaorte consuming. The Documen-
tUniverse is therefore introduced. Via an LSA (Latent Seticafinalysis) algorithm, a
layout is computed to visualize the semantic similaritynen all data sets (see Figure
A.5). Similar data sets are positioned close to one anotizer;similar ones wide apart.
Because of the restriction on a two-dimensional layout, th&tpning will always be
only as good as the algorithm allows. Hence, you will get$atiout which data have to
be explored in more detail by hand.

Figure A.5: DocumentUniverse displaying the semantic similaritynesn all data sets

A.2.5 LocationMap

The LocationMap is only used in the library scenario. It thyp a map of the media
center, the "Mediothek”, a part of the library of the Univigyf Konstanz where media
like DVD, CD-Rom, VHS are located. As soon as the user focussasgée data set in
e.g. the table or the scatterplot, the corresponding siteaitibrary shelves is highlighted
on the map. This enables the user to nd the requested mediora easily and faster.

A.2.6 Visual Con gurator

TheVisual Con guratoris an application that works completely separated from thezyy
and the result-set visualizations. If an administratotudes and adapts the correct as-
signments, there is no necessity for a normal user to loaddhgurator. The idea is to
keep the application independent from the domain when \risng any data. The rst



A.2 VISMEB VISUALIZATIONS 223

Figure A.6: LocationMap displaying the location of the focussed media

step is to load a database into the program. Additionallyhér "internal” data like "rele-
vance”, "internal ID”, or "selection”, which are created @armthe program is running, are
included. The second step is to assign the data to the degsealizations. Completely
different assignments can be made and stored to adapt theizagion to the current task.
This allocation can be done by simple drag & drop actionsdragging a meta-data from
the database window to the visualizations window (see E#yLf). Subsequent changes
can be made by loading the assignment, changing the regpediiries and then saving.
This con gurator supports the adaption of VisMeB to a conigignew domain in a very
simple, but ef cient way.
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Figure A.7: Visual Con gurator showing the meta-data to be visualizaedfee left side
and the assignment to the diverse visualizations on the sigle. The meta-data "do-
main.category” is being dragged to the visualization window anrigght.



EVALUATION TASKS

The original terms of the evaluation tasks were written inr@@n and therefore will be
presented rst. To ease the work for the English-speakirzglee, a translation is given
afterwards in section B.4. The complete content of the falgwsection is taken from
[Ger03]. For further information please have a look at hestb.

B.1 Pre-Test Fragebogen

1.

2.

Wie viele Stunden am Tag benutzen Sie einen Computer?

Fallt es Ihnen leicht sich mit neuer Software vertraut zu neaéh
(1 bedeutet "nein,dllit mir eher schwer”, 7 bedeutet "ja, bereitet mir keine #2ro
leme”)

Wie sclatzen Sie Ihre Erfahrung mit Computern allgemein auf einate&Skon 1-7
ein?
(1 bedeutet "keine Erfahrung”, 7 bedeutet "sehr viel Erteiy”)

Wie wurden Sie ihre Erfahrung mit Internet Suchmaschinen aefr&hkala von 1-7
einsclatzen?
(1 bedeutet "keine Erfahrung” und 7 bedeutet "sehr viel Endag”)

Wie wirden Sie |Ihre generelle Einstellung zu Computern auf eikataSson 1-7
einsclatzen?

(1 bedeutetrbeite sehr ungern mit Computern” und 7 bedeatbeite sehr gerne
mit Computern”)

B.2 Performance Test Ergebnisse

1.

Da diese Aufgabe lediglich das Starten der Suche beetbakvurde siefr die
Auswertung nicht bercksichtigt.

225
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2. "Suchen Sie das Dokument mit déydinsten Relevanz und nennen Sie den Titel”

Fehleranalyse:
Kontrollgruppe: 1 Fehler
Versuchsgruppe: 0 Fehler

Kontrollgruppe:

Die Aufgabe wurde bis auf eine Ausnahme von allen Teilnehnkerrekt gebst.
Eine VP der Kontrollgruppe entschied sidlr fdas 2. Dokument in der Liste, da
ihrer Meinung nach der Titel mehr der Suchanfrage entsprach

"Vergleichen Sie die Dateigsse der ersten 10 Dokumente (geordnet nach Rele-
vanz - dieser Zusatz existierte nur bei Verwendung der Viseaung) - welches ist
das gbsste?”

Fehleranalyse:
Kontrollgruppe: 0 Fehler
Versuchsgruppe: 4 Fehler

Versuchsgruppe:
Zwei VP wahlten einfach das falsche Dokument aus, zwei weitereestati die
Tabelle nach Gisse und &hlten das insgesamtégste Dokument aus.

"In welcher Sprache ist dieses Dokument vorhanden unthartet der servetype?”

Fehleranalyse:
Keine Fehler

. "Sie suchen ein deutschsprachiges Dokumehberptifen Sie ob in der Ergebnis-

menge eines vorhanden ist” (bei der Listendarstellung evdiet Ergebnisraum auf
100 Dokumente eingesdmkt, da hier ansonsten ein zu grosser Nachteil entstanden
ware)

Fehleranalyse:
Keine Fehler

. "Vergleichen Sie den servéype der ersten 20 (nach Relevanz sortiert - Hinweis

bei Versuchsgruppe) Dokumente. Welcher scheint hier Yontieh vorhanden zu
sein?”
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Fehleranalyse:
Kontrollgruppe: 0 Fehler
Versuchsgruppe: 3 Fehler

Versuchsgruppe:

Wie bei derahnlichen Aufgabe 3 hatte die Kontrollgruppe keinerleilffeme. Bei

der Versuchsgruppe hatten drei VP Probleme die Aufgabégizh beantworten.
Dabei ist auch eine VP, die bereits Aufgabe 3 nicht korrekhib@orten konnte. Die
Versuchspersonen entschieden sich alle dreden falschen serveype, obwohl

.com relativ offensichtlich ist.

7. "Suchen Sie das Dokument - GISLinx - What is a GIS (Zusatztikatigruppe: Es
istinnerhalb der ersten 100 Dokumente enthalten)”

Fehleranalyse:
Kontrollgruppe: 1 Fehler
Versuchsgruppe: 2 Fehler

Kontrollgruppe:
Eine VP fand das Dokument nicht, erst nach Tipp auf der erStte noch mal
nachzusehen.

Versuchsgruppe:

2 VP fanden das Dokument nicht, da bei Sortierung nach Titeleerst die Doku-
mente stehen, welche mit einem Leerzeichen beginnen. BRcst mehrmaligen
Hinweisen auf diese Tatsache fanden beide VP das Dokument.

8. "Bietet das Dokument GISLinx - What is a GIS Informationerilgdich des Suchterms
"Design” (ist das Wort darin enthalten)?”

Fehleranalyse:
Kontrollgruppe: 5 Fehler
Versuchsgruppe 2 Fehler

Kontrollgruppe:

Die Kontrollgruppe hatte deutliche Probleme die Aufgabdd@sen. Die Doku-

mentenansicht der Listendarstellung bot keine Suchfanktveswegen das Doku-
ment durchgelesen werden musste. Einige Teilnehmer hadtzmn keine Lust und
brachen einfach sofort ab (VP6,VP14,VP18,VP29). Eine Mgrsperson (VP27)
durchsuchte das Dokument zwar sehr langiee¢ zweieinhalb Minuten), konnte
sich am Ende aber nicht entscheiden.
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10.

11.

12.
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Versuchsgruppe:

Bei der Versuchsgruppe ergibt sich ein anderes Bild. Eineudaisperson (VP15)
brach die Aufgabe nach 2 Minuten 40 Sekunden ab, ohne @serng zu nennen.
Eine weitere (VP24) fand sich in der Browserview nicht zuteamach Tipp vom

VL doch mal die Farbkodierung zu beachten, konnte sie diggéloé schliesslich
aber doch korrekidsen.

. "Vergleichen Sie alle Dokumente - welches ist das kleimkument (ausgenom-

men Dokumente mit einem Wert von "-1")?” Anmerkung: Die Kanlgruppe
durfte sich auf die ersten 20 Dokumente be&aoken, da der Aufwand hier an-
sonsten unveditnismassig hoch gewesenrane

Fehleranalyse:
Kontrollgruppe: 2 Fehler
Versuchsgruppe: 2 Fehler

Kontrollgruppe:
2 VP (VP31 & VP6) entschieden sichirfdas falsche Dokument.

Versuchsgruppe:

Bei einer VP (VP1) war diese Aufgabe noch nicht in dieser FomTest enthalten,
die andere VP (VP9) suchte anstelle des kleinstem Dokunangidsste und fand
hier auch das richtige, insofern auch nur ein Miss\rghis der Frage.

"Suchen Sie erneut das Dokument - GISLinx - What is a GIS”
Fehleranalyse:

Kontrollgruppe: 1 Fehler
Versuchsgruppe: 0 Fehler

Kontrollgruppe:

VP6 uberspringt Aufgabe aus Versehen

"Finden Sie mindestens 5 Dokumente mit dem Setyee .edu”
Fehleranalyse:

Keine Fehler

"Versuchen Sie aus diesen dagggte Dokument ausz@hlen”

Fehleranalyse:
Kontrollgruppe: 3 Fehler
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Versuchsgruppe: 1 Fehler

Kontrollgruppe:
3 Versuchspersonen (VP6, VP8 & VP20) entschieden dicldés falsche Doku-
ment.

Versuchsgruppe:
1 Versuchsperson verstand die Aufgabe nicht und brach sieetgen ab.

"Versuchen Sie heraus zu nden, welche Online Mappingt&ye von Geoscience
Australia angeboten werden. Nennen Sie mindestens 3. Uwudgabe zu dsen
konnen Sie eine neue Suchanfrage stellen.”

Fehleranalyse:
Kontrollgruppe: 5 Fehler
Versuchsgruppe: 6 Fehler

Kontrollgruppe:

Zwei Versuchspersonen brechen die Aufgabe nach einigeaehne eine tisung

zu nennen. Zwei weitere sind zachst der Meinung, mehrere Dokumente nden zu
mussen - nach Hilfe nden sie das richtige Dokumerinken aber Aufgrund der
Thematik nur raten. Wie die 5. VP nennen sie letztendlichi ziwbtige Losungen,
brechen die Aufgabe aber dennoch ab, da sie nicht sicher sind

Versuchsgruppe:

Zwei Versuchspersonen haben bereits Probleme das ridbbgament zu nden
und erhalten hierbei kleine Hilfestellungen (Dokumentrgrg welches vom Titel
bereitsahnlich der Suchanfrage ist). Eine der beiden VP kann dairaaiuch die
Aufgabe noch korrekiisen. Eine weitere VP ndet das richtige Dokument, ist sich
dessen aber nicht bewusst und weiss nicht richtig, was ssé@mesoll - kleiner tipp
dass VP sich im richtigen Dokument be ndet und nur die Syst@@nnen soll hilft
ihr soweit, dass sie die Aufgabe noch korrekédn kann. Drei weitere VP nden
zwar das richtige Dokument, brechen dann aber ab olsarg zu nennen.

B.3 Post-Test Fragebogen

Lediglich die Teilnehmer der Versuchsgruppe (18) musstam Rlost-Test Frage-
bogen ausillen. Rir alle Fragen galt die Vorgabe: 1 bedeutet "nicht mit einver
standen” und 7 bedeutet "Ja, das stimmt!”
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(a) War das generelle Layout der Obache klar?

(b) War der Gebrauch von Farben angenehm?

(c) War die Navigation intuitiv?

(d) Haben Sie sich manchmal "verloren” géft?

(e) War auf einzelnen Seiten die Informations ut zu hoch?
() Boten einige Seiten zu wenig Informationen?

(g9) War die verwendete Terminologie vexstllich?

(h) Kdnnten Sie sich vorstellen, mit dieser Visualisierung @leable) glich zu
arbeiten?
Ergebnis: 14 x Ja, 4 x Nein

(i) Konnten Sie sich Situationen vorstellen, in denen eine tdgeavisualisierung
(Leveltable) einer hemmlichen, listenbasierten Darstellung (wie Google)
Uberlegen ist?

Ergebnis: 18 x Ja

Table B.1: Mittelwerte der Likert-Skalen
GRUPPE|F.1 | F.2 | F.3|F. 4| F.5|F.6 | F.7

VG 5.61|6.11| 5.11| 4.00| 4.17| 3.00| 5.53

B.4 Pre-Test Questionnaire

i. How many hours do you use a PC every day?

ii. Is it easy for you to get used to a new piece of software?
(1 means "No, it is very hard for me”, 7 means "Yes, it is vergyeéor
me”)

iii. How do you rank your computer experience in general?
(1 means "No experience”, 7 means "Very experienced”)

iv. How do you rank your experience with internet search eeg?
(1 means "No experience”, 7 means "Very experienced”)

v. How do you rank your general attitude to PCs?
(2 means "l work with PCs very unwillingly”, 7 means "I realiké work-
ing with PCs”)

Further test persons' characteristics:
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Table B.2 Mean values for the Pre-Test questionnaire
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GROUP AGE | QUEST. 1 | QUEST. 2 | QUEST. 3 | QUEST. 4 | QUEST. 5
Experimental Group 25.56| 5.06 5.33 5.50 5.33 5.83
Control Group 26.29| 4.77 4.21 4.57 4,14 5.21
Total 25.88| 4.93 4.84 5.09 4.81 5.56
Table B.3 Gender
OCCURENCES| PERCENTAGE | ACCUMULATED PERCENTAGE

Male 24 75 75

Female| 8 25 100

Total 32 100

Table B.4: Education

OCCURENCES| PERCENTAGE | AcC. PERCENTAGE
Grammar School 28 87.5 87.5
Secondary Modern Schooll 3.1 90.6
Miscellaneous 3 9.4 100
Total 32 100

Table B.5: Study / Education / Profession

OCCURENCES| PERCENTAGE | ACC. PERCENTAGE

BSc IE 7 21.9 21.9
Information Science 1 3.1 25.0
Computer Science 1 3.1 28.1
Information Technology Of cer| 1 3.1 31.3
Law 3 9.4 40.6
Literature 1 3.1 43.8
Engineering 4 12.5 56.3
MSc IE 5 15.6 71.9
Pharmacy 1 3.1 75.0
Physics / English 1 3.1 78.1
Self-employed 2 6.3 84.4
Mathematics 1 3.1 87.5
Management Science 3 9.4 96.9
Research Assistant 1 3.1 100
Total 32 100

Table B.6: PC Experience

OCCURENCES

PERCENTAGE

ACCUMULATED PERCENTAGE

More than a year 32

100

100
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Table B.7: Operating System used
OCCURENCES| PERCENTAGE | ACCUMULATED PERCENTAGE
Win9x 6 18.8 18.8
Win2K/XP | 24 75.0 93.8
Linux 2 6.3 100
Total 32 100

Table B.8 Personal connection to Computer Experts

OCCURENCES| PERCENTAGE | ACCUMULATED PERCENTAGE
Yes | 31 96.9 96.9
No 1 3.1 100
Total | 32 100

Table B.9: Use of internet search engines

OCCURENCES| PERCENTAGE | ACCUMULATED PERCENTAGE
Yes | 32 100 100
No 0 0 100
Total | 32 100

Table B.1Q Internet search engine used most often

OCCURENCES

PERCENTAGE

ACCUMULATED PERCENTAGE

Google

32

100

100
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B.5 Main Test Performance Results

To present the results of the main test, the questions atenated, followed
by an error analysis for the control group (CG) and the expemiad group
(EG), and a detailed description of the kind of errors.

Vi.

Vil.

This task concerned the start of a new query and therefaise vt in-
cluded for the analysis!

. Search for the document with the highest relevance and nanidet

CG: 1 error
EG: 0 errors

CG: One test person chose the second document on the listdegocher
eyes it represented a better match of title to query.

Compare the size of the rstten les, ordered by relevanceidWbne is
the largest?
CG: O errors
EG: 4 errors

EG: Two test persons simply chose the wrong document, twedaohne
table by size and chose the overall largest document.

Name the language of this document and the server-type!
No errors.

You are looking for a German document. Please check if thdtrest
contains a German document!
No errors.

Compatre the server-type of the rst 20 documents (ordereclgyvance).
Which server-type seems to appear the most?

CG: O errors

EG: 3 errors

EG: All three test persons chose the wrong server-type.

Search for the docume@lISLinx - What is a GIS?
CG: 1 error
EG: 2 errors

CG: One test person could not nd the document without a himtnfthe
evaluator to look on the rst page.

EG: Two test participants could not nd the document becanfsthe
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viii.

Xi.

Xii.
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lexicographic order and its consequence viz. that titlesaining leading
spaces were displayed rst.

Does the documel@ISLinx - What is a GIS?ontain information about
the query ternDesigr?

CG: 5 errors

EG: 2 errors

CG: Because no search feature was implemented for the listrsgson,
the document had to be examined visually. Four test pasintgpgave
up almost immediately, one person searched for a long tinoegrthan
2-1=2 minutes) but could not come to a decision.

EG: One test participant gave up the search after two miraunte<l0 sec-
onds without being able to name a solution. One person cailchanage
the BrowserView without the help of the evaluator. After athimcon-
sider the color coding, she nally solved the task correctly

. Compare all documents. Which one is the smallest (excepie with

a value of "-1")?
CG: 2 errors
EG: 2 errors

CG: Two test participants chose the wrong document.

EG: This question in this form was not included in the testtést partic-
ipant V1; a further person searched for the largest insté#tecsmallest
document and found the right one. Thus, the question waswésatood,
leading to the wrong answer.

Search for the docume@ISLinx - What is a GISagain!
CG: 1 error
EG: O errors

CG: One test participant skipped past this question uniictesity.

Find at least ve documents with server-ty@siu
No errors.

Choose the document with the largest size from these ve dousime
CG: 3 errors
EG: 1 error

CG: Three test participants chose the wrong document.
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Xiii.

EG: One test participant did not understand the questiomande aborted
the task.

Find out which Online Mapping Systems are provided by Genseidus-
tralia. Name at least three. To solve this task you are alloveestart a
new query.

CG: 5 errors

EG: 6 errors

CG: Two test participants aborted the task after a while withgiving
any answer. Two others initially thought that they had taceor sev-
eral documents. After a hint from the evaluator they founsl ¢brrect
document could be found. Nevertheless, only two correcvarswere
given. The same result applied to the fth test participaddl three
aborted the task because they were not sure about the cassaif their
answers.

EG: Two test participants had problems in nding the cordatument.
After a hint from the evaluator, one person was able to sdleddsk in a
correct manner. A further participant found the correctudnent but was
not aware of it. Again, a hint helped to get the right answé&lsee other
persons found the correct document but aborted the taskutitteming
the right answer.

B.6 Post-Test Questionnaire

Only the members of the experimental group had to Il out tstptest ques-
tionnaire, because it contained questions about the LaldTvisualization
that was presented. A seven-point likert scale was usedlf@uastions,
where 1 meant "l strongly disagree” and 7 meant "l strongiseaf)

i

ii.
iii.
V.

V.

Vi.
Vil.
Viii.

Did the general layout of the interface appear clear tg?you
Was the use of color pleasing?

Was the navigation intuitive?

Did you sometimes feel "lost”?

Was the amount of information on single pages too high?
Did some pages provide too little information?

Was the terminology used easy to understand?

Can you imagine working with this visualization (Levi@ble) on a daily
basis?
Result: Fourteem YES, fourx NO
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iXx. Can you imagine a situation where such a visualizatiorupesor to a
conventional list-based presentation (like Google)?
Result: Eighteexx YES

Table B.11 Mean values for the post-test questionnaire

GROUP| Q.1]0.2]/0Q.3]/0.4/0.5/ 0.6/ 0.7
EG 5.61|6.11 | 5.11 | 4.00 | 4.17 | 3.00 | 5.53
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