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NOTES AND ABBREVIATIONS 
 
 
Notes:  
 
Grammatical categories are represented in small capitals and attached to the root/stem meaning via 
dots. Word examples are given in italics, with glosses in parentheses (additionally in single quotes if 
appropriate). Phonetic symbols conform to the IPA-standard. Features are represented as small caps in 
square brackets. Citations are marked by double quotes, longer citations are highlighted by indentation. 
Statistical factors are printed in small caps.  
 
 
Abbreviations: 
 
 

1ST/2ND/3RD PL PRES 1st/2nd/3rd Person Plural Indicative Present Tense 
1ST/2ND/3RD SG PRES 1st/2nd/3rd Person Singular Indicative Present Tense 
AE American English 
ART Articulator Place 
ATR Advanced Tongue Root 
COR Coronal 
DIM Diminutive 
DOR Dorsal 
EEG Electro-Encephalogram 
ERP Event Related Potential 
FUL Featurally Underspecified Lexicon 
IMP Imperative 
IND Indicative 
INF Infinitive 
kΩ Kiloohm 
MASC Masculine 
ME Middle English 
MEG Magneto-Encephalogram 
MHG Middle High German 
MMN Mismatch Negativity 
MS Milliseconds 
NZE New Zealand English 
OCP Obligatory Contour Principle 
OE Old English 
OHG Old High German 
OT Optimality Theory 
PART Past Participle 
PET Positron Emission Tomography 
PL Plural 
POS Positive (adjectival base form) 
PPM Parts per Million 
PRET Preterit 
REML Restricted Maximum Likelihood Estimation 
RP Received Pronunciation, British English 
RTR Retracted Tongue Root 
SEM Standard Error of the Mean 
SG Singular 
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StdG Standard German 
SR Surface representation 
SUBJ Subjunctive 
SUP Superlative 
TH Tongue Height 
UR Underlying representation 
øV Microvolt 
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0 Overview 
 

Es hört doch jeder nur, was er versteht. 
Johann Wolfgang von Goethe 

 
 

0.1 Objectives and structure of the dissertation 
 

A pertinacious issue within linguistics is the asymmetry of sound-meaning and meaning-sound 

relations. One sequence of speech sounds may convey more than one meaning, and vice versa, one 

meaning can be expressed by more than one speech sound sequence. This dissertation is concerned with 

a morphophonological asymmetry between underlying representations and surface forms. A case here 

are morphophonological vowel alternations, i.e. differing realisations of one vocalic phoneme 

dependent on the morphosyntactic context in which the corresponding word occurs. For instance, the 

vowel in the German noun Vater (father) either surfaces as back (dorsal) vowel [a] or as front (coronal) 

vowel [], dependent of whether the noun is used in the singular or in the plural.  A similar diachronic 

asymmetry, based on vowel height, can be found by comparing New Zealand English (NZE) and 

American English (AE). The English noun bat is realised with a mid vowel in NZE, while it has a low 

vowel in AE.  

The following questions arise:  

• How are vowel alternations and vowel shifts represented in the mental lexicon? 

• How do speaker and listener deal with the asymmetries between underlying and surface forms? 

In particular, how are alternating or shifted forms perceived and produced?  

This thesis provides theoretical and experimental evidence for a featurally underspecified 

representation of vowels in morphophonological stem alternations in German and for a particular 

vowel inventory in NZE which emerged as a consequence of language change, describable as a 

restructuring of contrastive features. The main tenets are that  

• the lexical representations themselves determine whether grammatical vowel alternations are 

possible and  

• the lexical representations account for possible diachronic language changes. 

The dissertation comprises five chapters. The first chapter describes the grammatical vowel 

alternations in German and introduces the model which tries to account for both the synchronic and 

the diachronic linguistic data. The second chapter reviews the psycholinguistic literature on speech 

comprehension. The third chapter includes a series of behavioural experiments, seeking support for the 

model introduced in chapter 1 while the fourth chapter adds neurolinguistic evidence for 

underspecified vowels in particular German nouns. The fifth chapter concentrates on a vowel change in 

another Germanic language, namely, in New Zealand English, and provides experimental evidence for a 

restructured vowel inventory. 
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0.2 Chapter 1: Productive vowel alternations in German 
 

The proposed dichotomy between rule-based and memorised past tense production and perception 

appears to emerge from opaque vowel alternations between present tense and past tense forms such as 

teach~taught. The so-called ablaut grades in Germanic languages describe these obviously inconsistent 

alternations and acknowledge sub-regularities, captured by generalisation patterns in memory-based 

language models. Apart from opaque vowel alternations, some morphological paradigms in German 

require the fronting of back vowels, a process named umlaut. Finally, some strong, i.e. irregular German 

verbs show umlaut as well as an alternation called raising in their present tense stems. The first chapter 

of the dissertation gives a broad overview over these types of vowel alternation phenomena and tries to 

describe the mechanisms for the production of alternating vowels in the framework of the Featurally 

Underspecified Lexicon (FUL; Lahiri and Reetz, 2002b; Reetz, 1998).  

It will be shown that morphophonological stem alternations as found in nominal and verbal 

inflection crucially depend on lexical root vowel representations (necessary condition) and partly on 

morphosyntactic contexts (sufficient condition). 

 
 

0.3 Chapter 2: Modelling lexical access 
 

Vowel alternations can be opaque with respect to their triggering environment. As shown in chapter 

1, German umlaut transparent in Old High German with respect to its phonological context.  In 

contrast, umlaut is phonologically opaque in Standard German, while it retained a certain morpho-

syntactic regularity (plural umlaut in masculine and neuters nouns). For lexical access in speech 

perception, the umlaut (and especially, the ablaut) alternation has led to the proposal of two 

qualitatively different lexical access routes: If complex surface forms are morphophonologically 

transparent, they are processed by a parsing route whereas if these complex forms are opaque (or 

„irregular‰), they take a full-form route. Models following this view are dubbed dual route approaches 

and generally predict a qualitatively distinct processing of irregular versus regular word forms, in speech 

production as well as in perception. Chapter 2 discusses several lexical access models with a particular 

emphasis on allegedly irregular words involving umlaut or ablaut. The chapter also tries to locate FUL 

in the landscape of lexical access models and underlines its strengths in accounting for perceptual 

asymmetries. In particular, chapter 2 elucidates the mechanisms for the perception of alternating 

vowels in the framework of FUL. Supporting data from psycholinguistics and neurolinguistics are 

briefly discussed. 
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0.4 Chapter 3: Behavioural evidence from verbal paradigms 
 

Irregularities between tenses, that is, between present tense and past tense forms in Germanic 

languages are based on ablaut grades. But verb systems in Germanic languages are not restricted to 

peculiarities of that sort. In German, for instance, the present tense stems of irregular verbs alternate if 

the root vowel is [e] or [a]. The 2ND SG PRES of schlafen (sleep.INF) is not schlafst but schläfst. How does 

a listener eventually retrieve the meaning of the verb if she hears schläfst? Is the paradigmatic form 

stored separately, or is there one abstract morphemic representation onto which both the infinitive and 

the specific person-number forms are mapped? FUL opts for the latter view. In chapter 3, several 

priming studies in the intra- and crossmodal design are presented. The results show that priming does 

not depend on the verb class (as dual route models would claim), while at the same time, the amount of 

priming weakly correlates with the lexical specification of the respective vowels. In this respect, the 

predictions of FUL are borne out by the experimental data. Alternative models – such as the dual route 

approach of Clahsen and collaborators (Clahsen, 2006a; Clahsen et al., 2001a; Sonnenstuhl et al., 1999) 

– are discussed and their predictions are compared to those of FUL.  

 
 

0.5 Chapter 4: Neurolinguistic evidence from nominal 
paradigms 

 

 A new trend in psycholinguistics has shifted the attention to neurolinguistic studies, involving 

brain imaging techniques such as computer tomography, positron emission tomography (PET), 

functional magnetic resonance imaging (fMRI) and Electro-Encephalograms (EEGs) deflecting event-

related brain potentials (ERPs) accompanying behavioural tasks such as visual word priming. Brain 

imaging techniques try to show which areas of the brain display activity during language-specific tasks, 

while ERP methods are able to give a clearer picture of the time course of speech perception. A 

particular ERP component, called mismatch negativity (MMN), was found to be sensitive to opposing 

features between speech signal and lexical representation. Based on this measure, chapter 4 provides 

neurolinguistic evidence for paradigmatically conditioned vowel specifications in German nouns. It is 

argued that the root vowel in Stock (stick) is underspecified for its articulator place feature since the 

plural has an umlauted vowel (Stöcke), while Stoff (cloth) contains a dorsal root vowel and does not 

show umlaut in the plural (Stoffe). This asymmetry in feature specification is consistently reflected in 

the ERP measures MMN latency and amplitude, as shown by two MMN studies with words and 

fragments. Again, the predictions of FUL are borne out by the experimental data. 
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0.6 Chapter 5: Behavioural evidence for the vowel change in 
New Zealand English 

 

Is there evidence that vowels inventories can develop along the lines proposed in chapter 1? It is 

surely not possible to compare the StdG with the OHG vowel system. However, there exists a 

phonetically well-studied variety of English, namely, New Zealand English (NZE) which exhibits a vowel 

raising process, structurally similar to the present tense stem alternation in German strong verbs. On the 

basis of this process, it is possible to compare NZE with another variety of English which does not have 

that raising. This is the objective of chapter 5. 

The first part of this chapter reviews the literature on that vowel change. The NZE vowel system is 

described in the framework of FUL, and the diachronic change is claimed to be a restructuring of the 

vowel space with respect to contrastive phonological features. 

The second part deals with the experimental support for the NZE vowel inventory, starting with a 

brief review of some behavioural studies. In most of these studies, experimental results are taken as 

evidence for exemplar-based models of speech perception, which store detailed phonetic information 

plus indexical properties such as voice and speaker information. The vowel change in such models is 

considered a shift of the prototype of the corresponding vowel and basically goes back to probabilistic 

changes in the perceptual system. FUL, on the other hand, elucidates the changes by referring to abstract 

vowel representations which have been restructured in terms of their phonological features. A priming 

study with NZE listeners confirms the prediction of FUL, while a control study with American English 

(AE) listeners shows that the NZE vowel peculiarities in fact go back to the specific featural vowel 

representations. 
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1 Productive vowel alternations in German 
 

1.1 Introduction 
 

The vowel alternations which are discussed in this thesis do not arise from the variability of the 

speech signal within categories, but rather from acoustic differences across categories. Such vowel 

alternations may be phonologically transparent (i.e. raising of [e] in the context of [i] in verbs of the 

Italian dialect Piedimonte Matese, e.g. Gaglia, 2006) or not (i.e. ablaut of [e] to [i] in the preterit of 

strong German verbs). If vowel alternations are phonologically opaque, they may still be productive 

from a morphological point of view. A case here is German umlaut, the fronting (and partial raising) of 

back vowels in particular morphological contexts such as plural or diminutive formation1. The notion 

umlaut goes back to Jacob Grimm, 1819, and does not only describe the vowel change, but also denotes 

the graphemes <ä>, <ö> and <ü>, which result from this alternation. Umlaut was a phonologically 

transparent process, triggered by suffixes or stem extensions which contained a high front vowel <i> or 

<j>. When the triggering phonological context disappeared, umlaut obtained a grammatical function 

whereby it started to indicate, amongst other things, plural or diminutive formation. 

 
 

1.2 Nominal umlaut: Alternations between back and front 
vowels 

 

1.2.1 Umlaut as morphological exponent 
 

While indexical as well as allophonic variation in the acoustic signal is phonetically based and 

relatively independent of morphology, vowel alternations such as umlaut and ablaut involve higher-

order categorisations and morphological paradigms. Umlaut in Standard German (StdG) cannot be 

reduced to a phonologically triggered process any more. It is lexicalised and interacts with 

morphological categories such as the plural or the 2ND/3RD SG PRES in strong (irregular) verbs. In some 

cases, umlaut is the single paradigmatic marker, as shown in Table 1. 

 

Table 1: German umlaut as single paradigmatic marker (unique morphological exponent). 
 

BASE FORM  INFLECTED FORM  GLOSS. 
Vater SINGULAR Väter PLURAL father 
schlaft 2ND PL PRES schläft 3RD SG PRES sleep 
sangen 3RD PL PAST sängen 3RD PL PAST SUBJ sing 

 

                                                 
1 For a more detailed discussion of umlaut, see Scharinger, 2002. 
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On the other hand, synchronic umlaut may co-occur with particular affixes and thereby form a 

component in a bipartite morpheme, e.g. in the plural formation. The German diminutive suffix -chen 

vis-à-vis -lein is especially predictive with respect of inducing the vowel change. Most of the affixes 

accompanying umlaut, however, also occur without an umlauted root vowel. Table 2 shows some of 

these inconsistencies in the inflection and derivation of German nouns. 

 

Table 2: Variable German nouns regarding their participation in umlaut. 
 

BASE 

FORM 
INFLECTION UMLAUT ADJECTIVE 

DERIVATION 
UMLAUT DIMINUTIVE 

DERIVATION 
UMLAUT

Bart  
ÂbeardÊ 

Bärte  
Âbeard.PLÊ 

+ bärtig  
ÂbeardedÊ 

+ Bärtchen  
ÂbeardÊ 

+ 

Tag  
ÂdayÊ 

Tage  
Âday.PLÊ 

- (ein)tägig  
Âone-dayÊ 

+ ?Tägchen 
Âday.DIMÊ 

+ 

Busch 
ÂbushÊ 

Büsche  
Âbush.PLÊ 

+ buschig  
ÂbushyÊ 

- Büschchen 
Âbush.DIMÊ 

+ 

Arm  
ÂarmÊ 

Arme  
Âarm.PLÊ 

- (ein)armig  
Âsingle-armÊ 

- Ärmchen 
Âarm.DIMÊ 

+ 

 

In some cases, umlaut co-occurs with the plural suffix –e, as in Bärte (beard.PL) and Büsche 

(shrub.PL). However, the fact that there is umlaut in the plural does not guarantee umlaut in every 

inflectional or derivational paradigm. In the adjectival derivation of Busch, for instance, the umlautable 

root vowel [u] is not subject to the vowel alternation. On the other hand, non-application of umlaut in 

the plural does not exclude the possibility of stem umlauting in another paradigm, as exemplified by 

Tag (day.SG). Finally, even nouns which rarely show umlaut in their paradigms may exhibit umlaut in 

the diminutive. The puzzling pattern of this umlaut·affix distribution led to two broad classes of 

linguistic analyses of synchronic umlaut in German. One group of linguists claim that umlaut is still 

predominantly triggered by specific affixes, carrying a particular morphophonological feature, while 

other linguists pursue the theory that umlautable stems are marked, and affixes do not directly trigger 

the vowel alternation. A brief overview is given in Table 3, which shows that almost every possible 

arrangement of suffix and stem features accounting for umlaut has been investigated in the literature 

thus far. Each of these will be discussed briefly. 

 

1.2.2 Affix-based umlaut 
 

In theories of affix-based umlaut, the suffix which co-occurs with the vowel alternation is marked 

by a specific diacritical, abstract phonological feature. Thereby, the suffix induces umlaut if it bears the 

particular umlaut feature.  

Wurzel, 1970, distinguishes between affixes which always trigger umlaut and between affixes which 

may or may not induce umlaut in the preceding root morphemes. The first type of affixes bear the 

diacritic [+UE] and characterise affixes which are „umlauterzwingend‰ (umlaut enforcing). An example 

is provided by the formation of feminine –in nouns (Arzt~Ärztin, doctor.MALE~FEMALE, cf. Wurzel, 

1970:121pp.). On the other hand, affixes which only trigger umlaut in a particular class of root 

morphemes are marked by the feature [+UB] and called „umlautbewirkend‰ (umlaut enabling). For 
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instance, the comparative suffix –er co-occurs with umlaut in dümmer (dumm+er, Âstupid.COMPÊ) but 

not in bunter (bunt-er, Âcolourful.COMPÊ). However, since the particular umlaut enabling affixes trigger 

umlaut only in some classes of root morphemes, these classes must be marked. Wurzel characterises 

them as [+Der-Uml] if their root vowel participates in derivational umlaut and as [-Der-Uml] if their 

root vowel does not participate in derivational umlaut. In this respect, WurzelÊs theory resembles the 

approach of Zwicky (see 1.2.3). Nevertheless, the occurrence of umlaut is primarily dependent on 

specific affixes, and only secondarily dependent on the respective root morphemes. 

 

Table 3: Various approaches to umlaut in German. 
 

APPROACH FOCUS AUTHOR UMLAUT-INDUCING FEATURE 
affix (suffix) based Wurzel, 1984b diacritic 
 Anderson, 1986 [+U] 
 Féry, 1994 floating [+FRONT] (only diminutives) 
 Lieber, 1980 floating [-BACK] 
 Lodge, 1989 floating [+FRONT] 
stem2 based Wiese, 1987 floating [+FRONT] 
 Bach and King, 

1970 
additional [i] 

stem and affix 
(suffix) based 

Zwicky, 1967 [+/-UML] (stem & suffix) and [+/-CONST] 
(stem) 

 Yu, 1992 [+BACK] (stem) and [-BACK] (suffix) 
 Féry, 1994 floating [+FRONT] (only diminutives), 

constraint ranking 
 Klein, 2000 constraint ranking, [COR] as featural 

equivalent of umlaut 
 

In AndersonÊs framework (Anderson, 1986), the abstract feature [+U] appears „in exactly those 

morphological elements that trigger (synchronic) umlaut‰ (Anderson, 1986:25). To account for the data 

in Table 2, he has to assume two allomorphs for the plural suffix –e. For the plural form Bärte 

(beard.PL), the suffix has to bear the feature [+U], while it does not for Tage (day.PL) without umlaut. 

Forms shown in Table 1 are dealt with a single [+U] feature and no phonologically overt suffix is 

attached to the stem. 

In LieberÊs approach (Lieber, 1980; 1987; 1992), the feature triggering umlaut in the stem is a 

floating autosegmental [-BACK], which is contained in the underlying form of the corresponding suffix. 

This autosegmental feature sits on its own tier and is not connected to any other structure. The process 

of umlauting is initiated by the delinking of the root vowel feature [+BACK]. After suffixation, the 

autosegment connects to a free place feature slot and the root vowel surfaces as [-BACK]. Principles of 

autosegmental morphology guarantee the locality restriction of German umlaut and the directionality 

of its application (for a detailed review, see Scharinger, 2002). 

 
 

                                                 
2 The notion stem is used in the sense predominantly found in morphological theory (e.g. Matthews, 2000; 
Spencer, 1998). It denotes the inflectional root of particular word forms and is used synonymously with root if 
there are no any phonological differences between the stem and the root of these word forms. 
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1.2.3 Stem- and affix-based umlaut 
 

Although Zwicky also claims that the underlying specification of suffixes is crucial for whether or 

not umlaut occurs in the root vowel of umlautable words (Zwicky, 1967), he applies a feature [+/-UML] 

to both roots and suffixes. The [+UML] feature in umlaut triggering suffixes and the [-UML] feature in 

suffixes not triggering umlaut interacts with the specification of the corresponding root vowels. In the 

latter, the features [+/-UML] (presence vs. absence of umlaut) and [+/-CONST] (paradigmatic constancy vs. 

inconstancy) distinguish between three types of stems which may or may not show umlaut: umlaut 

susceptible stems constantly show umlaut [+UML, +CONST] if a [+UML] suffix attaches; umlaut neutral 

stems may or may not show umlaut [+UML, -CONST], and umlaut impervious stems [-UML] never show 

umlaut, even in a plural context such as Tage (day.PL). Thus, ZwickyÊs approach is not solely suffix 

based. In his framework, umlaut is also contingent on diacritic features of the stem. The model has 

aspects of both affix-based and stem-based umlaut and falls in between the two approaches. 

A similar approach is pursued by Yu, 1992 who ascribes umlaut to floating features of both stem 

and suffix. Umlautable back vowels in the stem have a floating [+BACK] as part of their lexical 

representation. This feature attaches to the free place node if there is no umlauting suffix. Umlauting 

suffixes, on the other hand, bear a floating [-BACK] feature which attaches to the free place slot of the 

root vowel (or the full vowel adjacent to the suffix). Non-alternating front vowels are also not specified 

for backness. More precisely, they are underspecified for [-BACK] and get this feature by a default rule. 

Non-alternating back vowels, in contrast, are underlyingly connected to a [+BACK] feature. A problem 

for both ZwickyÊs and YuÊs approach are cases in which umlaut surfaces without any concomitant 

suffix. Yu would probably derive the umlauted vowel via the default [-BACK] specification rule – but 

being a default rule, it seems awkward that in this case, it would encode the realisation of plural in 

nouns such as Vater (father.SG) with the plural Väter (father.PL). 

Féry focuses mainly on the prosodic constraints of German nouns and uses an OT-based 

framework for the description of the umlaut alternation (Féry, 1994). For her, umlaut is lexicalised in all 

instances but diminutive formation, for which she assumes a floating [+FRONT] feature. In contrast to 

Wiese, she does not specify the exact docking place of the floating feature. She only states „the floating 

feature associates with the last vowel of the stem whenever possible‰ (Féry, 1994:13). Wiese is more 

specific in claiming that [+FRONT] can only attach to a vowel with an empty articulator node [DORSAL]. 

The constraint rankings in FéryÊs approach mainly account for the correct foot structure of umlauted 

output candidates. She claims that a constraint-based approach allows variation in the occurrence of 

morphologically triggered umlaut, but specific questions remain unanswered. For instance, does 

„lexicalised umlaut‰ mean that umlauted plural forms are stored as root allomorphs? 

Klein, on the other hand, rejects the notion of a floating feature in the phonology of German 

altogether (Klein, 2000). He tries to account for umlaut in morphological categories solely by virtue of 

constraint rankings. According to him, morphological conditioning of umlaut arises from pure 

markedness constraints. Lexical as well as grammatical information is thought to be represented by 

constraint violations. However, these constraints very much resemble lexical markers. What Klein calls 

„desiderata‰ are in fact „distinctive constraint violations characterizing a given form‰ (Klein, 2000:45), 

hence, lexically listed idiosyncrasies. Basically, then, umlaut is similarly listed as in FéryÊs approach, but 

phonological causes or determining properties of umlaut are neglected. 
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1.2.4 Stem-based umlaut 
 

Theories of stem-based umlaut seek the umlaut triggering properties in the root vowel which 

participates in the vowel alternation. A purely phonological account is offered by Bach and King who 

posit that words with an umlauted vowel on the surface contain an [i] underlyingly (Bach and King, 

1970). This extra vowel triggers umlaut (fronting) in the same way as the stem-following syllable with a 

high front vowel in OHG induced umlaut in the first place. 

Wiese, on the other hand, pursues an autosegmental approach, and stipulates a floating feature 

which is stored together with roots showing umlaut underlyingly (für, ÂforÊ) or in alternations 

(lang~länger, Âlong.POS~COMPÊ; Wiese, 1987; 1996; 2000). Contrary to Lieber, the floating feature is 

[+FRONT] rather than [-BACK], since, according to Wiese, [-BACK] vowels do not necessarily have the 

same quality of frontness as fronted (umlauted) back vowels. The floating [+FRONT] feature is anchored 

to the rightmost vowel with an empty articulator node [DORSAL] in the course of the umlaut process. In 

its underlying representation, [+FRONT] is not associated with the segmental structure of the root. 

Another difference to LieberÊs approach is that Wiese does not assume the delinking of [+BACK] from 

the root vowel prior to the umlaut process. He derives the non-umlauted vowels [o] and [u] via a 

markedness rule which specifies round vowels as [+BACK], while Lieber obtains the non-umlauted vowels 

directly from their underlying representation which comes with a specified place feature. Since the 

umlauting of [a], however, involves a concomitant raising, Wiese has to assume that this vowel is 

underspecified for [LOW]. Another markedness rule introduces [LOW] in an empty root node, 

accounting for the realisation of non-umlauted [a]. For underlyingly umlauted vowels, the floating 

[+FRONT] feature is pre-associated. 

While its phonological description is rather straightforward, the applicability of umlaut is 

morphologically conditioned, and according to Wiese, the umlaut rule makes reference to the 

morphological status of the stem it applies to. More precisely, cast in the framework of Lexical 

Phonology (c.f. Kiparsky, 1982; 1985; 1993; Rubach, 1985), umlaut applies in derived environments 

only. It is a strictly lexical rule and introduces no new phonemes, that is, the rule is structure-preserving. 

 
 

1.2.5 Problems 
 

The umlaut approaches as discussed above are problematic with respect to the German data. The 

main concerns are briefly sketched below: 

• Wurzel/Zwicky: Since some suffixes may or may not co-occur with an umlauted root 

vowel, it is necessary to assume a lot of allomorphy for derivational as well as inflectional 

suffixes. As shown in Table 2, the plural suffix –e for German masculine nouns variably 

triggers umlaut. If umlaut is marked on the plural suffix, then there must be a suffix –e 

with the umlaut-inducing feature [+U], [+UML] or [-BACK] for stems like Bärte (beard.PL), 

but for stems like Arme (arm.PL), no such marking can apply. WurzelÊs and ZwickyÊs 

models also bear a complication with respect to allomorphy. The noun Tag (day.SG) must 

have two forms, one which blocks umlaut ([-UML]) and another one which admits umlaut 
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([+UML]). On the other hand, the feature [+CONST] seems to be able to unify the two forms 

to a morpheme specified as [+UML, -CONST]. This specification would guarantee that Tag 

shows umlaut in some contexts, but not in others, which, in turn, would transfer the cause 

for the vowel alternation to the suffix. The same suffix, however, may or may not cause 

umlaut (cf. bärtig ÂbeardedÊ versus buschig ÂbushyÊ), thus, suffix allomorphy would be 

required. Altogether, it is somewhat unclear whether ZwickyÊs approaches requires stem 

allomorphy or suffix allomorphy or both. Similar complications arise in YuÊs framework. 

• Lieber: Besides the allomorphy problem she has to deal with an Obligatory Contour 

Principle (OCP) violation in her theory. Recall that she marks the –e suffix with a floating 

[-BACK] feature. But in her theory, [e] itself must be marked for [-BACK], so that two 

identical feature specifications clash. Within the theory of Autosegmental Phonology (cf. 

Goldsmith, 1979; 1990), such clashes are forbidden by virtue of the OCP. Thus, the 

masculine plural suffix in German is problematic in LieberÊs approach, unless she would 

posit a weaker version of the OCP which would treat floating features somewhat 

differently. 

• Wiese: In his theory, he has to allow for stem allomorphy in cases like Tage (day.PL) versus 

täglich (daily). Thus, the plural suffix only attaches to the stem without the floating 

[+FRONT], while the adjectival suffix must select the stem with the floating feature. 

Altogether, allomorphy is reduced in stem-based umlaut approaches, since umlaut variable 

suffixes do not need allomorphs. The variability is resolved in the stem representations 

themselves. However, WieseÊs approach has other shortcomings. First, his objection to 

assume [-BACK] instead of [+FRONT] is based on the claim that umlauted vowels are 

qualitatively more fronted as expressed by a negative [BACK] feature. 3 However, non-

umlauting vowels as in Arme (arm.PL) are marked as [-FRONT]. Hence, similarly as for [-

BACK], one could claim that [-FRONT] is qualitatively not as „back‰ as [+BACK], which 

implies that these vowels are actually not „real‰ back vowels. Since the latter assumption is 

unmotivated, the usage of [-FRONT] appears to be problematic. With respect to the floating 

feature, Wiese claims that the articulator node [DORSAL] serves as its docking site. In fact, 

work on feature geometry (see Clements, 1985; Halle, 1995) suggests that the place node 

[DORSAL] dominates the terminal [+/-BACK] features (Halle, 1995:2). The motivation for 

<MDL><REFERENCE_TYPE>1</REFERENCE_TYPE><REFNUMs of these features. As 

Halle shows, „[⁄] the articulator-bound features are grouped together under the different 

articulators that execute them.‰ (Halle, 1995:4). Generally, the theory of feature geometry 

(Clements, 1985; Clements and Hume, 1995; Ghini, 2001b; Halle, 1983; 1995; Lahiri and 

Evers, 1991) distinguishes between three place nodes: labial, coronal and dorsal. These 

features have anatomical correlates in the oral tract and correspond to the SPE-features 

[+ROUND], [+CORONAL] and [+BACK], respectively, where coronal is equivalent to 

[+FRONT]. Clements and Hume motivate the grouping of these three features under the 

place node by referring to place assimilation, where the features „and their dependents 

spread as a single unit, independently of stricture features [⁄]‰ (Clements and Hume, 

1995:270). Since place features are contingent on the anatomy of the oral cavity, and in 

particular, on the surface of the tongue, coronal and dorsal are mutual exclusive.4 Thus, a                                                  
3 However, consider the discussion of Klein, 2000, pp. 41, who also rejects [-BACK] but favours [COR] instead, 
which, in his approach, is the featural correlate of umlaut, not dependent on the [DOR] node. 
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of the tongue, coronal and dorsal are mutual exclusive.4 Thus, a dorsal anchor point for a 

coronal (front) feature seems paradoxical. With respect to the feature geometry in Clements 

(1985) and Halle (1995), the association of a floating [-BACK] to the dorsal place node 

appears reasonable. Wiese, however, explicitly states that the floating feature involved in 

umlaut is rather [+FRONT] than [-BACK]. His motivation for the involvement of [DORSAL] 

in originally nasalised French vowels [o] and [a] (Wiese, 2000:32), on the other side, seems 

straightforward. However, negative evidence from loaned nasalised vowels which are not 

dorsal (i.e. not back) is lacking. For instance, if de-nasalised, does the French word [ad] 

(garden) become [ad] or [adn]? Even if the velar (dorsal) nasal is preferred, this 

may go back to prosodic effects, independent of the place of articulation of the vowel 

preceding that nasal.5 WieseÊs argumentation is interesting but does not suffice to justify a 

particular feature geometry. 

• Bach and King: Their stem-based purely phonological umlaut approach is problematic 

since it only accounts for umlaut in polysyllabic words. If the sequence of back vowel plus 

[i], from which umlaut derives, is not available, the relevant vowel must be fully specified 

for frontness in its underlying representation. Bach and King do not offer a satisfying 

account of umlaut blocking in cases where a high vowel suffix attaches to a stem with a 

back vowel, as, for instance, in buschig (bushy) (cf. Wurzel, 1970 for a more detailed 

criticism on the approach of Bach and King). 

Altogether, the sketched problems are theory-dependent and in this respect rather heterogenous 

than homogenous. However, a general shortcoming of affix-based theories is that the correct suffix 

selection must be listed somehow alongside the stem. Then, it appears advantageous to code the ability 

of umlauting in both the stem and the suffix. On the other hand, the assumption of a specific umlaut-

triggering suffix feature is not motivated by processes other than umlaut itself. For that reason, the most 

promising theory is one which codes the participation in umlaut in the stem as a result of the 

morphologisation of umlaut due to the degradation of its former transparent environment. Such a 

theory is presented in the next subsection. 

 
 

1.2.6 Stem-based umlaut with underspecification 
 

There is general agreement that umlaut in German interacts with morphology and that a purely 

phonological account of this vowel alternation cannot be maintained. Therefore, it is misleading to seek 

for umlaut inducing features in suffixes that variably co-occur with umlauted root vowels. A major 

problem for such views are cases in which umlaut is the single paradigmatic marker, as in Vater~Väter 

(father~fathers). Linguistic approaches to synchronic umlaut are hence more promising if they are stem-

based. Here, the potential to participate in the vowel alternation is based on properties of the stem, or 

                                                 
4 Complex consonants, such as affricates, may involve the immediate sequence of coronal and dorsal 
specifications. These sounds are neglected for the remainder of this thesis. 
5 The most obvious difficulty to overcome when French words are to obtain a German pronunciation concerns 
stress. In these examples, the French nouns are stressed on the ultimate syllable, while German nouns are generally 
stressed on the first syllable.  
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rather, on properties of the root vowel. The attachment of suffixes does not trigger umlaut 

phonologically, but may provide the morphological context in which umlaut is licensed. Stem 

allomorphy must be assumed if the umlauting of a given stem occurs in one paradigm (e.g. plural) but 

not in another one (e.g. adjectival derivation). Altogether, stem-based synchronic German umlaut is 

based on the following prerequisites: 

 
(a) The root vowel is back if it is not umlauted. 
(b) The umlauted vowel is front. 
(c) A back vowel which does not undergo umlaut in appropriate contexts must be marked. 
(d) A vowel which surfaces only as an umlauted variant must be marked. 

 

In what follows, it is shown that prerequisites (a) through (e) can be elegantly rephrased and even 

simplified if underspecification of vocalic features in the stem is assumed. The framework in which the 

underspecification basis of umlaut as well as further vowel alternations will be elucidated is a 

component of the Featurally Underspecified Lexicon (FUL) approach (cf. Lahiri and Coillie, 1999; 

Lahiri and Marslen-Wilson, 1991; Lahiri and Reetz, 2002b; Reetz, 2000).  

 

1.2.6.1 FUL and the German vowel inventory 

 

1.2.6.1.1 Feature organisation 

The core of the theoretical assumptions of FUL is a lexicon with underlying bundles of 

hierarchically structured monovalent phonological features. Nevertheless, the morphologically structural 

unit in the lexicon is the morpheme. 

The feature tree assumed in this framework stems from insightful theoretical considerations 

regarding the geometry of phonological features (see Figure 1, based on the work of Clements, 1985; 

Clements and Hume, 1995; Clements, 2004; Ghini, 2001a; 2001b; Halle, 1983; 1995; Lahiri and Evers, 

1991). The hierarchical structuring of phonological features is based on the observation that certain 

groupings of features function together as a unit in processes such as assimilations, dissimilations or 

neutralisations. Figure 1 shows the complete organisation of features for both vowels and consonants. 

The relevant features for vowels are [ATR]/[RTR], [LABIAL], [CORONAL], [DORSAL], ([RADICAL]), [HIGH] 

and [LOW]. 

The features [ATR] (advanced tongue root) and its counterpart [RTR] (retracted tongue root) are 

direct daughters of vocalic node. This is justified by the anatomical correspondence of these features to 

a widening of the vocal tract in the proximity of the tongue root (Halle, 1969). In German as in 

English, [ATR] and [RTR] distinguish between tense and lax vowels, a distinction which surfaces as a 

length contrast in minimal pairs such as Hüte ([hyt] Âhat.PLÊ) and Hütte ([ht] Âhut.SGÊ). [CORONAL] 

and [DORSAL], under the articulator place node, separate back and front vowels in umlauting words as, 

for instance Boden~Böden ([bodn]~[bødn] Âfloor.SG~floor.PLÊ). 

[LABIAL] designates the round vowels [o] and [u] as opposed to unrounded [e] and [i]. Finally, the 

tongue height or aperture features determine the tongue position relative to the velum and distinguish 
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between [HIGH] and [LOW] vowels. In German, this contrasts [i] and [u] with [a]. Crucially, FUL does 

not assume that tongue height features are dependent on [DORSAL]. 

 

 

Figure 1: Feature tree as assumed by the Featurally Underspecified Lexicon (FUL) 
approach. The notations in italics do not represent features, but are general descriptive 

terms of places of articulation. 

 

 

1.2.6.1.2 Underspecification 

FUL posits that not all segments are specified for every conceivable feature; some segments can 

remain underspecified in their lexical representations. Thereby, FUL follows the insights of approaches 

to phonological underspecification (see Archangeli, 1988; Avery and Rice, 1989; Dresher, 2003a; 2003b; 

Fitzpatrick and Wheeldon, 2000; Ghini, 2001a; Kiparsky, 1993; Lahiri and Marslen-Wilson, 1991; 1992; 

Marslen-Wilson, 1993; Marslen-Wilson et al., 1994; McMahon, 1992; Pulleyblank, 1988; Stemberger, 

1991; 1992; Stemberger and Stoel-Gammon, 1991; Steriade, 1995; Wheeldon and Waksler, 2004). Only 

contrastive and unpredictable features are stored in lexical representations, while redundant and 

predictable features become available through phonological processes (rules) and surface in the 

maximally specified acoustic signal which is produced by the speaker and perceived by the listener. A 

crucial assumption of FUL is that [CORONAL] is not specified in the mental lexicon of most languages 

of the world (cf. Avery and Rice, 1989; Davis, 1990; Hall, 1997; Lahiri and Blumstein, 1984; Lahiri and 

Evers, 1991; Stemberger and Stoel-Gammon, 1991; Yip, 1991). Evidence for coronal underspecification 

in the lexicon (but not in the signal) stems from behavioural studies where the results clearly show 

asymmetries between dorsal and coronal segments (Lahiri and Reetz, 2002a; Wheeldon and Waksler, 

2004). 
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The predictability of unspecified features emerges as consequence of the phonological system and 

may go back to phonetic principles, but does not have to. As shown by Kingston, 1991, vowel height 

involves mutual dependencies between the co-varying articulations advanced tongue root ([ATR]), lip 

rounding ([LAB]) and nasality. Kingston notes, for instance, that in most languages „only nonlow back 

vowels are rounded‰ (Kingston, 1991:169), suggesting that vowel height could alternatively be expressed 

by labiality. That does not mean, however, that a vowel system with low and non-low vowels must 

express the phonological height contrast by the opposition [LOW] versus [LAB]. In fact, depending on 

the phonological system, labial vowels may also be high. Similarly, the observation that low vowels are 

generally produced with a retracted tongue root does not necessitate the replacement of [LOW] by [RTR] 

in the phonological system: Again, this may be even prohibited in a system in which both 

[LOW]~[HIGH] and [RTR]~[ATR] are phonologically contrastive. In this respect,  Kingston and Diehl, 

1994, stressed the advantages of a division of labour between phonetics and phonology. Similarly, it is 

important to keep apart phonological and phonetic underspecification. Phonetic underspecification, as 

suggested by Keating, 1988, is argued against in Kingston, 1991, who claims that „in conveying vowel 

height, no articulator lacks specification‰ (Kingston, 1991:174).  

In the process of speech perception, FUL assumes that some features for lexical access are not 

extracted from the speech signal altogether. Nevertheless, the extraction mechanism is still sensitive to 

articulatory cues determining which features are extracted and which are not (see chapter 3). Thereby, 

FUL is not entirely incompatible with the view „that speakers have knowledge of the mechanisms that 

listeners apply to the task of recognizing speech sounds, and that this knowledge prescribes 

reorganizations of articulatory behaviors to take advantage of these mechanisms‰ (Kingston and Diehl, 

1994:446). An in-depth discussion of the feature extraction module in FUL is beyond the scope of this 

dissertation, though. 

 

1.2.6.1.3 Underlying German vowels and their surface realisations 

Altogether, the underspecification of particular vocalic features in the mental lexicon leads to a 

rather sparsely specified German vowel inventory which is illustrated in Table 4. The surface 

representations of German vowels, on the other hand, are more specific. Their corresponding 

realisations are discussed below. 

 

Table 4: Feature-based vowel inventory of German long and short vowels.  
 

 a a o  ø œ u   y   e  i  
RTR           +     
LAB   + + + + + + + +      
COR                
DOR + + + +   + +        
HIGH       + + + +    + + 
LOW + +              

 

In order to construct an acoustic output from the information available in the lexicon, 

phonological rules are needed which fill in the lacking feature specifications. The most important rule 
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in this respect is (1) which states that a segment not specified for an articulator feature in its lexical 

representation surfaces as coronal. 

 
(1) [ ]ART      [CORONAL]ART 
 

Rule (1) guarantees that vowels underspecified for their articulator place feature surface as coronal 

vowels. 

Another rule has to ensure that vowels are pronounced with an advanced or retracted tongue root. 

If vowels are not specified for a tongue root feature lexically, they will surface as [RTR] vowels if they are 

short, and as [ATR] if they are long. This is implemented in (2) and (3): 

 
(2) [ ]TONGUE ROOT [ ]LENGTH    [RTR] 
(3) [ ]TONGUE ROOT [LONG]LENGTH   [ATR] 
 

An exception to (2) and (3) are low vowels, i.e. [a]. It has been shown elsewhere that there exists a 

universal constraint prohibiting the simultaneous connection of a vowel to both [ATR] and [LOW] (cf. 

amongst other, Archangeli and Pulleyblank, 1994; Goad, 1991; Kiparsky, 1985, and references therein). 

Put differently, a low vowel cannot be [ATR], and the general rule deriving the tongue root feature 

specification from vowel length must be blocked by a more specific rule, ensuring that low vowels are 

[RTR], independent of their length. This rule is expressed in (4), ensuring that a low vowel is never [ATR], 

but [RTR]. 

 
(4) [LOW]TH      [RTR] 
 

The realisation of [], on the other hand, may show dialectal variation. In Swiss German and 

Alemannic dialects, [] is rather low. Kraehenmann, 2003, constructs the synchronic vowel system of 

Thurgovian, a Swiss German Alemannic dialect spoken in northeast Switzerland. According to her, both 

[] and [] are [LOW] in this dialect (Kraehenmann, 2003:51). A low [] has two advantages. First, its 

tongue root specification can be derived via rule (4). Second, it is the direct output of umlaut applying 

to [a]. The alternation is more transparent, in that the original height feature is maintained in the 

umlauted vowel (cf. discussion below). 

For the phonetic representation of tongue height, FUL assumes underspecification both 

underlyingly and in the acoustic signal. A listener would not extract height information from a mid 

vowel: Once its first formant is above a certain lowness and below a certain highness threshold, no 

height feature corresponds to this formant characteristics. 

 

1.2.6.2 Umlaut as marked rule application 

 

How can umlaut be described from a stem-based point of view in FUL? In particular, how can an 

underlying dorsal vowel surface as coronal? 
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The basic assumption is that umlautable vowels are already stored with a detached place 

information, that is, they are underspecified for their articulator place features. This main tenet is 

expressed in (5). 

 

(5) Umlautable German vowels are underspecified for their articulator place features (i.e. dorsality). 

 

Once the assumption expressed in (5) is made, the requirement stated in (b) [The umlauted vowel is 

front] follows from rule (1): By default, vowels underspecified for their articulator place feature in the 

mental lexicon surface as coronals if no markedness rules interfere. However, as the following sections 

suggest, there are in fact markedness rules for vowels participating in the umlaut alternation. An 

important observation is that umlaut only applies to low or labial vowels. These vowels surface as 

coronal vowels if umlaut applies, and as dorsal vowels if umlaut does not apply. Following Wurzel, we 

consider umlaut as designating the marked category („Markiertheitsmarker‰, Wurzel, 1984b), whereby 

[DORSAL] would be the default realisation for labial and low vowels if there were no labial coronal 

vowels. With respect to the coronal default rule, the dorsal fill-in rule for labial and low vowels is 

marked. Hence, the application of the coronal default rule has a marked precedence over the dorsal 

markedness rules in appropriate umlaut contexts. The dorsal markedness rules are formalised in (6) and 

(7). 

(6) [LOW]TH    [DORSAL]ART (accounting for [a]) 
(7) [LAB]    [DORSAL]ART (accounting for [u] and [o]) 

 

Based on the coronal default insertion and on the dorsal markedness rules, umlaut as vowel 

alternation can be described as follows: 

 
(8) Umlaut as the productive alternation between back and front vowels is the marked application 

of the  coronal (default) rule before the dorsal (markedness) rules in particular inflectional 
paradigms (e.g. plural) which affects vowels lexically underspecified for their articulator place 
feature. 

 

The particular rule ordering described in (8) accounts for the correct spell-out of umlauted surface 

forms in production and is marked with respect to the Elsewhere Condition, which would order the 

more specific rule before the more general one. The dorsal fill-in rules are more specific than the 

coronal default rule with regard to the input they apply to. Since the input must be marked for [LAB] or 

[LOW], these rules would naturally apply first given this input. Note that the marked rule order does not 

correspond to marked representations (for a detailed discussion of markedness, see Lacy, 2006). Hence, 

it is possible to distinguish markedness on a representational level and on the level of production. 

Umlautable vowels are less marked underlyingly, but more marked if produced as labial front segments. 

In contexts in which underspecified back vowels do not umlaut, the dorsal fill-in rules apply before 

the default coronal rule. Thereby, the coronal realisation rule is blocked due to the mutual exclusiveness 

of dorsality and coronality. Similarly, vowels lexically specified for dorsality can never participate in 

umlaut since their articulator place features are already present. Once again, the coronal default rule is 
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blocked. The respective vowels always surface as dorsal vowels, even in morphosyntactic contexts in 

which other words would umlaut. 

Words with an underlyingly umlauted vowel such as Stöpsel (peg.SG) are similarly marked with 

respect to the ordering of coronal default and dorsal markedness rules. More precisely, words like 

Stöpsel (peg) have as part of their lexical representation the specific information that the coronal default 

rule must apply before the dorsal markedness rules. Otherwise, the labial vowel would surface as [o] and 

yield the incorrect word *Stopsel. 

The representation of the umlautable vowels in German together with their surface alternants is 

shown in Table 1. 

 

Table 5: The representation of umlautable vowels6 in FUL. 
 

BASE VOWEL: DORSAL > CORONAL UMLAUTED VOWEL: CORONAL > DORSAL 
 Lexical features Surface features Surface features  
SYMBOL PLACE HEIGHT PLACE HEIGHT PLACE HEIGHT SYMBOL 
[u] [LAB] [HIGH] [DOR][LAB] [HIGH] [COR] [LAB] [HIGH] [y] 
[o] [LAB]  [DOR] 

[LAB] 
 [COR] [LAB]  [ø] 

[a]  [LOW] [DOR] [LOW] [COR]  [] 

 

The derivation of the base vowels follows the unmarked rule application which realises place-

underspecified low or labial vowels as dorsals. The derivation of the umlauted vowels is based on the 

application of the coronal default rule before the dorsal markedness rules. Vowel length and tongue root 

features are omitted since they are not affected by umlaut (except for [a], see below). For instance, short 

[u] umlauts to [] while [o] becomes [ø]. On the other hand, the umlauting of [a] involves a 

concomitant raising. This reflects a possible avoidance of low and coronal vowels in some languages, 

which goes back to antagonistic muscle groups involved in the articulation of low versus front vowels. 

Thus, a specific rule must delink the height specification for the low [RTR] vowel, after the coronal 

insertion rule has applied in the umlaut-marked contexts (e.g. in the plural). This rule is expressed in (9). 

 
(9) [LOW]TH [COR]ART   [ ]TH 
 

Then, the correct output of umlaut applying to [a] is the [RTR] non-low vowel []. This vowel must 

be distinguished from [e], suggested by minimal pairs such as lesen ([lesn] Âread.INFÊ) and läsen ([lsn] 

Âread.1ST PL PAST SUBJÊ). Thus, [] is specified for [RTR] due to its relation to [a] in the umlaut 

alternation. If short or long [] represents a phoneme, it is marked for that feature underlyingly (cf. 

Table 4). 

Altogether, umlaut as productive inflectional vowel alternation in root morphemes can be 

summarised as follows: 

 

                                                 
6 This dissertation focuses on monophthongs only. A discussion of umlauted diphthongs is beyond the scope of 
this thesis. 
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(a) The root vowel (or the full vowel at its rightmost edge) is underspecified for its articulator place 
feature dorsal. 

(b) The umlauted vowel is coronal. For a correct spell-out of umlauted vowels, the coronalisation 
rule must have precedence over the more specific dorsal fill-in rules in particular inflectional 
paradigms (e.g. plural) and in underlyingly umlauted vowels. 

(c) A back vowel which does not undergo umlaut is fully specified for its articulator place, i.e. is 
dorsal. 

(d) The non-umlauted counterparts of umlautable vowels derive through the default ordering of the 
dorsal markedness rules before the coronal default rules. 

 
 

1.2.7 Umlaut in inflection and derivation 

 

The variability of umlaut in StdG is reflected in its occurrence in both inflectional and derivational 

paradigms (cf. Table 2 and Wurzel, 1984b, who lists 19 morphological categories in which umlaut 

occurs). Words like Tag (day) show that the lack of umlaut in inflection (here: plural, i.e. Tage Âday.PLÊ) 

does not cause the lack of umlaut in derivation (eintägig Âone-dayÊ). Following Wurzel, 1970, it makes 

sense to distinguish between inflectional and derivational umlaut on the basis of the root morpheme 

specification. How does that work in FUL? 

 

1.2.7.1 Inflectional umlaut 

 

The rule and feature-based realisation of umlauted vowels in speech production implicitly assumed 

that both umlauted and non-umlauted surface variants (e.g. Stock~Stöcke Âstick.SING~PLÊ) are derived 

from one underlying root morpheme containing a place-underspecified vowel. Thus, inflectional umlaut 

is the root morpheme alternation with affixal exponents (e.g. plural suffix –e in Stöck-e Âstick.PLÊ) or not 

(e.g. Vater~Väter Âfather.SG~PLÊ). The featural approach to umlaut is stem-based, since the necessary 

condition for umlaut to take place is the placelessness of the root vowel in the corresponding stem. 

Nevertheless, the inflectional paradigm provides the sufficient triggering information for the vowel 

alternation insofar as it determines the marked rule ordering which leads to coronal surface forms of 

the underlying underspecified root vowel. Hence, this approach does not deny that umlaut is 

morphologically governed but at the same time emphasises the phonological transparency of the 

alternation. Umlaut is therefore rooted in the featural representation of the respective umlautable 

vowels themselves and does not need an additional diacritic vowel marking nor a floating feature7 in the 

stem or in the affix. The actual alternation is based on paradigmatic knowledge, i.e. involves the 

additional information in which inflectional paradigm the coronal default rule has precedence over the 

dorsal markedness rules. 

As a consequence, the absence of umlaut in a specific root morpheme can have three reasons: 

• The root vowel is specified for dorsality in its underlying representation (e.g. in Stoff 

ÂclothÊ, cf. Table 6). 

                                                 
7 Note that a floating feature is a feature which is „there‰ but does not surface. Underspecification of coronality in 
umlautable vowel means that the feature [CORONAL] is entirely lacking. In this respect, the floating feature 
approaches and the underspecification approach differ. 
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• The root vowel is place-underspecified and not labial or low (e.g. Stecker ÂplugÊ or Stich 

ÂstingÊ, cf. Table 6), or it is place-underspecified and labial or low and comprises the 

context-independent information in its lexical representation which grants the coronal 

default rule precedence over the dorsal markedness rules (e.g. Stöpsel ÂpegÊ, cf. Table 6). 

• The morphological paradigm or sub-paradigm is not marked for the marked rule ordering 

leading to umlauted surface forms, i.e. the morphological exponent does never co-occur 

with an umlauted root morpheme (e.g. stoßt Âpush.2ND PL PRESÊ but stößt Âpush.2ND SG 

PRESÊ, cf. next sections and chapter 3). 

Umlauted and non-umlauted plural forms of German nouns are summarised in Table 6. The 

capital [o] denotes the monophonemic representation from which both [] and [œ] can be derived.  

 

Table 6: Umlauted and non-umlauted surface forms of German nouns (UR=underlying 
representation, SR=surface representation). The capital [O] represents the umlautable place 

underspecified labial vowel. 
 

BASE FORM PLURAL FORM UR ROOT VOWEL SR ROOT VOWEL UMLAUT

Stock 

ÂstickÊ 

Stöcke [O] [LAB] 

[ ]ART 

[ ]TH 

[œ] [LAB] 

[COR]ART 

[ ]TH 

+ 

Stoff 

ÂclothÊ 

Stoffe [] [LAB] 

[DOR]ART 

[ ]TH 

[] [LAB] 

[DOR]ART 

[ ]TH 

- 

Stöpsel 

ÂpegÊ 

Stöpsel [œ] [LAB] 

[ ]ART 

[ ]TH 

[œ] [LAB] 

[COR]ART 

[ ]TH 

- 

Stecker 

ÂplugÊ 

Stecker [] [ ]ART 

[ ]TH 

[] [COR]ART 

[ ]TH 

- 

Stich 

ÂstingÊ 

Stiche [] [ ]ART 

[HIGH]TH 

[] [COR]ART 

[HIGH]TH 

- 

 

In this dissertation, the following types of inflectional umlaut will be discussed: 

• umlaut in the plural of German nouns (this chapter and chapter 4) 

• umlaut in the present tense stem of strong verbs in German (this chapter [below] and 

chapter 3) 

• umlaut in the subjunctive (this chapter [below]) 
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1.2.7.2 Derivational umlaut 

 

It is generally found that derivational processes tend to alter the meaning of a particular root 

morpheme. Furthermore, derivational affixes may change the wordhood of bases they attach to. Finally, 

derivations appear to be less transparent with respect to their constituent morphemes.   This suggests 

that derivational affixes select somewhat different stems than inflectional affixes. Or put differently: 

While all noun inflections in German would select the same root morpheme – with a fully specified or 

underspecified vowel – noun derivations are rather based on separately listed stems which may be 

phonologically identical to the inflectional stem or not.  

A much disputed case in this regard is the German diminutive suffix, varying between –lein and –

chen. The usage of one or the other form appears to depend on dialectal regions and may also be 

restricted to particular phonological contexts (see Plank, 1981:155, for a discussion on this topic). 

Mostly, the diminutive suffix is cited as providing the only case in which umlaut still applies regularly 

and productively (see Féry, 1994; Sonnenstuhl et al., 1999; Wiese, 1996; Wurzel, 1984b).8 In fact, it seems 

that almost unexceptionally, the combination of a stem with the diminutive suffix can cause umlaut of 

the root vowel (or the full vowel at the rightmost edge of the stem), even in loan words (see Table 7). 

 

Table 7: Diminutive umlaut in German. 
 

BASE DIMINUTIVE –CHEN PECULIARITY GLOSS. 
Dorf Dörfchen -- village~village.DIM 
Hund Hündchen 

(Hundchen) 
Plural without 

umlaut, alternative 
form without 

umlaut 

dog~little dog.DIM 

Brot Brötchen Plural without 
umlaut, diminutive 
semantically opaque 

bread~bun 

Ballón Ballönchen Loan word balloon~ballon.DIM 
Assoziatión Assoziatiönchen Loan word association~association.DIM 

 

Despite the apparent productivity of diminutive umlaut, German native speakers are not always 

entirely sure whether the umlauted or non-umlauted diminutive form is the „correct‰ one, as can be 

observed on the pair Kuhchen~Kühchen (cow.DIM).  The uncertainty of German speakers suggests that 

stem selection difficulties may play a role in the diminutive formation. This in turn provides evidence 

that the derivational diminutive suffix selects a different stem than inflectional affixes (e.g. for plural 

forms). There is further evidence for specific diminutive stems: The diminutive forms are often opaque 

with respect to the meaning of its noun constituent. This is especially evident in forms which developed 

an extended and specialised meaning, detached from the meaning of the non-diminutive form. Thus, a 

Brötchen is not just a little bread, but rather a particular type of pastries. Similarly, the noun Mädchen 

(girl) has no transparent relation to Magd (maid) any more, but was transparently derived from that 
                                                 
8 Féry pursues an OT approach to German umlaut, but derives the fronted vowels only in the diminutive case, 
where she claims that umlaut depends on a foot constraint favouring a syllabic trochee. Umlaut is triggered by a 
floating feature [+FRONT], which is, unlike in WieseÊs approach, stored together with the diminutive suffix -chen. 
According to Féry, all other instances of umlaut are lexicalised. 
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base before the 17th century (cf. Kluge and Seebold, 2002). Consequently, base and diminutive forms 

should be treated as two lexemes.  

According to FUL, the diminutive suffix attaches to a root morpheme of which the vowel is 

underspecified for its articulator place if this root vowel surfaces as umlaut. In Brötchen (bun), –chen 

attaches to the stem Bröt-, not Brot-. In Brot-, [o] is specified for dorsality, and this stem is used in the 

plural Brote (bread.PL). Hence, there are two separate stems Bröt- and Brot- which differ phonologically 

as a consequence of their feature specification.  

The stem variants for Dorf (village) in contrast, are phonologically identical: Since the plural of 

Dorf umlauts the root vowel, the lexical representation of Dorf involves a vowel underspecified for 

dorsality. At the same time, the diminutive stem also contains an underspecified root vowel, since there 

is an umlauted surface vowel in the diminutive form Dörfchen (village.DIM). That means that -chen 

attaches to a stem which is phonologically identical to that onto which the plural suffix –er attaches, 

exemplified by the form Dörfer (village.PL).  

As for inflectional umlaut, the necessary prerequisite for the vowel alternation is rooted in the 

lexical representation of the respective root vowels (as exemplified above). This means in turn that the 

root vowel of the derivational stem is underspecified for its articulator place feature if there is at least 

one derivational affix which co-occurs with an umlauted surface form of that stem. Parallel to 

inflectional umlaut, the absence of the vowel alternation is primarily based on the lexical specification 

of the root vowel (dorsal versus placeless) and secondarily based on the specific realisation rule ordering 

triggered by particular derivational suffixes. 

Wurzel, 1970, lists several of these suffixes which reflect the variability of umlaut attested elsewhere. 

A closer inspection of the data (also discussed in Scharinger, 2002) reveals that the vowel of the relevant 

suffixes tends to determine whether or not umlaut occurs in the root morpheme. In particular, there is 

no variability in the root morpheme if the suffix contains a dorsal vowel, while umlaut may or may not 

occur if the suffix contains a coronal vowel. This clearly reflects the origin of umlaut as a transparent 

phonological process (cf. next section). Table 8 exemplifies this observation and provides lexical 

representations of the relevant root vowels.  

The variability of umlaut in derivation as opposed to inflection appears to be more dependent on 

the respective derivational suffixes. It is striking that derivational suffixes with dorsal vowels never 

trigger umlaut in the corresponding stems. On the other hand, if the suffix vowel is coronal, umlaut 

may or may not occur. 

Based on this observation, one could claim that all derivational stems have place underspecified 

root vowels. The vowels surface as umlauted vowels if a coronal suffix induces the marked rule ordering. 

A dorsal suffix can never induce the marked rule ordering, and all stems co-occuring with those suffixes 

are not umlauted. For words like Busch where a coronal suffix does not trigger umlaut, an additional 

stem variant must be assumed. This additional stem variant would contain a fully specified dorsal root 

vowel, which can never be umlauted. The assumption of an additional stem makes sense insofar as 

umlaut in derivation does not necessarily involve one underlying form from which all possible surface 

alternants can be derived. In fact, WurzelÊs listings on umlaut variability in derivational paradigms 

(Wurzel, 1970:127 pp.) suggest that such an enterprise is doomed if the purpose is to explain all possible 

surface forms. 
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Alternatively, one could assume that the umlaut-variable suffixes such as –ig are allomorphic. One 

form of –ig would trigger umlaut via the application of the specific place of articulation realisation rule 

ordering, while the other –ig-form would fail to initiate the specific rule ordering. The dorsal default 

would apply instead and account for the correct output of buschig. 

This section has briefly described the mechanisms involved in a feature-based derivation of 

umlauted vowels in derivational paradigms. These mechanisms account for the production of the 

corresponding coronal surface vowels and tried to elucidate the variability of umlaut in StdG. A more 

detailed discussion of umlaut variability, stem selection and allomorphy is however beyond the scope of 

this dissertation. 

 
 

1.2.8 Advantages of feature-based umlaut 
 

Why should the approach to umlaut proposed here be advantageous in comparison to the 

approaches discussed earlier in this chapter? 

First of all, the feature-based approach to umlaut does not need to assume diacritic symbols or 

floating features. Umlautable vowels are umlautable by virtue of their lexical, feature-based 

representations. By means of these underlying articulator place features, umlaut as the alternation 

between back and front vowels can be described in a transparent way. 

Second, the feature-based approach acknowledges that the alternation in StdG is not triggered by a 

particular phonological context. Similarly, the assumption that the necessary requirement for umlaut to 

take place is rooted in the lexical representation of the relevant root vowel prevents umlaut to solely 

depend on specific suffixes. Hence, umlaut as alternation between back and front vowels is clearly 

governed by morphophonological principles. 

Third, the umlauted surface vowels are marked insofar as their production involves a marked 

realisation rule ordering. Umlaut affects only low or labial vowels which would surface as dorsals by 

default. These default realisations are blocked in morphophonological contexts which lead to the prior 

application of the coronal default realisation rule. The same blocking occurs in words with underlyingly 

umlauted vowels. These words are marked for that specific realisation rule ordering. Thereby, 

underlyingly and morphophonologically umlauted vowels can be accounted for by the same principles.  

Fourth, the feature and underspecification-based approach to umlaut proved successful for the 

modelling of speech perception, as shown in chapter 3 of this dissertation. Additionally, this approach 

elegantly accounts for the historic development of umlaut and can elucidate why it came that labial 

front vowels are rather marked in StdG. The feature-based diachronic scenario will be discussed in the 

next section. 
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1.2.9 The diachronic development of umlaut in FUL 
 

1.2.9.1 A two-stage process? 

 

The literature on the diachronic development of umlaut in Germanic languages is characterised by 

a long-standing dispute of whether umlaut has originated from a single phonological process or umlaut 

in StdG is the outcome of two related, but genuinely different processes, dubbed primary and secondary 

umlaut.9 Primarily, in this paragraph it will be shown that a featurally underspecification approach may 

eliminate certain contentious issues. Also, the cited literature only covers a fraction of the body of 

research, but is intended to be representative for the opposing views. 

TwadellÊs view set the stage for the controversy (Twaddell, 1938). According to him, umlaut was a 

transparent assimilation of back vowels to the following syllable containing a high front vowel /i/, /j/ 

or /i:/. Due to its transparency, the umlauted vowels were not represented orthographically in OHG, 

except for the umlauted variant of short [a]. For the output of this so-called primary umlaut, a 

grapheme - <e> - already existed. Umlauted short [a] merged with the already existing []. The latter 

vowel was however restricted to environments where no [i] followed, since this would have caused a shift 

from [] to [i] earlier on. Twadell distinguishes the output of primary umlaut on [a] from the 

underlying phoneme [e] in opposing <exi> to <xa>. The first transcription shows the high vowel 

context for primary umlaut, where „x‰ stands for a single consonant. The second transcription 

exemplifies the occurrence of [] in the context of a non-high vowel. 

Secondary umlaut, applying to all the back vowels, was purely allophonic. The output was never 

marked, which would have been „an act of supererogation, of orthographical pedantry [⁄]‰ (Twadell, 

1938:86). Crucially, after the post-tonic vowels merged into schwa, the difference between umlauted and 

non-umlauted vowels became an autonomous difference which eventually got phonologised. The output 

of umlaut applying to [o] and [u] became phonemic, and led to a graphemic representation in MHG (ö, 

ü). TwadellÊs transcription of umlauted [u] becomes evident in the derivation <uxi~yxi>. Regarding [a], 

primary and secondary umlaut led to a differential output, namely <exi> (primary) versus <æxi> 

(secondary). 

Twadell does not suggest a significant time interval between primary and secondary umlaut. Rather, 

he implicitly seems to suggest that primary refers to the fact that the umlauted vowel of short [a] was 

the first to be represented graphemically due to the accidental availability of a similar sounding 

segment. Both primary and secondary umlaut, according to his view, go back to the same phonological 

process. However, while primary umlaut was in fact neutralising with respect to [e], secondary umlaut 

had purely allophonic results, i.e. the emerging sounds were not phonemes of OHG, but entirely „new‰ 

vowels.  

                                                 
9 The notion „umlaut‰ as discussed here is often extended to „i-umlaut‰ in diachronic views in order to indicate 
its contextual origin, as opposed to „a-umlaut‰ which refers to the vowel change from [i] to [e] in the context of 
[a]. 
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Penzl follows Twadell in that primary umlaut was neutralising and believes that both alternations 

started as transparent processes, leading to phonemic representations after the loss of the triggering 

context (cf. Penzl, 1949; 1983; 1994; 1996). Penzl emphasises that primary and secondary umlaut were 

linked but claims that secondary umlaut might actually be considered older:  

 
„[⁄] a general allophonic variation [æ]~[]~[e] for the phoneme a before an i-sound must have 
preceded the attraction of most of the allophones to the phoneme e. It is this partial merger with 
another phoneme that represents a deviation from the general development of the umlaut phonemes: 
the secondary umlaut is, in a way, a residue of the older ÂregularÊ umlaut of a.‰ (Penzl, 1949:227) 
 

Again, according to Penzl, the transparent [a]-alternation representing primary umlaut resembled an 

allophonic process, although its outcome led to a neutralisation regarding [e]. 

In PenzlÊs work, umlaut as allophonic variation is assumed to be common to all Germanic 

languages. Apparently, it did not originate in borrowings of sounds or umlaut-inducing features. Also, 

there is no spreading of umlaut in a local sense, i.e. the assumption that umlaut started in the northwest 

and spread southward is refuted. While umlaut, according to Penzl, was not completed until the middle 

of the 8th century, the end of the phonologisation of umlaut had been marked by the usage of 

graphemic representations such as <iu> for umlauted [u]. 

In MoultonÊs view (Moulton, 1971), primary umlaut is not allophonic (like the „regular‰ secondary 

umlaut), but rather „phonematic‰, i.e. creates a phoneme already existent in the language. But primary 

umlaut is also special with respect to later developments. While in general, Moulton follows TwadellÊs 

and PenzelÊs allophonic view, his objective is on the analogical extension of umlaut as morphological 

marker. Here, only the vowel oppositions which fall under the notion of secondary umlaut are 

transferred to environments in which allophonic umlaut could not have been initiated in the first place. 

The opposition of the features [-PALATAL] and [+PALATAL] extended to other domains by analogy and 

marked morphological categories, such as the plural. 

Similarly, Götz, 1996, assumes three stages in the development of German umlaut: (i) an allophonic 

and neutralising beginning, (ii) a subsequent phonemic representation and (iii) a final spreading by 

analogy to particular morphological paradigms. Analogous umlaut emerged only after the vowel 

alternation signalled functional oppositions (singular~plural). On the other hand, primary and 

secondary umlaut spread differently in specific dialects. 

Liberman, 1991, raises several critical questions regarding an allophonic origin of umlaut. He is 

interested in the temporal and phonetic aspects of the allophonic development. According to him, the 

allophonic theory is problematic, since the high front vowel context is rather old and should have led to 

a considerably earlier emergence of umlaut. He believes that in fact, the allophones have evolved by a 

gradual assimilation. While seeking for a definition of „assimilation‰, he equals assimilation with a 

process, while coarticulation resembles a state. However, no conclusive answer is given of whether 

umlaut allophony is based on coarticulation or assimilation. Altogether, Liberman assumes that umlaut 

did not have a purely allophonic source. 

Chapman observes that semantic factors play an important role for umlaut. However, these factors 

are restricted to the analogical extension of umlaut and not so much for its phonetic/phonological basis 

(see Chapman, 1993; 1996). Chapman  shows that analogical umlaut depends on semantic transparency: 
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It is most productive if a morphological alternation displaying umlaut is both semantically and 

formally transparent. A similar view has been taken in the framework of FUL above.  

LibermanÊs critique of the allophonic origin of umlaut is indicative of views against the so-called 

standard theory by Twadell and his followers. According to Voyles, the development of umlaut involved 

gradual steps (cf. Voyles, 1992; Voyles, 1976; 1984; 1991). What characterises primary umlaut is the 

assumption that it took place first, followed by the umlauting of [u], which in turn was followed by the 

umlauting of [o]. The observation that scribes – who in fact were used to mark subphonemic contrasts – 

did not mark umlauted vowels except [a] is due to the alleged fact that the process was not active at that 

time. This is not true for Notker, though, who already marked umlauted [u] with <iu> (exemplified in 

Kraehenmann, 2003).  

Voyles claims that only later, secondary umlaut applied across the board, without consonantal 

restrictions, and its outcome was introduced in the MHG orthography. By then, however, the high front 

vowel suffixes had disappeared – an observation to which Voyles retorts that umlaut was morphologised 

and had lost its phonological source. For early umlauted [a], a mainly phonological account is given, 

but Voyles points out that even this alternation was not purely phonologically governed, but had its 

morphosyntactic conditions, too. For instance, Isidorian i-umlaut occured in one of the alleged fourteen 

„phonological-cum-morphosyntactic‰ environments, namely, in the stem of all j-class masculine and 

neuter nouns „even if there is no /i:/ in the next syllable‰ (Voyles, 1991:173). 

The work of Iverson and Salmons suggests that although primary and secondary umlaut are 

phonologically similar, they represent two structurally independent processes (Iverson and Salmons, 

1996; 1999). The first effect of umlaut – the fronting of short [a] – is considered a consequence of the 

transition from a Proto-Germanic height harmony to a Germanic place harmony.10 Secondary umlaut 

involved a mere fronting of back vowels and applied in contexts where primary umlaut did not apply, 

for whatever reasons. The phonetic motivation for secondary umlaut stemmed from the analogy to the 

phonetic contexts in which primary umlaut occurred. Only later, the two vowel alternations merged 

into one morphologically restricted process. 

To summarise this short overview, the central contentious issues are the following: 

• Is the distinction between primary and secondary umlaut solely based on the 
orthographic marking of the output (OHG <e> against MHG <ä, ü, ö>) or has it 
indeed structural (phonological, morphosyntactic) roots? 

• Does umlaut start as a purely phonological alternation or was it already restricted to 
certain extra-phonological environments? 

• Does the gradual orthographic emergence of the umlauted back vowels really reflect a 
different timing of the alternation in spoken language? 

It appears that the main controversies between the standard view of Twadell and the view of Voyles 

and colleagues have to do with the question of whether umlaut developed as a gradual process and 

whether or not secondary umlaut was at work even if it was not represented orthographically. It is also 

controversial when the output of umlauted vowels became phonemes – in early or late OHG, before or 

after apocope? – and when the original contexts led to a morphologisation of umlaut in the plural of 

particular nouns, thereby opening the stage for the analogical extension of the opposition between back 

and front vowels. 

                                                 
10 In this respect, the view of Iverson and Salmons resembles FUL. The issue of height versus place harmony with 
respect to primary and secondary umlaut will be discussed in the next paragraph. 
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On the other hand, there seems to be a consensus with respect to the structural differences between 

primary and secondary umlaut: Both processes go back to a transparent phonological alternation, but 

only secondary umlaut led to true allophones while primary umlaut resulted in a neutralisation with 

respect to [e].  

 

1.2.9.2 Diachronic development of umlaut in FUL 

 

One basic assumption with respect to the diachronic development of umlaut in FUL is that coronal 

underspecification was already applicable in OHG. At first sight, then, it seems counter-intuitive to 

invoke a theory like FUL to account for an assimilation in which the sound providing the featural 

background for the assimilation as such is underspecified for the relevant feature. Specifically, since 

FUL assumes [CORONAL] to be underspecified in the mental lexicon, it can actually never really spread 

to an adjacent segment. Thus, if an allophonic umlaut rule in OHG is assumed, it cannot be described 

simply in terms of feature spreading. Rather, it appears that the coronal default rule of Modern German 

had a different status in OHG and applied differentially to labial and low vowels as a rule triggered by 

the specific context of suffixes with a high (coronal) vowel /i/, /i:/ and /j/. For all non-low or non-labial 

vowels, coronal insertion took place by default.  

On the other hand, the dorsal markedness rules of Modern German were default rules in (pre)-

OHG. These rules arise from the fact that prior to the phonologisation of the umlauted back vowels, all 

low or labial vowels were dorsal. Thus, for the umlautable vowels [a, u, o], no underlying place 

specification was required. More generally, place features in OHG were not contrastive. The dorsal 

default rules of OHG are represented in (10) and (11): 

 
(10) [LOW]TH [ ]ART    [DORSAL]ART 
(11) [LAB]   [ ]ART    [DORSAL]ART 
 

The underlying representation of the corresponding OHG vowels are shown in Table 9. Primary 

umlaut, then, involved the application of a rule detaching the height feature [LOW] from [a], which is 

expressed in (12). In this respect, primary umlaut comprises a raising process. 

 

Table 9: Underlying representations of the OHG vowels. A plus 
marks the presence of a feature. 

 
  /a/ /u/ /o/ /e/ /i/ 

LAB   + +     

COR      

DOR      

HIGH   +     + 

LOW +         
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However, rule (12) is already a rather specific rule, since only non-labial high vowels can trigger it, 

i.e. only [i]. 

 
(12) [LOW]TH   [ ]TH /_[ ]ART [HIGH]TH  
 

The spell-out of the resulting mid-vowel was guaranteed by the coronal default rule. Once [LOW] 

was deleted, the intermediate vowel representation was not subject to (10) anymore. A derivation of 

primary umlaut in OHG is given below. A word containing a [LOW] root vowel (gast, ÂguestÊ), to which 

the plural suffix –i attaches, is taken as starting point (Figure 2). 

 

 

Figure 2: Diachronic development of umlaut in German. Primary umlaut as raising. 
 

Lexically, /i/ was just marked for height.11 It caused the raising of the rightmost adjacent vowel 

(here, [a], see Figure 2). The influence of the high vowel may have increased gradually, until eventually, 

the rule application took place. Evidence for an increasing raising strength can be attributed to the fact 

that later in OHG, /i/ also caused umlaut across consonant clusters as seen in nahti ([naxti] ÂnightÊ) 

which are said to have blocked primary umlaut (cf. Twadell, 1938, and others).  

Once the vowel height was deleted, the intermediate representations were not subject to (10) 

anymore. The automatic coronal insertion rule could apply without any further assumptions and 

derived the surfacing coronal vowel. The surfacing form of umlauted gasti is illustrated in Figure 3. 

 

 

Figure 3: Diachronic development of umlaut in German. 
Primary umlaut as raising: filling in of [COR]. 

                                                 
11 Tongue root features are neglected for this derivation. They do not bear on the outcome and are consistent in 
the StdG situation, at least for [ø] and [y]. A long [ATR] /a:/, on the other hand, umlauts to a long [RTR] []. 
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Secondary umlaut, on the other hand, can be described as the marked application of the automatic 

coronal default rule before the dorsal default rule. This rule relation was triggered by the place-

underspecified high vowel in the suffix. Note that the dorsal realisation rule is more specific than the 

coronal realisation rule since it requires labiality in the input. For that reason, it would naturally apply 

before the coronal default rule. Hence, the umlaut triggering context represents the marked case. 

Perhaps, the specific rule ordering emerged from primary umlaut in that the derivation of primary 

umlaut appears to involve the marked application of the coronal insertion rule before the dorsal default 

rule, although no such assumption is necessary since the context for the dorsal default rule was removed 

via (12) in the derivation of primary umlaut.  On the other hand, the triggering of the specific rule 

ordering may be considered the result of the shift from a height harmony (primary umlaut) to a place 

harmony (secondary umlaut). Obviously, this shift was already at work in primary umlaut, which 

cannot be entirely reduced to a raising process. Only a non-labial, i.e. only a surfacing coronal high 

vowel could raise [a] to []. Thus, primary umlaut seems to be grounded on both height and place 

harmony, while secondary umlaut only reflected place harmony (cf. Iverson and Salmons, 1996; 1999). 

The phonologisation of umlaut corresponds to the change in the default status of the dorsal 

realisation rules. Once coronal labial vowels became phonemes, rules (10) and (11) could not represent a 

default situation any more. The output of these rules became phonologised. Simultaneously, by default, 

all non-dorsal vowels were coronal. Thus, the sole default place realisation rule was now the coronal 

default rule expressed in (1).  

The phonologisation of the output of umlaut applying to [a] equals the lexical storage of the 

output of both the height specification rule (9) and the tongue root specification rule (4). If certain 

dialects do not make use of rule (4) or use a different rule ordering in the formation of umlaut, the 

phoneme // may be low or [ATR], i.e. /e/, accordingly. Note that the synchronic structural description 

of primary umlaut involves a similar raising rule as in OHG, i.e. if one compares the output of (9) and 

(12). The crucial difference is that in OHG, the raising in primary umlaut was transparent with respect 

to the triggering vowel. Additionally, the raising rule expressed in (12) applied before coronality was 

filled in.  Thus, the phonologisation of umlaut also involved a rule re-ordering with respect to (9) and 

(12).  

Once umlaut analogically extended to other forms, marking morphosyntactic categories such as the 

plural, the non-application of umlaut had to be ensured. This could have been achieved by a rule 

specifying underlyingly placeless vowels as dorsal in certain morphosyntactic categories (here, in the 

singular). But for StdG, the marking of singulars seems somewhat counter-intuitive. A more natural 

assumption is that the morphologisation of umlaut corresponds to the lexical marking of a particular 

rule ordering, not following the Elsewhere Condition. That is, morphologisation of umlaut is the 

marked precedence of the general coronalisation rule applying to placeless vowels over the dorsal 

markedness rule applying to labial or low vowels. Crucially, this marking is not overt with respect to 

phonological contexts any more.  

In StdG, this specific rule ordering must also be part of the lexical representation of underlyingly 

umlauted words (e.g. Öl ÂoilÊ). Thereby, umlaut is attributed its morphological context-dependency, but 

simultaneously, the derivation of the umlauted vowels is phonologically transparent, both in OHG and 

StdG.  



 

 - 44 - 

As a consequence of the changed dorsal realisation rule in StdG, vowels in words which never 

umlaut must be marked for dorsality in their underlying representations. That is, the phonologisation 

and morphologisation of umlaut also involved the phonologisation of vowels which are exempt from 

this alternation. 

Taken together, the different derivations of umlaut in OHG and StdG are illustrated below. Table 

10 shows the singular and plural forms of the i-class nouns (cf. Braune and Eggers, 1975). The 

corresponding StdG forms together with words which are underlyingly umlauted are given in Table 11. 

Crucially, the representation of the phoneme resulting from umlauted [a] in such words involves [RTR] 

lexically. Recall that this feature is otherwise introduced via the tongue root markedness rule (4). Figure 

4 compares umlaut in OHG and StdG. 

This approach to umlaut shows the interaction of the alternation with both phonology and 

morphology: Umlaut in StdG only occurs in vowels underspecified for dorsality and surfaces as 

alternation by virtue of a contextual rule which grants precedence of the default coronal rule in certain 

morphological categories.  

The lack of umlaut as alternation between back and front vowels in OE can be attributed to the 

fact that the triggering context disappeared after umlaut applied. Crucially, this context did not depend 

on particular morphosyntactic categories (e.g. the plural) but was represented by the stem extension of 

the i-nouns. As shown in the work of Lahiri and Dresher (Lahiri, 1982; Lahiri and Dresher, 1999), the 

development from pre-OHG to OHG and from pre-OE to OE involved a rule of high vowel deletion 

(HVD). This rule deleted a high vowel in the weak branch of a foot. For the proto-Germanic i-nouns 

like gast-i-Œ.SG (guest.SG), umlaut took place before HVD in OE, but not in OHG. The result was a non-

umlauted singular form gast-Œ.SG in OHG due to the lacking i-extension at the stage of umlaut 

application. In contrast, in OE, the i-extension triggered umlaut before HVD, whereby the whole i-noun 

paradigm comprised the stem gest- which did not differ between singular and plural forms. 

 

1.2.9.3 Summary: Two sides of one coin 

 

The diachronic view on umlaut in German according to FUL can be summarised as follows: 

Primary umlaut emerged as a raising rule and possibly reflected an old height harmony (Iverson 

and Salmons, 1996; 1999). Since the output of umlauted [a] was qualitatively similar to OHG /e/, the 

orthographic representation <e> was used as the first transcription of umlaut.  

Secondary umlaut, on the other hand, was the marked application of the automatic coronal rule 

before the dorsal default rule. It is possible that a shift from a height to place harmony favoured this 

development. After the loss or reduction of the umlaut-inducing syllables and the phonologisation of 

the affect vowels, new graphemes were used in MHG. The introduction of <ä> may be seen as analogical 

extension of the symbolic relation <o> versus <ö> and <u> versus <ü>. It most likely served the purpose 

of distinguishing original /e/ from the output of umlaut applying to /a/ (see Voyles, 1991) and is 

supported by investigations of rimes (see Penzl, 1949 for references). 
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OLD HIGH GERMAN

dorsal insertion 
(labial & low 
vowels)
coronal insertion
(all others)

default: all vowels:
 [   ]ART

umlaut:
primary: raising
secondary: marked (contextual) 
application of coronal insertion

MODERN GERMAN

coronal insertion
(all place-less 
vowels)

default: 

dorsal insertion
(labial and low 
vowels)

markedness:

umlaut:
marked (contextual) application 

of coronal insertion before dorsal 
markedness

non-alternating 
labial & low 
vowels: 
[DORSAL]ART

alternating 
labial & low 
vowels: [  ]ART

all other 
vowels: [  ]ART

 

Figure 4: Comparison of umlaut in OHG and StdG. 
 
 

Furthermore, marking the output of umlauted /a/ reflected the phonological counter-action 

towards a partial merging of [RTR] [] and [ATR] [e], expressed by the phonologisation of the tongue 

root specification rule (4). Similarly, the option for umlauted /a/ to remain low may have analogically 

extended to the allophones of /e/, thereby resulting in representations like Thurgovian low //. 

The lack of umlaut as a productive morphosyntactic rule in English goes back to a different rule 

order in OE, where umlaut (raising) applied before HVD. This led to surfacing front vowels in both the 

singular and the plural of original i-nouns. 
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Primary and secondary umlaut took place at approximately the same time. The delay in the record 

of the umlauted graphemes is not indicative of a parallel phonological development. 

Gaps in the vowel alternation prior to its morphological functionalisation can be attributed to 

failures or inconsistencies in the application of the raising rule. Consonant clusters may have played a 

decisive role there. 

Analogical umlaut as vowel alternation in certain morphological paradigms became possible by the 

morphologisation of contexts in which the coronalisation rule applies before the dorsal markedness 

rules. This elucidates the existence of umlaut as morphological exponent in many German word forms 

from the original Germanic stock.  

The development of umlaut may be seen as a change in the status of the coronal and dorsal 

realisation rules and the ordering of the raising rule in OHG versus Modern German. In OHG, the 

coronal and dorsal realisation rules both applied as defaults, but were mutually exclusive. Primary 

umlaut was the transparent raising of the low vowel [a]. This raising was already sensitive to the lacking 

place feature of the triggering vowel: Only the place-underspecified (i.e. non-labial high vowel) [i] could 

raise [a] to [].  

Secondary umlaut in OHG was the marked application of the coronal rule to low and labial root 

vowels in the context of i-suffixes. In Modern German, the coronal realisation rule remains the default, 

while the dorsal realisation rule accounts for the correct place specification of place underspecified 

vowels which would be coronal otherwise. Thereby, the dorsal rule has lost its default character and only 

applies to a subset of possible inputs. Naturally, its specificity causes its earlier application in the 

framework of Lexical Phonology. Umlaut, then, is the marked application of the coronal default rule 

before the dorsal fill-in rules. The markedness can directly derive from a wordÊs lexical specification (as 

in Öl, ÂoilÊ) or by virtue of particular morphosyntactic categories (as in the plural form Stöcke, ÂsticksÊ). 

Consequently, if the dorsal realisation of labial and low vowels is not the default any more, vowels not 

participating in umlaut and surfacing as dorsal vowels phonetically must be underlyingly marked for 

dorsality. Thus, the Standard German noun Bus (bus) includes a lexically dorsal vowel [u], since there is 

no alternating form *Büs-.15 

In the synchronic morphology, forms participating in productive umlaut alternations derive from 

one morpheme which is characterised by a place-underspecified root vowel. The need for dual storage is 

therefore obviated. This issue will be explored further in chapter 2 and 3. 

 
 

1.3 Umlaut in ablaut verbs 
 

1.3.1 Defining ablaut and the German verb classes 
 

Ablaut, according to the classical definition of Hermann Paul, is the regular qualitative and 

quantitative change of particular vowels in etymologically related words or word forms, going back to 

                                                 
15 Specific dialects may allow umlauted plurals in which case dorsality is not specified underlyingly. 
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the old Indo-European accent relations (cf. Paul and Wiehl, 1998). As stated in Scharinger (2002:47), 

„the crucial difference between umlaut and ablaut is the fact that the former is one [⁄] phonological 

process under many conditions while the latter is a set of at least twenty [phonological] processes under 

one paradigmatic condition‰. In StdG, this „paradigmatic condition‰, or better, these morphological 

categories in which ablaut occurs are the preterit and past participle of strong verbs. Indeed, ablaut, next 

to the irregular –en suffix for the past participle and the vowel change in the 2ND and 3rd SG PRES 

forms, is indicative of strong verbs, which are thereby distinguished from the so-called weak verbs.16 

While strong verbs involve ablaut in their past and past participle Kennformen17, weak verbs form their 

preterit and past participle by regularly adding the so-called dental preterit suffix –te and never change 

their root vowel. A complete weak and strong verb paradigm is given below (Table 12, Table 13). 

 

Table 12: Weak verb paradigm in German: machen (make). 
 

INFINITIVE machen ÂmakeÊ PAST PARTICIPLE ge-mach-t 
 PRESENT PAST PAST SUBJUNCTIVE 
SINGULAR    
1ST mach-e mach-t-e mach-t-e 
2ND mach-st mach-t-est mach-t-est 
3RD mach-t mach-t-e mach-t-e 
PLURAL    
1ST mach-en mach-t-en mach-t-en 
2ND mach-t mach-t-et mach-t-et 
3RD mach-en mach-t-en mach-t-en 

 
 

Table 13: Strong verb paradigm in German: schlafen (sleep). 
 

INFINITIVE schlafen ÂsleepÊ PAST PARTICIPLE ge-schlaf-en 
 PRESENT PAST PAST SUBJUNCTIVE 
SINGULAR    
1ST schlaf-e schlief- schlief-e 
2ND schläf-st schlief-st schlief-st 
3RD schläf-t schlief- schlief-e 
PLURAL    
1ST schlaf-en schlief-en schlief-en 
2ND schlaf-t schlief-t schlief-t 
3RD schlaf-en schlief-en schlief-en 

 

Besides strong and weak verbs, German has yet a third class in which one finds a mixture of strong 

and weak inflectional properties. These so-called „mixed‰ verbs allow for alternatives in the formation of 

the present tense singular forms (umlauted versus non-umlauted realisations), in the preterit (ablaut 

                                                 
16 The notions strong and weak are somewhat misleading. A strong verb has a weak stem, if weakness refers to the 
ability of the root vowel to change its quantity and quality in the ablaut alternation. If weakness refers to the 
pressure of the paradigm, a weak verb paradigm in fact exerts less pressure on the root vowel than a strong verb 
paradigm. 
17 This notion goes back to Wurzel, 1990. Kennformen (identifying forms) specify inflectional classes which are 
subject to paradigm-structure conditions (PSCs), reflecting the structure of a given paradigm. They also determine 
the inflectional behaviour of words. 
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versus dental preterit) and in the participle (–en suffixation versus –t suffixation). The terminology used 

here deviates somewhat from the classical notion18 of mixed verbs comprising a small set of verbs with 

both ablaut-like vowel change and dental suffix (German: brennen~brann-te Âburn~burntÊ; English: 

feel~felt). At the same time, this „new‰ classification covers the zone of transition between truly strong 

and truly weak verbs, as described in the work of Bittner, 1985; 1996 (see example in Table 14).  

 

Table 14: Mixed verb paradigm in German: backen (bake). 
 

INFINITIVE backen ÂbakeÊ PAST PARTICIPLE ge-back-en 
(ge-back-t) 

 PRESENT PAST PAST SUBJUNCTIVE 
SINGULAR    
1ST back-e buk- 

(back-t-e) 
bük-e 
(back-t-e) 

2ND bäck-st 
(back-st) 

buk-st 
(back-t-st) 

bük-e-st 
(back-t-est) 

3RD bäck-t 
(back-t) 

buk- 
(back-t-e) 

bük-e 
(back-t-e) 

PLURAL    
1ST back-en buk-en 

(back-t-en) 
bük-en 
(back-t-en) 

2ND back-t buk-t 
(back-t-et) 

bük-t 
(back-t-et) 

3RD back-en buk-en 
(back-t-en) 

bük-en 
(back-t-en) 

 
 

1.3.1.1 The structure of ablaut grades 

 

Specific ablaut grades can be considered morphological exponents for the preterit and past 

participle, respectively. These exponents, however, are variable: A long [i] is not the sole marker of the 

preterit in verbs like schlafen (schl[i:]fst Âsleep.2ND SG PRETÊ). The preterite of waschen, for instance, is 

w[u:]schst (wash.2ND SG PRET) while that of binden is bandst (bind.2ND SG PRET). This variability is 

expressed in the so-called ablaut grades which are specific patterns of vowel sequences into which strong 

verbs in German can be grouped. The most important of these grades are given in Table 15. 

At first sight, it seems as if a language learner has to memorise the list of 180 or so strong verbs in 

German, not only in terms of the deviation from the regular –te past tense formation, but also in terms 

of assigning each verb to one of the seven ablaut classes. Fortunately, some ablaut grades are 

characterised by a certain phonological coherence, also referred to as subregularity. For instance, class 

IIIa verbs show a vowel-nasal-consonant (VNC) pattern in the stem, which extends to rhyming verbs 

belonging to the same class, as in German winden (wind), finden (find), klingen (sound), singen (sing) 

or in English sing, ring, sink, etc. (see e.g. Beedham, 1996 or Barbour, 1982 for more detailed 

discussions on this topic). 

 

                                                 
18 See, for instance, Drosdowski, 1995. 
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Table 15: Major ablaut grades in StdG strong verbs, according to Paul and Wiehl, 1998. 
 

GRADE INFINITIVE 1ST SINGULAR PRETERITE PAST PARTICIPLE GLOSS. 
I [ai] 

greifen 
[i] 

griff 
[i] 

gegriffen 

 
Âgrasp, takeÊ 

II [i] 
bieten 

[o] 
bo:t 

[o] 
gebo:ten 

 
ÂofferÊ 

III.a [i] 
binden 

[a] 
band 

[u] 
gebunden 

 
ÂbindÊ 

III.b [e] 
helfen 

[a] 
half 

[o] 
geholfen 

 
ÂhelpÊ 

IV [e] 
ne:men 

[a] 
na:m 

[o] 
genommen 

 
ÂtakeÊ 

V [e] 
ge:ben 

[a] 
ga:b 

[e] 
gege:ben 

 
ÂgiveÊ 

VI [a] 
fa:ren 

[u] 
fu:r 

[a] 
gefa:ren 

 
ÂdriveÊ 

VII a [a] 
halten 

[i] 
hi:lt 

[a] 
gehalten 

 
ÂholdÊ 

VII b [au] 
laufen 

[i] 
li:f 

[au] 
gelaufen 

 
ÂwalkÊ 

 
 

1.3.1.2 Learnability of ablaut grades 

 

How can ablaut grades be learned? Is the past or the non-past stem the „basis‰ for strong verbs 

from which ablauted stem vowels can be derived? These issues were discussed in Scharinger, 2002, based 

on the work of Halle, 1953. HalleÊs conjecture was that „a certain amount of ÂcrammingÊ can be avoided 

by taking the 3. pers. past. ind. as the basic form‰ (Halle, 1953:45). Scharinger, 2002, tried to apply 

certain aspects of FUL to the structural description of the synchronic ablaut system in German and also 

believes that the inflectional and derivational base form of strong verbs is the preterit, rather than the 

infinitive.  

It is striking that many nominal derivations in German take the preterit stem as its base. This can 

be seen in formations like Grube (cavity), from the preterit form grub of graben (dig) or in Fraß (muck) 

from the preterit fraß of fressen (devour). Related to a possible specific status of strong preterits are 

observations according to which there are semantic differences between strong ablaut and weak dental 

preterit verbs. Rauch, 1975 conjectured that „the origin of the dental preterit is not phonologically 

based‰ (Rauch, 1975:128). She sympathised with the view that there is a functional difference between 

the strong and the dental preterit. Obviously, the former goes back to an Indo-European perfect while 

for the latter, an origin from the inflected past tense of the Indo-European verb *dhe- (to do) is assumed 

(see Lahiri, 2003b and references therein). Eventually, this clitic-like verb developed to the StdG –te 

suffix.  

Rauch, on the other hand, contrasted strong and weak verbs by virtue of their semantic features. 

For instance, weak verbs are characterised by transitivity and causativity. Strong verbs, in contrast, tend 

to be inchoative and completive. If the latter features in fact derive from the strong verbsÊ perfective 
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aspect, it makes sense to assume that the preterit is the base form. Perfectiveness of strong verbs can 

then be assumed to derive from their corresponding Indo-European perfect forms. Interestingly, there is 

one class of verbs in German which explicitly displays the perfectiveness in the present tense stem. These 

are the so-called preterit-presents (see e.g. Birkmann, 1987). The verbs belonging to this class have 

preterit-like present tense forms, as seen in können~kann (be able to.INF~1ST SG PRES). The peculiarity of 

the originally strong preterit-presents arises from the loss of their old present tense forms, which were 

taken over by the preterit forms accompanied by a present tense meaning. Although preterit-presents 

form their past forms regularly by adding the dental preterit suffix, both present and past subjunctive 

are derived via the umlauting of the root vowel. According to Rauch (1975:133), „the preterit-presents 

[semantically] signal a state resulting from completed action, i.e. an action in the past, whence the 

feature [completive]‰.  

 
 

1.3.2 Umlaut in the past subjunctive of strong (ablaut) verbs 
 

The „base character‰ of strong preterits also becomes evident if one considers the umlauted surface 

forms in the past subjunctive. In general, the preterit stem serves as base for the formation of the past 

subjunctive in strong verbs.19 The crucial feature of the past subjunctive is that it umlauts the preterit 

root vowel. According to the account given above, umlautable vowels are underspecified for dorsality, 

hence, the preterit of strong verbs in German generally has underspecified root vowels. In contrast, the 

past subjunctive of weak verbs, although derived from the preterit, does not umlaut the root vowel, 

which is the same in both present tense and past tense. As it will be elucidated in the following 

paragraphs, non-umlauting root vowels are fully specified for their articulator place feature, whereby the 

distinction of strong verb preterits and weak verb stems boils down to a distinction in the featural 

representation of the corresponding vowels. This distinction also extends to the present tense root vowel 

of strong verbs and accounts for the observed vowel alternations there.  

First, however, it shall be explained how the formation of the subjunctive is represented in FUL, 

provided that the preterit is the base form (cf. Table 16). 

As can be seen in Table 16, the past subjunctive form derives from the preterit stem via umlaut. 

Similar to umlaut in noun plurals, the morphologised vowel alternation rule determines that in the past 

subjunctive, the default coronal rule precedes the more specific dorsal realisation rule and accounts for 

the surfacing umlauted vowels. Furthermore, the output of umlaut applying to the vowel in las results 

in a phonetic representation [] which is distinct from [e]. This difference is also visible in the 

orthography (lesen versus läse). The vowel in the subjunctive and in the preterit derive from one 

phoneme, and, consequently, the subjunctive forms and the preterit forms are allomorphs of one 

morpheme with an place-underspecified root vowel. 

 

                                                 
19 Note, however, that some past subjunctive derivations take the old preterit plural forms as their base. These 
plural forms involved another vowel than the singular forms. Usually, however, forms derived from the old plural 
and the singular of preterits co-exist in StdG, as seen in hülfe (help.1ST SG PAST SUBJ) from *hulfun (help.1ST PL 

PRET) versus hälfe (help.1ST SG PAST SUBJ) from half (help.1ST SG PRET). 
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1.3.3 Umlaut and raising in the present tense of strong (ablaut) verbs 
 

Besides ablaut, another morphological marker for the paradigm of strong verbs in German is the 

vowel alternation visible in the present tense stem. In terms of WurzelÊs Paradigm Structure Conditions 

(Carstairs-McCarthy, 2000; Wurzel, 1984a; 1990) the alternation ranks among the highest implicational 

conditions through which, „on the whole, the predictable inflectional properties of words, due to the 

properties of certain Kennformen‰ (Wurzel, 1990:207) can be specified. In particular, if a verb shows an 

alternation in the present tense root vowel, it is implied that this specific verb participates in ablaut, 

which in turn implies that its past participle is formed by the irregular –en suffix.20 Traditionally, two 

present tense root vowel alternations can be distinguished, namely, umlaut and raising.  

 

1.3.3.1 Umlaut in strong [a]-verbs 

 

Strong verbs with [a] in the present tense stem realise their 2ND and 3RD SG PRES forms by 

attaching the regular person-number suffixes –st and –t, respectively, and by a concomitant umlauting of 

their root vowel (cf. Table 17). Since the present tense umlaut is almost entirely restricted to [a]21, it 

involves raising as well. 

 

Table 17: Examples for strong German verbs with umlaut in their present tense forms. 
 

INFINITIVE 2ND SG PRES 3RD SG PRES GLOSS. 
schl[a]f-en schl[]f-st schl[]f-t sleep 

w[a]sch-en w[]sch-st w[]sch-t wash 

h[a]lt-en h[]lt-st h[]l-t hold 

 
 

Interestingly, the usual schwa-insertion in verbs of which the stem ends in an alveolar stop [t] or [d] 

does not apply in the strong present tense (*hält[]st). Schwa-insertion counteracts the potential loss of 

the person/number suffix –t (3RD SG) in a weak verb like walten (dispose). If there is a rule which deletes 

the suffix after a stem ending in an alveolar stop22, the resulting preterit form *walt violates the weak 

verbÊs paradigm constraint. This constraint would require that the 3RD SG is marked for weak verbs. The 

preterits of strong verbs, on the other hand, are characterised by an unmarked 3RD SG form. Thus, the 

form *walt would consequently be misinterpreted as a strong preterit of walten. The verb walten, 

however, cannot be a strong verb due to the absence of ablaut.23 Consequently, schwa-insertion can only 

                                                 
20 For the implication formula applied to German verbs see Carstairs-McCarthy, 2000, p. 80 and Bittner, 1985, p. 
35. 
21 Exceptions can be found in certain dialects which also umlaut [o] or [u], as in kömmst (come.2ND SG PRES) or 
rüfst (call.2ND SG PRES). The only verb which umlauts [o] in the present tense is stoßen, as seen in stößt (push.2ND 

SG PRES). 
22 Such a rule would be a consequence of the fact that there are no geminates in StdG, into which the [t] of the 
stem and the [t] of the suffix could merge. 
23 Inspiring as they may be, contributions to the preservation of strong verbs in German, jollily portrayed on 
http://www.soviseau.de/verben/verben.php, show the pertinacious application of this principle. There are virtually 
no nonsense derivations without ablaut and with a simultaneous zero marking of the 3RD person singular. 
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be omitted if the paradigmatic affiliation is guaranteed by other means. In this respect, umlaut in the 

present tense of strong verb serves as morphological exponent – either representing a single morpheme 

as in hält (hold.3RD SG PRES) or a component of a bipartite morpheme, as in schläft (sleep.3RD SG PRES). 

It appears, then, that this is the grammatical reason for the pertinacity of this vowel change, which is 

gradually degraded in the so-called mixed verbs, discussed in later paragraphs. 

In analogy to nominal umlaut, the vowel alternation in the strong present tense stem was triggered 

by the OHG person/number suffixes containing a high front vowel in the 2ND (–ist) and 3RD (–it) SG 

PRES. Crucially, the vowel alternation was not a pure raising process, as seen in OHG haltu (hold.1ST SG 

PRES) and ratu (guess.1ST SG PRES) (Braune and Egger, 1975:285), where a dorsal high vowel left the 

corresponding root vowel unaffected. The diachronic development of the umlauting present tense stems 

follows the same logic as applied to the umlauting of nouns. First, the suffix triggered the detachment 

of [LOW] from root vowel. Subsequent tongue root and place specification rules produced the umlauted 

surface representation helt-is (hold.2ND SG PRES).24 Eventually, the person/number suffix was gradually 

reduced to –s or. changed25 to –st, respectively, in the second person singular. A morphologisation of 

the present tense stem umlaut as seen in StdG corresponds to the marked rule ordering which grants the 

coronal default rule precedence of the dorsal markedness rule. At the same time, the former raising 

(primary umlaut) rule has become re-ordered and now applies after coronality has been filled in (cf. (9)).   

In all present tense plural forms and in the first person singular, the dorsal markedness rule which 

specifies a low vowel as [DORSAL] must precede the default coronalisation rule, which would otherwise 

umlaut the relevant vowels. This precedence relation is given for free assuming the Elsewhere Principle. 

On the other hand, the 2ND and 3RD SG forms are marked in that their realisation involves the 

application of the coronalisation rule prior to the dorsal markedness rule operating on low vowels. 

Evidence that the vowel alternation is grammatical in the 2ND and 3RD SG, i.e. partly or fully 

determines a paradigmatic cell, has been given above. The resulting claim is that in StdG, the present 

tense root vowel of strong verbs is generally place-underspecified, either as a consequence of the alleged 

underspecification of underlying coronal vowels or as a consequence of the umlaut requirement. An 

exception to this generalisation represents the vowel [u] which only occurs in one strong verb, rufen 

(call). In StdG, rufen does not umlaut its 2ND and 3RD SG PRES. The root vowel must therefore be 

specified for dorsality in the lexicon. Dialectal variants, on the other hand, allow forms like rüfst 

(call.2ND SG PRES), in which case [u] in the present tense does not bear a articulator place information 

underlyingly. Note that again, umlaut represents the marked category.  

 

                                                 
24 Braune and Eggers (1975:286) note that verbal umlaut was subject to the same phonological and analogical 
restrictions as nominal umlaut. In some dialects, [a] in halt-is (hold.2ND SG PRES) could not be umlauted due to 
the liquid-consonant cluster following the vowel. On the other hand, the absence of umlaut in these form could 
also arise through analogy to similar non-umlauting forms (Ausgleich). In both cases, FULÊs view would be that [a] 
simply maintained being specified for dorsality. 
25 The [t] of the 2ND SG PRES suffix may also surface in OHG, as indicated in Braune and Eggers (1975), i.e. –is 
and –ist may co-exist. 
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1.3.3.2 Raising in strong [e]-verbs 

 

Umlaut and vowel raising26 seem to be tightly connected in the 2ND and 3RD SG PRES of strong 

verbs in German. Both alternations required a high suffix vowel and now indicate word formsÊ 

membership to the class of strong verbs.  

Strong verbs with [e] as their root vowel show the raising of [e] to [i] in the 2ND and 3RD SG PRES 

exemplified by geben~gibst (give.INF~2ND SG PRES). This alternation is restricted to strong verbs only. In 

OHG, this process was phonologically transparent and triggered by suffixes with a high front vowel. 

The height feature of this suffix vowels spread onto the place- and height-underspecified root vowel [e], 

yielding gib-is (give.2ND SG PRES). This is illustrated in Figure 5. 

 

       [    ] ART          [    ] ART

       [HIGH] TH        [    ] TH

2nd SG

 

Figure 5: Spreading of height in strong [e]-verbs. 
 

The change from [e] to [i] in OHG was clearly restricted to the phonologically appropriate context, 

i.e. if a high vowel followed. In this respect, the [e]/[i]-change was a „true‰ raising and also occurred if a 

surfacing high and dorsal vowel attached to the corresponding stem. This can be seen in OHG gib-u 

(give.1ST SG PRES). In contrast, the same suffix did not trigger umlaut in forms like halt-u (hold.1ST SG 

PRES). This shows that despite the similarity between primary umlaut and raising, the two processes 

differed with respect to the articulator place information of the triggering vowels [i] versus [u]. The fact 

that the 1ST SG PRES of strong [e]-verbs in StdG has not maintained the raised vowel (see Table 18) may 

be the consequence of partial analogical levelling in the paradigm. Dialectal variants, on the other hand, 

still show forms faithful to the OHG origins, e.g. gib (give.1ST SG PRES). 

Later, the change of the suffix –is viz. –ist to MHG –est and StdG –st removed the original raising 

context, similarly in the 1ST and 3RD SG PRES, where generally, the high suffix vowel disappeared.27 

Similar to umlaut, the loss of the triggering context led to the morphologisation of the vowel 

alternation. 

                                                 
26 Vowel raising is a process in which the vowelÊs specification changes on the vocalic height scale. Thus, a low 
vowel becomes a mid vowel or a mid vowel becomes a high vowel. 
27 A theory claiming that the height feature of the OHG suffixes is still somehow present in the StdG suffixes 
would provide a purely phonological account for the vowel raising. However, as for umlaut in strong present tense 
stems with [a], the fact that schwa-insertion does not apply for strong [e]-verbs implies that the altered vowels 
have achieved the status of a morphological exponent, i.e. the raising has become grammatical.  
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Table 18: Comparison of the OHG and StdG inflectional system for the verbs geban (give) and 
haltan (hold). Vowel length is neglected. 

 
 OHG  STDG 
 [e]-verb [a]-verb  [e]-verb [a]-verb 
1ST SG gib-u halt-u > geb-e halt-e 
2ND SG gib-is(t) helt-is(t)  gib-st hält-st 
3RD SG gib-it helt-it  gib-t häl-t 

 

In StdG, it is assumed that strong [e]-verbs have a contextual rule as part of their lexical 

representation which introduces the feature [HIGH] in production. This rule is formulated in (13). 

 
(13) [ ]TH  [HIGH]  /__2ND/3RD SG PRES/IMP 
 

Rule (13) is only effective in the relevant contexts, i.e. in the 2ND/3RD SG PRES and in the 

imperative of strong [e]-verbs. All other paradigmatic realisations surface with the vowel [e] for which 

the height feature is not specified. As a consequence, it is realised as a mid vowel. 

 
 

1.4 Morphological considerations: The organisation of the 
German verb classes  

 

1.4.1 Strong and weak verbs 
 

The assumption of place-underspecification in root vowels of strong [a]-verbs has morphological 

repercussions insofar as the specification of the root vowel determines whether the verbs show the 

present tense stem alternation or not28. If the verb participates in this alternation, it is strong, if it does 

not participate, it is weak. The 2ND/3RD SG PRES paradigm cells or their respective morphological 

exponents determine the specific realisation rule ordering which leads to the coronal surface vowel in 

schläfst (sleep.2ND SG). This rule order information is not effective in weak verbs where the root vowel is 

already specified for dorsality. Therefore, insertion of coronality is blocked. 

The strongness of [e]-verbs, on the other hand, must be encoded differently. The vowel [e] is already 

underspecified, since it is coronal on the surface. An additional verb class based underspecification is 

not possible. Nevertheless, strong [e]-verbs raise their present tense vowels in the 2ND/3RD SG PRES and 

in the imperative. Therefore, these verbs must include a production rule for the relevant contexts in 

which [e] is raised. Note that this rule is an additional rule and not a specific ordering of rules already 

                                                 
28 Note that the same assumptions holds for noun inflection in German: Plural umlaut applies if the root vowel 
of the stem is place-underspecified (e.g. [] in Stock ÂstickÊ, yielding St[œ]cke, see chapter 4); it is blocked if the 

root vowel of the noun stem is specified for dorsality (e.g. [] in Stoff ÂclothÊ, yielding St[]ffe). Since the absence 
vs. presence of plural umlaut is considered relevant for morphological categorisation, the respective phonological 
vowel representation has morphological repercussions. 
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available (umlaut). The lexical representations of root vowels in strong and weak German verbs is 

summarised in Table 19. 

 

Table 19: Lexical representations of root vowels in strong and weak German verbs 
(UR=underlying representation, SR=surface representation). The capital [A] denotes a place-

underspecified low vowel.  
 

INFINITIVE UR VOWEL SR VOWEL 2ND SG VERB CLASS UMLAUT RAISING

schlafen 

ÂsleepÊ 

[A] [  ]ART 

[LOW]TH 

[] [COR]ART 

[  ]TH 

strong + - 

machen 

ÂmakeÊ 

[a] [DOR]ART 

[LOW]TH 

[a] [DOR]ART 

[LOW]TH 

weak - - 

sehen 

ÂseeÊ 

[e] [  ]ART 

[  ]TH 

[i] [COR]ART 

[HIGH]TH 

strong - + 

leben 

ÂliveÊ 

[e] [  ]ART 

[ ]TH 

[e] [COR]ART 

[ ]TH 

weak - - 

 
 

1.4.2 Mixed verbs 
 

1.4.2.1 Overview 

 

Mixed verbs are defined on the basis of their conjugational variability in present tense stem umlaut 

or raising, preterit ablaut and irregular past participle formation (see chapter 1.3.1.). The claim is that 

these verbs involve two representations based on their root vowels or on their paradigmatic specificity, 

respectively.  

• Mixed [a]-verbs contain two phonologically different root vowel representations: One 

representation (accounting for umlaut in the present tense) has a placeless root vowel, the 

other representation has a dorsal root vowel (account for the lack of umlaut in the present 

tense, see examples in Table 20). 

• Mixed [e]-verbs contain two phonologically identical root vowel representations (both 

placeless and not specified for height) but differ as to whether there is a raising rule in the 

2ND/3RD SG PRES and in the imperative or not. 

• Mixed verbs without either [a] or [e] as their stem vowel do not show present tense umlaut 

or raising and their conjugational variability is restricted to the preterit and the past 

participle. 
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The lexical representation of the root vowel in mixed [a]- and [e]-verbs is illustrated in Table 20. 

The column labelled with „conjugation‰ determines whether there is a present tense stem alternation 

(strong) or not (weak). 

 

Table 20: Lexical representations of root vowels in mixed German verbs (UR=underlying 
representation, SR=surface representation). The capital [A] denotes a place-underspecified low 

vowel. 
 

INFINITIVE UR VOWEL SR VOWEL 2ND SG CONJUGATION UMLAUT RAISING

backen 

ÂbakeÊ 

[A] [  ]ART 

[LOW]TH 

[] [COR]ART 

[  ]TH 

strong + - 

 [a] [DOR]ART 

[LOW]TH 

[a] [DOR]ART 

[LOW]TH 

weak - - 

quellen 

Âsoak, wellÊ 

[e] [  ]ART 

[  ]TH 

[] [COR]ART 

[HIGH]TH 

strong - + 

leben 

ÂliveÊ 

[e] [  ]ART 

[  ]TH 

[e] [COR]ART 

[  ]TH 

weak - - 

 
 

1.4.2.2 Motivation for two representations in mixed verbs 

 

The existence of two differently specified stems in the mixed verbs is only justified if they are not 

complete synonyms. As shown elsewhere, languages tend to avoid synonyms (Carstairs-McCarthy, 1998), 

thus, storing two representations which connect to the same meaning is redundant.  

From a historic point of view, mixed verbs mark the transient zone of a erstwhile strong verb to a 

future weak verb. Bittner, 1985; 1996, and Theobald, 1992, amongst others, convincingly showed that 

most of the verbs called „mixed‰ in this dissertation have been developing from a strong verb into a 

weak verb. Only few verbs (such as fragen ÂaskÊ) originated as weak verbs, but became strong by virtue of 

their resemblance to existing strong verbs (cf. Kluge and Seebold, 2002). An interesting concurrent 

development in this respect is the derivation of causative verbs from originally strong verbs via root 

vowel umlaut. A prime example is provided by the verb fallen (fall.INF) versus fällen (fell.INF). The 

corresponding singular paradigms are illustrated below (Table 21). 

The derivation of fällen leads to the instantiation of a weak paradigm with syncretism in the 2ND 

and 3RD SG present tense forms. The ambiguity of these forms can only be resolved by including the 

syntactic or semantic context. The inchoative reading of the strong verb fallen is preferably expressed in 

an intransitive syntactic construction, while the causative sense of the weak verb fällen employs a 

transitive structure. 
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Table 21: Causativation of the strong verb fallen (fall) in German. 
 

INFINITIVE fallen ÂfallÊ FALL(X)  fällen ÂfellÊ CAUSE(Y, FALL(X)) 
 PRESENT PAST  PRESENT PAST 

SINGULAR      
1 fall-e fiel- > fäll-e fäll-te 
2 fäll-st fiel-st  fäll-st fäll-te-st 
3 fäll-t fiel-  fäll-t fäll-te 

 
 
(14) fallen (inchoative/intransitive):  Der Baum fällt. 
      The tree fall.3RD SG PRES 
 
(15) fällen (causative/transitive):  Peter fällt den Baum. 
      Peter fell.3RD SG PRES the tree. 
 

The development of weak paradigms commonly involves umlaut: In this example, umlaut is 

triggered by the causative suffix –eja, containing a high front vowel. Generally, weak verbs in German 

derived from -ja- and -i-nouns and potentially showed umlaut, if the triggering context did not disappear 

as a consequence of syncope (see Lahiri, 2003b).  

In terms of phonological features, both fallen and fällen are alike. Their root vowels are equally 

underspecified for place, but fallen is characterised by a specific rule ordering in the 2ND and 3RD SG 

forms, which gives the coronal default rule precedence over the dorsal markedness rule. In the paradigm 

of fällen, on the other hand, the coronal default rule applies always first and derives an umlaut root 

vowel throughout the whole paradigm. The phonologically identical representations connect to two 

different meanings: The representation accounting for the strong verb connects to the inchoative sense 

which comprises the additional information of how the 2ND and 3RD singular present tense forms have 

to be derived, while the representation accounting for the weak verb relates to the causative sense. 

Furthermore, a part of this latter lexeme is the additional production information which ensures that 

the coronal default rule always applies before the dorsal markedness rule.  

The same rationale is applied to the mixed [a]-and [e]-verbs as defined above. The proposed lexical 

organisation of these verbs is illustrated in Figure 6.  

The mixed [e]-verb quellen resembles the fallen/fallen pair in that two identical phonological 

representations connect to two different meanings (inchoative and causative). Together with the 

inchoative sense the lexical entry must include a raising rule which correctly spells out the root vowel [i] 

in the 2ND/3RD SG PRES. The mixed [a]-verb backen, on the other hand, involves two different 

phonological representations, which also relate to two different meanings. The representation with the 

place-underspecified root vowel accounts for the strong, i.e. umlauted 2ND/3RD SG PRES realisations and 

bears an inchoative sense, while the representation with a dorsal root vowel has weak, i.e. non-umlauted 

2ND/3RD SG PRES realisations. It connects to a causative sense. 

The situation is similar for the mixed [e]-verbs, but does not include phonologically different vowel 

representations. Rather, the inchoative sense patterns with the lexical entries having an additional 

raising rule for the realisation of their 2ND/3RD SG PRES forms. 
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[LOW]TH

[ ]ART

2

[ ]TH

[COR]ART

2

    [ ]TH

   [ ]ART

Semantics:

Lexicon: [LOW]TH

   [DOR]ART

causative 
(transitive)

inchoative 
(intransitive)

Signal:

A
[LOW]TH

       [ ]ART

backen
bake

quellen
soak, well

causative 
(transitive)

inchoative 
(intransitive)

[HIGH]TH

[COR]ART

2

[ ]TH

[COR]ART

2

     [ ]TH

    [ ]ART

raising umlaut

 

Figure 6: Proposed lexical organisation of mixed verbs in German. The variable 2ND SG 

PRES forms are produced with or without raising viz. umlaut. The place-underspecified [a] 
is given as capital letter. 

 
 

In contrast, the causative sense is expressed by the lexical entries which do not comprise such a 

raising rule for the 2ND and 3RD SG PRES. Examples of the different verb readings are given in (16) and 

(17). Note that both umlauted and non-umlauted forms exist in StdG. 

 

(16) backen (inchoative/intransitive):  Der Kuchen bäckt/?backt. 
 [ ]ART  [LOW]TH    The cake bake.3RD SG PRES 
 
(17) backen (causative/transitive):  Peter backt/?bäckt den Kuchen. 
 [DOR]ART  [LOW]TH   Peter bake.3RD SG PRES the cake. 
 

 

The question is whether German speakers would indeed prefer the umlauted person/number form 

in (16), and the unumlauted realisation in (17). Similarly, would German speakers prefer raised 

2ND/3RD SG forms of mixed [e]-verbs to express an inchoative sense, while using non-raised form for 

the realisation of a causative sense? 

One possible way of eliciting suggestive answers to this question is to let subjects judge strongly and 

weakly inflected mixed verbs in contexts which do or do not support inchoative or causative readings. 

For instance, subjects could be asked whether sentences like (16) or (17) sound natural or not. 
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Judgements on (16) and (17) must then be contrasted with sentences involving the opposite pattern, 

indicated here by the forms marked with a question mark. If there is a correlation of semantic/syntactic 

context and phonological specification, (16) and (17) should be judged better than their counter-parts in 

which the strong inflection occurs in a causative and the weak inflection in an inchoative reading. These 

predictions have been tested in an offline judgement study. 

Material. 9 mixed [a]- and [e]-verbs were chosen, alongside with 9 strong and 9 weak control (filler) 

verbs. The fillers were used in order to draw off the attention from the mixed verbs.  

The mixed verbs were included in 36 carrier sentences, half of which used the verb transitively (i.e. 

in its causative sense). The 18 transitive and the 18 intransitive sentences comprised both strongly and 

weakly inflected forms of the 9 mixed verbs. The inflected forms were always 3RD SG preterits. The 

choice of preterits instead of present tense stems stemmed from the intention of comparing the 

preferences in German with preferences in another Germanic language which does not have present 

tense root vowel alternations (Swedish). Altogether, it should not matter which Kennform of the weak 

versus the strong conjugation is used to test the correlation with the semantic readings.  

The control verbs were embedded in 36 sentences of which half used wrongly inflected forms, i.e. 

weak forms for strong verbs and vice versa. Strong and weak conjugation forms of mixed and control 

verbs were distributed over two groups, such that no subject had to judge a wrong and a correct form of 

a particular verb in the transitive or intransitive sentence.  

Control and test sentences had an average length of 76 letters. They consisted of a introductory 

relative clause and a main clause with VSO order. An example of a test sentence is given below. 

 
(18) Group 1 (causative, weak): 
 Während Herbert auf die Gäste wartete, backte Frieda die Ente im Ofenrohr. 

While Herbert waited for the guests, Frieda bake.3RD SG PRET the duck in the oven. 
 
(19) Group 2 (causative, strong): 

Während Herbert auf die Gäste wartete, buk Frieda die Ente im Ofenrohr. 
While Herbert waited for the guests, Frieda bake.3RD SG PRET the duck in the oven. 
 

The sentences were furthermore distributed over the two groups such that in every group, there 

were as many strong as weak inflections in the test and control sentences. Each subject had to judge 36 

sentences altogether, ordered in a pseudo-randomised list. 

Subjects and procedure. 12 native speakers of German took part in the judgement study, 

conducted as a paper-and-pencil test. They had to judge the 36 sentences according to their naturalness. 

For that purpose, subjects had a scale from 1 (very natural, grammatical) to 5 (very unnatural, 

ungrammatical). They judged the sentences by crossing the relevant number next to each sentence. 

Results. SubjectsÊ judgements were analysed in an ordinal logistic fit model, comprising the 

variables SUBJECT (as random variable), ITEM, CONDITION (inchoative, causative), CONJUGATION (strong, 

weak) and the interaction CONDITION X CONJUGATION.  The factor CONJUGATION was significant (Chi-

Square[1,216]=22.65, p<0.001). The interaction of CONDITION and CONJUGATION was also significant 

(Chi-Square[1,216]=3.77, p=0.05). Sentence judgements were better if the weak conjugation was used in a 

causative context than if it was used in an inchoative context. On the other hand, the strong inflection 
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was preferred in intransitive sentences with an inchoative reading (cf. Figure 7). However, the causative 

sense was not judged better in the weak inflection than in the strong inflection. 
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Figure 7: Judgement interaction of semantic reading/syntactic structure and conjugation 
type in sentences with mixed German verbs. Judgements are given as least square means, 

taken from an ANOVA with JUDGEMENT as dependent variable. 
 

Discussion. As predicted, the preference of the inflection type in mixed verbs depended on the 

semantic sense of the verb in a particular sentence, co-varying with the syntactic structure (intransitive 

versus transitive). However, the results do not suggest that a causative reading of a mixed verb is judged 

better if a weakly inflected form is used. This may have resulted from the subjectsÊ preference for 

strongly inflected mixed verb forms, also indicated by the significant CONJUGATION variable. 

Nevertheless, if the weak alternative of a mixed verb was used in an inchoative reading, this form was 

judged worse than the same form in a causative reading.  

This outcome justifies the assumption that mixed verbs have two lexical entries, of which [a]-verbs 

involve different phonological representations since their root vowel is place-underspecified in the 

strong paradigm, selected for inchoative readings, while it is specified for dorsality in the weak 

paradigm, co-occurring with causative readings. In contrast, mixed [e]-verbs (parallel to stem 

representations of umlauting nouns and their diminutives) have two representations which do not differ 

phonologically, since the root vowel /e/ is a priori underspecified for its place feature. Nevertheless, the 

same dissociation as for mixed [a]-verbs is assumed: The strong paradigm, involving the raising rule in 

the present tense, ablaut in the preterit and a  strong –en-ending in the past participle, correlates with an 

inchoative usage, while the weak paradigm correlates with causative readings. Note that this is probably 

not the only correlation of strong versus weak inflection in mixed verbs, as indicated in the work of 

Theobald, 1992. However, it appears that this correlation is the most „salient‰ one. 

If the observed phenomenon in fact reflects the development of weak verbs in German, similar 

effects should be observable in other Germanic languages containing mixed verbs according to the 
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definition given in this dissertation. Swedish is such a language29 and - similar to German - has verbs 

which allow regular (weak) inflections alongside with irregular (strong) inflections. An example for such 

a mixed verb is given below. 

 

Table 22: Paradigm of the mixed Swedish verb smälta (melt). 
 

INFINITIVE smälta ÂmeltÊ  
 PRESENT PAST 

SINGULAR  weak/strong 
1 jag smälter jag smäl-te/smalt 
2 du smälter du smäl-te/smalt 
3 han smälter han smäl-te/smalt 

PLURAL   
1 vi smälter vi smäl-te/smalt 
2 ni smälter ni smäl-te/smalt 
3 de smälter de smäl-te/smalt 

 

Unlike German, the person/number realisations of Swedish verbs do not have distinctive suffixes, 

but rather co-occur with personal pronouns. As in German and English, the regular (weak) preterit 

formation involves a dental suffix -de which assimilates to the stem consonant. In the above example, 

there is an additional t-deletion due to the co-occurrence of the stem- and suffix consonants. Besides the 

regular preterit forms, there exist alternative strong forms with a root vowel change (smalt Âmelt.PASTÊ). 

Note that there are no vowel changes or alternative forms in the present tense paradigm. 

The question regarding the usage of strong versus weak forms is similar to the German case: Is 

smalt preferred to express an inchoative sense of the verb smälta and does smälte co-occur with causative 

readings? The expectation is that the correlation of inflection type and semantic use is similar in 

Swedish as in German, which was tested in another judgement study. 

Material. 9 mixed Swedish verbs of the type described above were chosen as test stimuli. Control 

(filler) items were 9 weak (-de-preterit) and 9 strong (ablaut-preterit) Swedish verbs. The selection of 

carrier sentences was equal to the carrier sentences in the German judgement task (mean length: 74 

letters, same syntactic structure as in the German judgement task). Again, there were two subject groups, 

which had to judge a total of 36 sentences. No subject had to judge the strongly and weakly inflected 

verb in a particular semantic context (inchoative versus causative). An example for a test sentence is 

given below. 

 
(20) Group 1 (causative, weak): 

Då vårsolen äntligen blev ordentligt varm smälte den all snö och is. 
When the spring sun was finally warm, it melt.3RD SG PRET all the snow and ice. 
 

(21) Group 2 (causative, strong): 
Då vårsolen äntligen blev ordentligt varm smalt den all snö och is. 
When the spring sun was finally warm, it melt.3RD SG PRET all the snow and ice. 

 

                                                 
29 I am indebted to Elisabet Jönsson-Steiner, who made me aware of the existence of such verbs in Swedish. I am 
also particularly thankful for her translation of the relevant test sentences into Swedish. 
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Subjects and procedure. 16 native speaker of Swedish took part in the judgement study, which 

was made available in the internet via a PHP script. Subjects saw each of the 36 sentences in succession 

on their computer screens and had to judge their naturalness on a scale from 1 (very natural, 

grammatical) to 5 (very unnatural, ungrammatical). For that purpose, subjects could click on 

appropriate radio buttons supplied underneath each test sentence. An introductory text and a practice 

trial ensured that the participants got accustomed to their task in the internet. 

Results. The judgements of the mixed verbs were analysed in an ordinal logistic fit model with the 

variables SUBJECT (as random variable), VERB, CONDITION (inchoative, causative), CONJUGATION (strong, 

weak) and the interaction CONDITION X CONJUGATION. There was no CONJUGATION effect (Chi-

Square[1,576]=0.022, p>0.88). However, the interaction of CONDITION and CONJUGATION was 

significant (Chi-Square[1,576]=20.98, p<0.001). The weak inflection of the mixed verb was judged better 

in a causative context than in an inchoative context. Conversely, the strongly inflected mixed verb was 

judged better in an inchoative sentence than in a causative sentence (cf. Figure 8). 

Discussion. The outcome of the judgement study on mixed Swedish verbs adds further evidence 

that specific conjugation types correlate with specific semantic and syntactic contexts. In particular, the 

judgement preferences on German mixed verbs could be replicated with Swedish stimuli. Thereby, the 

predictions were borne out by the experimental data. Due to the similarities in the development of 

German and Swedish, mixed verbs of both languages circumscribe the transient zone of strong verbs 

which develop into weak verbs. In both languages, there exists the trend that the weak verb derivation 

co-occurs with causativation/transitivation. The weaker interaction of conjugation type and semantic 

condition in German appears to result from a general preference for the strong inflection in the selected 

mixed verbs. Perhaps, these verbs are at a developmental stage which still involves more strong 

conjugational features than in the Swedish verbs which yielded a stronger interaction between 

conjugation and semantic use. 
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Figure 8: Judgement interaction of semantic reading/syntactic structure and 
conjugation type in sentences with mixed Swedish verbs. Judgements are given as least 

square means, taken from an ANOVA with JUDGEMENT as dependent variable. 
 



 

 - 66 - 

Altogether, the judgement data provided further evidence that mixed verbs are characterised by two 

lexical entries, which have slightly different semantic structures, independent of their phonological 

makeup. In German, there is no phonological difference between mixed [e]-stems used in the strong 

paradigm and mixed [e]-stems used in the weak paradigm. In contrast, mixed [a]-verbs have a fully 

specified root vowel if their forms are inflected weakly, but a place-underspecified root vowel if they are 

strongly inflected.  

 
 

1.4.3 Organisation principles of the verb classes 
 

The main tenet developed thus far is that the verb class membership in German is determined by 

the phonological makeup of the verbÊs root vowel. If the root vowel [a] is underspecified regarding its 

articulator place features, then the verb has a strong present tense. If one assumes a structured paradigm, 

once the present tense root vowel is strong, then the corresponding verb should also have strong 

characteristics in the preterit, subjunctive and past participle. Note that verbs with a coronal root vowel 

are a priori underspecified for their place feature. Therefore, their class membership is not solely 

predictable by the root vowel specification. Information about such a verbÊs class membership must 

hence be encoded elsewhere. 

From a morphological point of view, it is necessary to clarify whether the notion „verb class‰ with 

the three specifications „strong‰, „weak‰ and „mixed‰ in fact qualifies as „inflection class‰. 

In discussing the question of how many inflection classes a single language may possibly possess, 

Plank suggests a link to the domain of semantics: „[⁄] about as many as there may be semantic classes, 

out of which inflection classes are assumed to develop in a process of grammaticisation‰ (Plank, 

1991:26). In a way, then, inflection classes possibly have semantic correlates, which the correlation 

between inflection type (strong versus weak) and semantic reading (inchoative versus causative) in mixed 

verbs inherently suggests. Furthermore, as exemplified by the German verb fallen (fall), causativation 

shifts a verb into the weak class. On the other hand, however, not every weak verb in German expresses 

a causative sense and not every strong verb is used in an inchoative sense. If anything at all, the 

correlation between inflection type and semantic reading beyond the mixed verbs is a trend, but does 

not suffice to determine verbal inflection classes. 

Carstairs-McCarthy, 1994, developed a system for the classification of words into specific 

inflectional classes. This system is based on the principle of contrast which requires that every two forms 

contrast in meaning. According to Carstairs-McCarthy, a paradigm in an abstract sense is the set of 

combinations of morphosyntactic features or the set of „cells‰ realised by inflected forms of words or 

lexemes in a given word class while in a more concrete sense, a paradigm is the set of inflectional 

realisations of a given word or lexeme in a particular language (Carstairs-McCarthy, 1994:738 pp.). The 

notion of inflection class refers to a set of words or lexemes having the same concrete paradigm. 

Inflection class membership is somehow encoded in the entry of a lexeme in the mental lexicon. It also 

must be restricted. A restriction, emerging from the principle of contrast, is expressed by the No Blur 

Principle which says that only one inflectional affixal realisation in the competition for the same 

paradigmatic cell may be shared by two inflectional classes. The No Blur Principle is not necessarily 

contained in UG and thus may be extra-grammatical, i.e. it is rather a by-product of how languages are 
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learnt. Similarly, it is conjectured that inflectional systems occur as a result of principles which facilitate 

language learning. 

The No Blur Principle must be considered in relation to the question of how many inflection 

classes there could be in a given language. It goes back to the Paradigm Economy Principle (Carstairs, 

1987) which, in the formulation of Plank, predicts „that the actual number of inflection classes, far 

from ever approximating the theoretical maximum, will in fact be the minimal possible, i.e. will equal 

the number of allomorphs of the category combination most richly endowed with allomorphs‰ (Plank, 

1991:27 pp.).30 Can these principles be applied to the German verb classes? 

First of all, the „category combination‰ in which allomorphs can determine the minimum number 

of inflection classes seems to correspond to the concept of Kennform in the sense of Wurzel (see 

chapter 1). For instance, the 1ST SG PRETERIT can be expressed by ablaut or by the dental preterit suffix –

te. However, since the criterion for inflection class distinctiveness in the No Blur Principle is affix-based 

only (see also PlankÊs example of Latin noun declension, Plank, 1991:27), stem alternations are rather 

problematic. 

As shown in Table 23, it is difficult to refer to a uniquely identifying affix regarding the class 

membership of the four verbs. In the 1ST SG PRET, both weak and mixed-II verbs have the dental suffix 

-te, while in the past participle, strong and mixed-I verbs share the -en-suffix. On the other hand, strong 

and mixed-I verbs can be distinguished only by virtue of the absence of the vowel alternation in the 2ND 

SG PRES in webst (weave.2ND SG PRES). Thus, after all, does it make sense to distinguish between mixed-I 

and mixed-II verbs? Abandoning this distinction requires that the identifying cells in Table 23 contain 

alternatives. 

 

Table 23: Possible identifying Kennformen for the class-membership of strong, weak 
and mixed verbs in German. 

 
CLASS strong weak mixed I mixed II 
2ND SG PRESENT gib-st leb-st web-st 

*wib-st 
renn-st 
*rinn-st 

1ST SG PRETERITE gab-Œ leb-te wob-Œ rann-te 
PAST PARTICIPLE ge-geb-en ge-leb-t ge-wob-en ge-rann-t 
INFINITIVE geben leben weben rennen 
GLOSS give live weave run 

 

 

For instance, the past participle cell for mixed verbs must then contain the suffix -en alongside with 

-t. It appears that invoking the principle of underspecification may be helpful for the description and 

the organisation of the verbal paradigms in German. Here, as opposed to phonology, underspecification 

refers to the Kennformen of German verbs: If the presence of a vowel alternation in the 2ND SG PRES is 

indicative of strong verbs, and the absence of this alternation reflects the membership in the weak verb 

class, it seems logical to assume that mixed verbs are not specified for that Kennform altogether. The 

2ND SG of mixed verbs may or may not show a vowel alternation, dependent on the specific vowel 

                                                 
30 A similar point is made in Plank, 1986:33, where a „correlation between types of exponence and the number of 
terms of inflexional categories‰ is suggested. 
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representation. The same argument holds for the past participle, which may be formed by the regular 

dental suffix or by the irregular -en-suffix. The principle of this paradigm structure, illustrated below, is 

based upon Carstairs-McCarthyÊs architecture of inflectional classes. It also satisfies the requirement of 

Paradigm Economy: the three specifications „ablaut‰, „dental suffix‰, „ablaut or dental suffix‰ of the 

Kennformen 2ND SG PRES, 1ST SG PRET and PAST PARTICIPLE are sufficient to differentiate between the 

three verb classes strong, weak and mixed (see Table 24). 

 

Table 24: Structure of inflectional classes in German. 
 

CLASS strong weak mixed 
2ND SG PRESENT VOWEL ALTERNATION-st -st [ ]-st 
1ST SG PRETERITE ABLAUT-Œ -te-Œ [ ]-Œ 
PAST PARTICIPLE ge-ABLAUT STEM-en ge-STEM-t ge-[ ] 
INFINITIVE geben leben weben 
GLOSS give live weave 

 

The emphasis in this thesis is on the singular present tense forms. The present tense stem 

alternation in strong verbs is enabled by the place- and height underspecification of the corresponding 

vowels. The underspecification for that specific Kennform in the case of mixed verbs is the abstract 

notion which says that these verbs may or may not involve a present tense root vowel alternation. There 

is evidence that mixed verbs are doublets in the sense of Pinker and Ullman, 2002. They comprise two 

lexical entries which differ phonologically only for mixed [a]-verbs. The first singular preterit Kennform 

identifies a strong verb if the preterit root vowel participates in ablaut, while a weak verb is characterised 

by the dental suffix -te. Again, the underspecification of this Kennform in the mixed verbs expresses the 

phenomenon that ablaut forms co-exist with dental preterit forms. A particular set of mixed verbs 

combines an ablaut-like vowel change with the –te-suffix, amongst them the verb brennen (burn.INF) 

which „rückumlauts31‰ to brann-te (burn-ed.1ST SG PRET). Finally, the past participle involving ablaut 

plus –en-suffix identifies a verb as strong, while it is weak if there is no ablaut and if the regular –t- 

suffix attaches to the stem. Again, mixed verbs are underspecified for that characteristic and may show 

one or the other realisation. For all Kennformen, there exist gaps in the realisation possibilities for 

mixed verbs. Due to historic accidents, formerly reduplicating verbs such as salzen (salt.INF) have a 

strong past participle gesalzen (salted.PART), but do not allow ablaut in the preterit, i.e. there is no *sulz 

but only salzte (salt.3RD SG PRET). Other verbs, such as heben (lift.INF), only yield strong inflectional 

characteristics, but fail to alter their vowel in the present tense (*hibst Âlift.2ND SG PRESÊ). Nevertheless, 

these verbs may be considered „mixed‰ verbs, but must be marked for their gaps in the Kennformen. 

Clearly, more research is needed to give a satisfying account of the disrupted paradigms of these truly 

irregular verbs, but this is beyond the scope of this dissertation. 

A final remark must be included which bears on the saliency of particular Kennformen. As briefly 

mentioned in part one, Kennformen can be considered as hierarchical implications, of which the most 

important one for German verbs, according to Bittner, 1985, is the imperative. Given an imperative of 

an [e]-verb which surfaces with a raised vowel (e.g. hilf Âhelp.2ND SG IMPÊ), all other paradigmatic 

properties follow by virtue of a series of implications. The Kennform most saliently classifies those 

                                                 
31 cf. Vennemann, 1986 
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verbs as strong, since there are no strong (or mixed) verbs which have a raised vowel in the imperative, 

but not in the 2ND or 3RD SG PRES IND. (22) shows the implicational pattern for the strong-weak 

continuum of German verbs, adopted from Bittner (1985:35) and slightly modified.32 

 
(22) Raising in IMPERATIVE > vowel alternation in 2ND/3RD SG > PRETERIT ablaut > SUBJUNCTIVE 

umlaut > strong PAST PARTICIPLE 
 

According to Bittner, the implicational pattern describes the possible variations in prototypically 

strong and irregular verbs. Such verbs may have one of the characteristics above, but in a hierarchical 

dependence, reflected in the implications: If a verb has preterit ablaut, it also umlauts in the subjunctive 

and the past participle is strong. Weak verbs, on the other hand, show none of the above characteristics.  

A verb like mahlen (grind.INF) exemplifies the least typical strong verb since its only „strong‰ 

property is the irregular past participle ending in -en, i.e. gemahlen (grind.PART). Put differently, the 

Kennform „strong past participle‰ is the least salient one for the derivation of other strong 

characteristics of a given verb. In contrast, if one only maintains a contrast between strong and weak 

verbs, then the strong past participle is the most salient property for a verb not to be weak. That means 

that as soon as the past participle is formed with ge..-en, the corresponding verb cannot be weak, i.e. 

must be strong. This distinction is in fact binary, since, by definition, there are no weak verbs with an 

-en participle. Nevertheless, even in such a theory, the strong past participle is not predictive for the 

strongness of other paradigmatic realisations of a verb like mahlen. 

The paradigm structure proposed above is compatible with the theoretical modelling in FUL. 

However, the Kennformen are reduced to three, in accordance with the paradigm economy principle. 

The most important and salient property of a verb to have an entirely strong paradigm is also expressed 

in terms of vowel alternations in the present tense forms. However, the differentiation of vowel 

alternations in the imperative and indicative mode are subsumed under just one „strong‰ characteristic, 

which presupposes featural underspecification of the corresponding root vowels. Strong verbs with a 

dorsal vowel on the surface lexically contain just a low root vowel and include the additional 

information that the realisation rule ordering (coronal default, dorsal markedness) is reversed in the 

2ND and 3RD SG PRES indicative. Rufen (call.INF) with no present tense vowel change does not have this 

extra information and presumably comprises a full root vowel specification. Strong verbs with a surface 

coronal root vowel, a priori place-underspecified, involve a raising rule in the imperative singular and in 

the 2ND and 3RD SG PRES forms. The raising rule does not apply if the vowel is lexically marked for 

[HIGH] already. 

The characteristics „preterit ablaut‰ and „subjunctive umlaut‰ can also be subsumed under one 

Kennform, since the subjunctive umlauts if (and only if) the preterit stem contains an umlautable 

vowel. The underspecification of that vowel also follows from theoretical considerations regarding the 

ablaut structure of such verbs, illustrated in chapter one. The distinction between the two Kennformen 

in Bittners work was made due to the failure of subjunctive umlaut to apply to schlafen (sleep.INF; cf. 

Bittner, 1985:37). However, if one acknowledges that subjunctive umlaut derives from the preterit root 

                                                 
32 Bittner included a further characteristic, lack of dental preterit and Œ-ending in the 1ST/3RD SG. PRET. This 
Kennform, however, appears to be unnecessary since the absence of dental preterits generally implies a specific 
ablaut grade, and since the 1ST and 3RD PRET forms are always displaying a syncretism based on a zero-suffix, 
independent of the verb class. But see also further discussion regarding the brennen (burn.INF) verbs. 
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vowel, the lack of umlaut in the subjunctive of schlafen is not surprising: The preterit root vowel [i] in 

schlief (sleep.1ST SG PRET) cannot be umlauted, since it is high and non-labial. 

Finally, the last characteristic describing the strong-weak continuum illustrated in Bittners work 

refers to the strong past participle with its irregular –en ending. The claim that this is the least salient 

property for a verbÊs strong paradigm seems reasonable concerning verbs like salzen (salt.INF), but is 

problematic for verbs like brennen (burn.INF). Verbs belonging to this type are traditionally called 

„mixed‰ verbs since an ablaut-like vowel change co-occurs with the dental suffix in the preterit forms. 

Bittner identifies these in the strong-weak continuum by virtue of a characteristic called „lack of dental 

preterit‰, ordered before the „preterit ablaut‰ feature. Brennen-verbs do not satisfy this Kennform since 

they do have a regular –te suffix. On the other hand, they can comply with the requirement „preterit 

ablaut‰, from which it should follow that they also have a strong past participle. However, they fail to 

have a strong past participle and are an obvious problem for the implicational hierarchy of Bittner. 

How can one deal with such verbs? 

In the model developed here, a hierarchical order of the characteristics ablaut preterit and strong 

past participle is not at stake. A verb which is in the middle (i.e. „somewhere‰) in the strong-weak 

continuum is considered „mixed‰ in a general sense if it fails to satisfy at least one of the three 

requirements for a verb to be strong. These requirements are (i) present tense root vowel 

underspecification (with the restrictions elucidated before), (ii) ablaut preterit and (iii) strong past 

participle. A mixed verb in the special sense investigated here contains two alternative paradigms, one of 

which is entirely weak and correlates to the verbÊs transitive usage. The other paradigm, which usually is 

entirely strong, co-occurs with the verbÊs inchoative usage. Gaps in the strong paradigm of such mixed 

verbs are different from those of mixed verbs in the general sense. The latter emerge by historic 

accidents, while the former reflect the trend of some infrequently used strong verbs to become weak. 

Thus, strong paradigmatic forms successively disappear from the verbÊs lexical entry, although they are 

not impossible and mostly recognised as „strong forms‰. Finally, if a verb does not meet any of the 

three strongness requirements, it is weak, whereas if it meets all requirements, it is (entirely) strong. A 

sketch of the proposed inflection class structure is given below (Table 25): 

 

Table 25: Inflection class structure of German verbs. 
 

VERB CLASS NECESSARY CONDITION SUFFICIENT CONDITIONS 
 PRESENT TENSE ROOT 

VOWEL SPECIFICATION 
PRETERIT ROOT 

VOWEL 
PAST PARTICIPLE 

strong underspecified ablaut -en-suffix 
weak specified dental preterit dental suffix 
mixed [any combination] [any combination] [any combination] 

 

The structure of the three inflectional verb classes in German involves just the three traditional 

Kennformen present tense, preterit and past participle, which commonly serve as learning aid for 

mastering „irregular‰ verbs, both in German and in English. BittnerÊs implicational hierarchy is 

implicitly still present in this structure, namely, by virtue of the assumption that the necessary 
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condition33 for the identification of the inflectional class is the present tense root vowel specification. 

From this information (specified versus unspecified), the other properties can be derived in the strong 

and weak verbs. For the mixed verbs, however, it is rather problematic to assume that the present tense 

root vowel representation is a necessary condition. The necessary condition for a mixed verb is to yield 

one of the possible combinations of the class identifying properties. A mixed verb in the general sense 

exploits these combinations in any possible way, i.e. has a fully specified present tense root vowel, but 

simultaneously preterit ablaut and a strong past participle (e.g. weben Âweave.INFÊ). A mixed verb in the 

specific sense is underspecified with respect to strongness or weakness in that it has two parallel 

paradigms, a strong and a weak one. Usually, these two paradigms are kept apart via their semantic 

specificity. 

 
 

1.5 Vowel alternations in German: Necessary and sufficient 
conditions 

 

The objectives of chapter one can be summarised as follows: 

• Inflectional umlaut in German crucially bears on the underlying representation of the 

participating low or labial vowel. The relevant underlying representations have been 

couched in featural terms and make use of the principle of underspecification. In order to 

participate in umlaut, vowels have to be underspecified for articulator place features 

(necessary condition). Umlauted and non-umlauted surface variants are derived from these 

monophonemic underspecified representations. 

• In production, place-underspecified low or labial vowels surface as coronals as result of 

o their lexical specification (underlyingly umlauted) 

o their occurrence in a particular inflectional category (morphologically umlauted, 

e.g. the PLURAL of nouns, the PAST SUBJUNCTIVE or the 2ND and 3RD SG PRES of 

strong verbs) 

In both cases, the morphological (sufficient) condition of umlaut ensures that the coronal 

default rule applies before the dorsal markedness rule. Thereby, the umlauted surface 

variants can be realised. 

• German verb classes can be defined on the basis of their root vowel representations: 

o Strong [a]-verbs comprise a placeless root vowel which umlauts in the 2ND and 

3RD SG PRES while strong [e]-verbs with an a priori underspecified root vowel 

contain an additional raising rule in the 2ND and 3RD SG PRES and in the 

IMPERATIVE. 

                                                 
33 The notion „necessary condition‰ is used in the sense that it is necessary to specify the relevant class identifying 
property. For instance, it is a necessary condition for strong verbs to have an underspecified present tense root 
vowel. 
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o Weak [a]-verbs involve a fully specified dorsal root vowel which never umlauts in 

the entire paradigm. Weak [e]-verbs do not comprise a raising rule and also surface 

with the same vowel in the entire paradigm. 

o Mixed [a]-verbs have two phonologically different root vowel representations. The 

placeless vowel correlates with the strong conjugation and an inchoative verbal 

reading while the dorsal vowel correlates with the weak conjugation and a causative 

verbal reading. Mixed [e]-verbs have two phonologically identical root vowel 

representations. However, the strong conjugation, correlating with an inchoative 

reading, comprises a paradigmatic raising rule in the corresponding contexts, while 

the weak conjugation, correlating with a causative reading, lacks this rule. 

The behavioural and processing implications of these claims are tested in several behavioural 

experiments on the vowel alternations in the present tense stem of strong verbs in German (chapter 3). 
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2 Modelling lexical access 
 

2.1 Introduction 
 

The previous chapter emphasised the theoretical and production-based advantages of a feature-based 

umlaut approach with underspecification. This chapter gives a brief overview over prominent models of 

lexical access and eludicates why the theory of umlaut in FUL is also advantageous with respect to 

speech perception.34 

Most models of lexical access and speech perception have a particular focus on the mental lexicon, 

„that component of the grammar that contains all the information – phonological, morphological, 

semantic, and syntactic – that speakers know about individual words and/or morphemes‰ (Emmorey 

and Fromkin, 1988:124). The following review situates FUL within the multitude of linguistic and 

psycholinguistic speech processing and lexical access theories. The leading question is how specific 

models deal with grammatical vowel alternations. How and where are such alternations resolved? And 

what is the role of the mental lexicon? 

 
 

2.1.1 The architecture of the lexicon 
 

Models of speech perception and lexical access comprise specific aspects of the build-up of the 

mental lexicon and provide an account of the structure of lexical items as well as their relations among 

each other. These models describe how the units of speech perception and production are stored in the 

mental lexicon. A categorical distinction into word and morpheme-based models arises from issues of 

morphological decompositionality. Related to this is the differentiation into single architecte and dual 

architecte models. A single architecture35 means that all items are stored alike, e.g. as full forms, whereas 

a dual architecture implies that some items are stored as full forms, while other items are decomposed 

into smaller units. The factors determining full-form or decomposed storage are classically related to 

irregularity, i.e. morphologically irregular words have a whole form representation, while 

morphologically regular words are represented by means of their constituent morphemes. Another 

factor determining the storage architecture also relates to irregularity and concerns the semantic 

transparency of complex forms with respect to their constituent parts. Finally, productivity of particular 

lexical phonological or morphological patterns may determine whether or not lexical entries are 

decomposed. 

 

                                                 
34 The notion „speech perception„ is used in a narrow sense in this chapter and includes only the recognition of 
single words in the visual or auditory modality. No claims are made with respect to sentence processing. 
35 Note that it is important to distinguish between „single architecture‰ and „single access‰ models. The notion 
„single architecture‰ is used here in the sense that lexical specifications do not differ across complex and simplex 
word forms, while „single access‰ means that there is only one access route to lexical representations. Often, 
„single architecture‰ and „single access‰ models strongly correlate. 
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2.1.1.1 Single architecture: full listing 

 

One of the most influential single architectural models has been proposed by Rumelhart and 

McClelland, 1982. The implementation of this connectionist model of lexical storage is expressed in 

TRACE (McClelland and Elman, 1986). It involves the interactive activation of local connection 

clusters and has three levels of processing units: features, phonemes, and words. The units are arranged 

in a localist associative network. TRACE is a full listing model in that all possible unit combinations 

must be specified a priori.  

The initial popularity of the connectionist model stems from its generalisation abilities with respect 

to the production of strong (irregular) verbs in English. The storage of such verbs is characterised by 

specific connection weights. The categorisation of strong and weak verbs in connectionist models 

entirely emerges from generalisations based on formal and semantic similarities among lexical entries. 

Thus, morphology is represented only indirectly. This is problematic for languages which exploit 

genuine morphological relations independently of formal (orthographic or phonological) and semantic 

connections, such as Arabic or Hebrew (see Bentin and Feldman, 1990; Deutsch et al., 2000; Feldman et 

al., 1995; Frost et al., 2000a).  

Further single architectural models are briefly sketched below: 

• The PARSYN model of Luce and colleagues (Luce et al., 2000; Luce and McLennan, 2005): 

Localist connectionist model with three levels (input-allophone level, pattern-allophone 

level). Phonetic surface variations such as English flapping are probably resolved at the 

input-allophone level. Umlaut, on the other hand, is likely to be dealt with at the pattern-

allophone level, whereas suppletive forms appear to involve the word level. 

• ButterworthÊs full listing model (Butterworth, 1983): Whole-form storage independently of 

morphological complexity. 

• BybeeÊs model of schematic representations (Bybee, 1985; 1994; 1995; 2001a; 2001b): 

Abstractions from exemplar-like representations. 

• Exemplar models (e.g. Johnson, 1997; Nosofsky and Palmeri, 1997; Nosofsky and Zaki, 

2002; Pierrehumbert, 2001a): Episodic representations of linguistic units (words) with very 

specific and detailed information about pronunciation, usage and speaker-related 

(indexical) properties. 

 

2.1.1.2 Single architecture: morphemic lexicon 

 

Taft and Forster (Taft, 1979; 1991; Taft and Forster, 1975) propose a lexicon which contains 

morphemic entries, i.e. affixes and roots.  

Similarly, Stockall and Marantz, 2006, assume a morpheme-based lexicon. All lexical entries 

supposedly have roots and functional morphemes, uniquely to be identified as such. Morphological 

relatedness is not based on similarity, but rather emerges from identity relations between repetitions of a 

single root. Morphological rules account for identity relations in pairs such as teach~taught, while 

particular roots and their participation in irregular morphological alternations are idiosyncratic and 
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have to be learnt. With respect to the example above, the output of the rule relating taught to teach 

must be memorised. The notion rule is used according to the term vocabulary insertion in the 

Distributed Morphology model (DM) by Halle and colleagues (Embick and Halle, 2004; Halle and 

Marantz, 1993). Vocabulary insertion refers to the realisation of phonological form and corresponds to 

the retrieval of the best match in a lexical search. 

 

2.1.1.3 Dual architecture: storage of words and morphemes 

 

Dual route or dual mechanism models originate from language production theories and uphold a 

dichotomous distinction between rule-based, (compositional) and memory-based (whole-word) storage of 

lexical items. Pinker, 1998, lays out the core idea of the words-and-rules approach, which underlies the 

dual route system. The rule module is claimed to be memory-independent, symbol-concatenating, and 

not uniquely designed for language. This perspective is taken on in the declarative/procedural model of 

grammar and language (Ullman, 1999; 2001; 2005; Ullman and Gopnik, 1999; Ullman et al., 2005).  

In the work of Pinker and colleagues (Marcus et al., 1995; Pinker, 1989; 1998; 1999; Pinker et al., 

1999; Pinker and Prasada, 1993; Pinker and Prince, 1994), the dual route model has departed from its 

earlier view that the memory-module corresponds to rote listing, i.e. to a simple lexical look-up 

including the storage of all possible forms. As a reply to connectionist models of lexical architecture, the 

rule-based (i.e. morphemic) storage  has been contrasted with an associative module, in which 

morphologically irregular items are represented in networks. For instance, the generalisations for ablaut 

verbs emerge from the associative network and thereby describe subregular patterns. In contrast, verbs 

with a transparent past tense formation are stored as stems and affixes, and the relation between past 

and present tense forms is expressed via symbolic rules (for a review of an early version of the dual route 

model see Daugherty and Seidenberg, 1994).  

Proponents of the dual route model working on languages with a richer morphological structure 

than English extend the words-and-rules approach insofar as more specific representations for 

subregularly inflected forms are assumed. With respect to German, Clahsen and his co-workers (Clahsen, 

1999; 2006b; Clahsen et al., 2001a; Clahsen et al., 1997; Clahsen et al., 2002; Clahsen et al., 2003; 

Clahsen et al., 2001b; Sonnenstuhl et al., 1999; Sonnenstuhl and Huth, 2002) adopt the view of Pinker 

that regularly inflected verbs are stored as transparent and flat pairings of stems and affixes. This is 

shown in Figure 9 (based on Sonnenstuhl et al., 1999:225 and Clahsen et al., 2001a:527). 

Stems (roots) are indexed with respect to their lexical category (noun, verb, adjective). The 

person/number suffixes are stored separately, but can connect to the stem, provided that stem and 

suffixes have equal indexes. The attachment of a particular suffix corresponds to the realisation of the 

corresponding paradigmatic cell by person/number and tense realisation rules. The 2ND SG PRES form of 

machen (make) would derive from the stem [max]+V to which the suffix -st (2ND SG) attaches. An 

additional tense suffix is not needed. On the other hand, the suffixation of –te specifies the verbs for the 

preterit. A further rule, applying to mach-te, can now attach a person/number suffix, e.g. –st and thereby 

yield the output form mach-te-st (make.2ND SG PRES). 
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[max]+V

/-st/: V [  ]+2ND SING. PRES.

/-t/: V [  ]+3RD SING. PRES.

/-te/: V [  ]+PRET.

/ge...t/: V [  ]+PAST PART.

weak/regular verb

STEM

AFFIXES

 

Figure 9: Lexical representation of regular (weak) verbs in German, exemplified by the 
verb machen (to make). The depiction is based on Sonnenstuhl et al. (1999:225) and 

Clahsen et al. (2001a:527). 
 

Irregular verbs, on the other hand, are not unanalysable wholes, but rather structured lexical entries. 

Root variants are represented in hierarchically structured nodes, connecting to the base node which 

contains the morphosyntactic and semantic information of the base root (stem). The storage model is 

adopted from WunderlichÊs minimalist model of inflectional morphology (Wunderlich, 1996a; 1996b; 

Wunderlich and Fabri, 1995). 

Figure 10 shows the inherently structured lexical entry of the German verb schlafen. The vowel 

alternation in the present tense stem is accounted for by the root variant with [], realising the 2ND and 

3RD SG PRES [-1ST]. The position in the tree reflects the more specific morphosyntactic marking of 

schläfst and schläft as compared to the top node comprising the infinitive schlafen.  

Generally, nodes further down in the tree contain root variants occurring in more specific 

morphosyntactic contexts than nodes further up in the tree. Morphosyntactic features, represented here 

as indices next to the square brackets, percolate down from top to bottom, i.e. a daughter node inherits 

all the features from its mother node. Suffix selection seems to apply similarly as in the weak verbs. It is 

however restricted to matching indexes, i.e. a form with [] cannot combine with a person/number 

suffix indexed with [-1ST]. 

The dots surrounding the root variant vowels appear to leave space for particular consonantal 

environments which allow for generalisations based on ablaut grades. In Figure 10 they stand for 

segments which do not change between the root variant positions in the tree, i.e. for the consonants [], 

[l] and [f], respectively. Root variants of suppletive verbs like sein (to be) must be represented 

differently. 
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strong/irregular verb

[la:f]+V

[......]-1ST. [...i...]+PRET.

       [...i...]+SUBJ.

[e...n]+PART.

2ND/3RD SG. PRES.

 

Figure 10: Lexical representation of irregular (strong) verbs in German, exemplified by the 
verb schlafen (to sleep). The illustration is adopted from Sonnenstuhl et al. (1999:225) and 

Clahsen et al. (2001a:527), going back to an approach to inflectional morphology by 
Wunderlich & Fabri (1995:257). 

 
 

2.1.2 Lexical access models 
 

Although lexical architecture models naturally intend to make predictions regarding the access of 

lexical items, they do not always manage to do so very explicitly. For that reason, the term lexical access 

models shall subsume all those approaches to the mental lexicon of which the emphasis lies on the 

actual access procedure. In most models, there is a correspondence of how units are represented and 

accessed, but especially with respect to the dual route models, access and representation may structurally 

diverge. It should be noted that the notions single and dual route are indicative of stressing lexical 

access rather than lexical representation issues just by virtue of the meaning „route‰. 

 

2.1.2.1 Single route models 

 

Single route models with a connectionist architecture usually assume lexical access based on the 

activation level of specific access units. One of the most influential models which seeks to imitate the 

activation procedure of a neuron which eventually fires is MortonÊs logogen model (Morton, 1969).  

The Distributed Cohort Model (DCM) of Gaskell and Marslen-Wilson (Gaskell and Marslen-

Wilson, 1997; 1999; 2002) makes specific assumptions about the activation process based on word 

cohorts. Activation is distributed over a set of processing units. In contrast, however, there are no 

intermediate representations between initial access units and units containing words. The featural input 

is directly projected onto semantic and phonological units. Lexical competition is the blending of 

multiple consistent lexical items based on the bottom-up input. The speciality of the model has to do 
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with the notion of cohort. As elucidated in the original and revised version of the cohort model 

(Marslen-Wilson, 1987; 1990; Marslen-Wilson and Tyler, 1980; Marslen-Wilson and Welsh, 1978a), a 

word cohort is the time-changing set of word candidates compatible with the incoming speech signal. As 

speech unfolds in time, the cohort reduces while the incoming acoustic information increases. If, in a 

particular word, the point which uniquely identifies it as such is reached (uniqueness point, UP), i.e. if it 

is the only remaining cohort candidate, the activation level of all other competing cohort members 

drops, while the candidate solely compatible with the cohort is the winner.  

The approach of Gaskell and Marlsen-Wilson (1997) explicitly denies a pre-lexical level. Access to 

semantic, syntactic and underlying phonological information is achieved in parallel. Multiple 

candidates become activated in parallel. The difference to the old (original) cohort model is that not all 

word candidates matching the first part of the incoming signal are given similarly high activation 

values. Activation in the revised cohort theory depends on the cohort size. Competitor effects are 

furthermore more transient and disappear after the uniqueness point of a word has been reached. The 

model makes use of every phonetic cue and refers to fully specified phonological representations. 

Sentential context effects are most likely to occur later in the recognition process when there are less 

competitors. Phonological abstraction is only allowed if phonetic details are preserved. 

Single route full parsing models have been influenced by the affix-stripping hypothesis of Taft & 

Forster (Forster, 1976; 1979; Forster and Bednall, 1976; Taft, 1979; Taft and Forster, 1975). According to 

this theory, morphologically complex word forms are decomposed into stem and affixes before they 

access the lexicon (hence, affix-stripping). After pre-lexical decomposition, lexical access is determined by 

a stem search. As indicated above, the lexicon is organised according to the frequency of its items. 

Lexical search proceeds from the most frequent to the least frequent item. Naturally, more frequent 

items are retrieved faster than items of lower frequency. Although originally restricted to prefixed words, 

the model appears to subsume suffixation as well. A form like schläfst (sleep.2ND SG PRES) for instance, 

would be pre-lexically decomposed into the stem variant schläf- and the person/number suffix –st (2ND 

SG PRES). For a successful retrieval of the meaning sleep, the stem variant schläf- must be listed alongside 

with schlaf-, but presumably has a different frequency, such that lexical search might be faster or slower 

with respect to the recognition of the infinitive schlafen. 

 

2.1.2.2 Dual route models 

 

The full-parsing approach is incorporated into dual route theories of lexical access and accounts for 

the recognition of morphologically complex, but regularly composed word forms. Proponents of this 

approach (Clahsen, 2006a; Clahsen et al., 2001a; Clahsen et al., 2002; Marcus et al., 1995; Pinker, 1998; 

Pinker and Prasada, 1993; Pinker and Prince, 1994; Pinker and Ullman, 2002; Sonnenstuhl et al., 1999) 

assume that morphologically regular forms are decomposed prior to lexical access. Lexical access is 

enabled by mapping the constituent morphemes onto the corresponding lexical entries of stem and 

affixes. The form machst (make.2ND SG PRES), for instance, is separated into mach- and –st, where mach- 

retrieves the meaning of the verb and –st the meaning of the specific morphosyntactic suffix. On the 

other hand, irregular verb forms such as schläfst still bear regular person/number suffixes and are 

similarly decomposed into stem and suffix. However, the stem variant schläf- is not directly mapped 

onto the semantics of schlafen. Rather, it accesses the inherently structured lexical entry illustrated in 
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Figure 10. The activation of the top node which eventually connects to the meaning sleep is indirect and 

mediated by the more specific [-1ST] node, which represents the stem variant schläf-. As a result, the 

recognition of schläfst only partially activates the infinitive, while the recognition of the weak verb 

machst fully activates the infinitive machen, since the extracted stem mach- directly matches its 

corresponding lexical stem representation. Differences in the recognition time of particular items are 

said to result from whether word forms are decomposable into their constituent morphemes or not.  

On the other hand, decomposition is costly with respect to processing time (Dominguez et al., 

2004; Henderson et al., 1984) and involves additional mechanisms in the course of word recognition 

(c.f. pre-lexical parser). In contrast, whole-form access may be faster, especially for high frequency words, 

but simultaneously involves more memory resources. Figure 11 compares the recognition process for 

regular weak, regular strong and irregular strong (suppletive) verbs in German, based on the particular 

dual route model as put forward by Clahsen and collaborators. 

 

  [max]+V [la:f]+V

    [......]-1ST.        [...i...]+PRET.

       [...i...]+SUBJ.

regular weak regular strong suppletive

[sein]+V

      [bin]+1ST SG.

      [war]+PRET.

       [......]+SUBJ.

       [bist]+2ND SG.

         [ist]+3RD SG.

input: maxst bistl:fst

decomposition: max st l:f st

activation: direct indirect indirect

recognition: delayed delayed fast
 

Figure 11: Presumed lemma activation for regular weak, regular strong (subregular) and 
irregular strong (suppletive) verbs in German. This illustration is an extended version of 

the figures in Sonnenstuhl et al. (1999:225) and Clahsen et al. (2001a:527). 
 

The recognition of the weak verb form machst (make.2ND SG PRES) involves the direct activation of 

the stem mach- via decomposition. The recognition process itself is delayed due to the additional 

processing time required by decomposing the verb form into stem and person/number suffix. The 

person/number suffix is mapped to its own representation, providing the morphosyntactic context, and 

the meaning of the verb form as a whole is derived by the combination of its constituent morphemes. 

If the language recogniser is confronted with the strong verb form schläfst (sleep.2ND SG PRES), 

decomposition also takes place since the same regular person/number suffix as in weak verbs is 

involved. However, the stem variant does not directly activate the lemma schlafen. The activation route 

is indirect, via the specific [-1ST] node in the inherently structured lexical entry. Activation may also 

spread to other nodes in the lexical tree, as indicated by the arrows in Figure 11. Depending on whether 

the link from the [-1ST] node to the base node is stronger or weaker as a consequence of a low or high 
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frequency stem alternant, the recognition of the strong word form schläfst might take more or less time 

compared to the recognition of the weak verb form machst. However, both verb forms are decomposed 

and therefore require more processing time than forms which are analysed as wholes. Such a case is 

exemplified by the highly suppletive verb sein (be.INF). According to the theory of inherently structured 

lexical entries, all irregular stem variants must have their own representation as nodes in the lexical tree. 

Especially the singular forms in the present tense shows idiosyncratic person/number realisations, and 

despite an apparent similarity to the regular 2ND SG PRES ending –st in bist (be.2ND SG PRES), it is 

treated here as a whole form. Hence, the incoming verb form bist is not decomposed and directly 

activates the stem alternant [+2ND SG], already containing the relevant morphosyntactic information. 

Since no decomposition is required, the recognition of the verb form takes less time than the 

recognition of both the regular weak and strong verb forms. On the other hand, the activation of the 

base node is less complete than for the regular weak verb form machst, since the activation route is 

mediated by the stem alternant bist. 

Altogether, the processing time advantage resulting from a bypassing decomposition appears to 

override potential recognition time differences based on node connection strengths. Usually, models 

involving networks with node representations assume that activation spreads relatively fast. Besides, 

network positions (nodes) are equivalent to memorised lexical items, hence, lexical access is relatively 

fast and direct.  

The problem of dual route models is to maintain a strict dichotomy of rule-based versus whole-

form access. Languages such as German or French have different morphological classes of verbs (strong 

and weak), but the categorical distinction is not always aligned with a distinction based on productivity 

or transparency. As shown before, ablaut grades characterising the strong verbs in German are 

productive generalisations over a minority of verbs, but these verbs have a high usage and token 

frequency. One way of incorporating these so-called „subregularities‰ into dual route models of lexical 

access has been exemplified in the work of Clahsen and colleagues who assume a single flat structure for 

the representation of weak stems and a inherent hierarchical and more complex structure for the 

representation of strong stems in German. For French, Meunier and Marslen-Wilson, 2004 assume that 

different phonological access strategies are at work. They distinguish between a morphophonological 

assembly or disassembly route and a form access route to whole word representations. In French as in 

German, irregular verbs still show productive person/number suffixes, which appear to be stripped off 

from the stem, independent of whether the verb is regular or not. In English, by contrast, strong verbs 

can generally not be decomposed into stem and affixes (compare hits.3RD SG PRES and hit.3RD SG PAST). 

Therefore, a full form access is suggested. 

Another problem of dual route models (already implicitly acknowledged via the notion 

„subregularities‰) concerns the location of the division line between regular and irregular inflection. 

Ablaut-verbs in German are still regular with respect to their person/number suffixes and therefore do 

not have more complex codas than regular (non-ablaut) verbs, while regular -ed forms of English verbs 

involve more complex codas than irregular verbs (e.g. seemed [simd], cf. Burzio, 2002). Plank is correct 

in stating that „Was als Ausnahme und was als Regel zählt [⁄], ist analyse-abhängig.‰ (Plank, 1981:6). 

Yet another approach is to assume that full form and assembly routes operate in parallel. Among 

the Italian linguists promoting a parallel dual route model, Laudanna and Burani, 1985, stipulate two 

access procedures in visual word recognition. The first procedure analyses the whole word 
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orthographically. The second procedure corresponds to a morphological parsing strategy. The model is 

dubbed parallel-direct access model and is based on Italian verbal morphology. A further development 

of this approach is the Augmented Addressed Morphology model (AAM; Caramazza, 1997; Caramazza 

et al., 1988; Chialant and Caramazza, 1995; Laudanna et al., 1992; Laudanna and Burani, 1985). This 

model distinguishes two processing levels: One level is characterized by access units, the other consists 

of lexical representations. Furthermore, there are two types of access units, corresponding to whole-

words and decomposed forms. For regularly inflected items, it is assumed that lexical forms are 

represented as stems. Access to morphologically complex words takes place through whole-word access, 

while for lower frequency and unfamiliar regular words, access is achieved through morpheme-sized 

units. That is, decomposed lexical entries may be accessed by whole-word units if they represent frequent 

or familiar words, or they are accessed by morphemic access units if they are infrequent.36 The whole-

word access is assumed to be faster since it does not involve a parsing of the input string, and also 

applies before the decomposition route. The decomposition route, on the other hand, is a backup 

option for infrequent or novel morphologically regular word forms. 

Similar to the AAM model, RACE represents a parallel dual route approach where two access routes 

operate together (Baayen et al., 1997; Baayen and Schreuder, 1999; Baayen et al., 2002; Schreuder and 

Baayen, 1997; Schreuder and Baayen, 1994; Schriefers, 1992; Schriefers et al., 1990; Schriefers et al., 

1991). With respect to spoken word recognition, Schriefers claims that „complex words seem to be 

processed essentially in a left-to-right manner, but their identification is dependent on certain properties 

of their constituent morphemes‰ (Schriefers et al., 1991:44). Thus, both full-forms and constituent 

morphemes seem to play a role in spoken word recognition and lead to the assumption of a parallel 

dual route model. The architecture of this models comprises three layers in a spreading network. Form 

access representations allow for whole-word and morpheme recognition (lexemes), while integration 

nodes model the lexical integration of the lemma. Lastly, the third layer contains syntactic and semantic 

information which connect to the lemma level. If a word form is accessed via the direct route, it is 

mapped directly onto its corresponding lemma node. In parallel, the word form is segmented via the 

parsing route. This means that morphemic access representations (stem and affixes) become active 

alongside the full-form representation and thereby also activate the corresponding entries in the lemma 

layer. A subsequent subcategorisation check tests the compositionality of the involved constituent 

morphemes and eventually retrieves the meaning by computing it from its constituents. The difference 

to the AAM model is that RACE assumes a parallel operation of both the direct and the parsing route 

from the very beginning of word recognition. Additionally, AAM was developed as an approach to 

visual word recognition, while RACE accounts for both input modalities.  

 

                                                 
36 Laudanna et al. (1997) concede that it is not a simple process deciding upon whether the full-form or the 
morphemic access units reach their activation threshold first and in turn determine the access route. Factors like 
stem and whole form frequency, semantic transparency or cohort size may also play a role and interact in complex 
ways, cf. Laudanna et al., 1997. 
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2.2 FUL as word recognition model 
 

Most of the models reviewed in the previous section have their focus on morphological properties 

and morphological complexity. They are rather vague about the phonological form of lexical 

representations. Surface alternations such as umlaut appear to be entirely governed by the 

morphological structure of the corresponding word forms. No tribute is paid to the phonological 

productivity of these alternations. In this respect, the Featurally Underspecified Lexicon (FUL) takes the 

phonological form in the lexicon seriously and offers an account which resolves phonetic surface 

variation in the lexical (phonological) representations while not denying top-down influences from 

paradigmatic knowledge.  

 
 

2.2.1 Lexical representations and access through matching 
 

FUL (Lahiri and Coillie, 1999; Lahiri and Reetz, 2002a; 2002b; Reetz, 1998; 1999; 2000) models 

word recognition and comprises at least two characteristics which sets it apart from other approaches. 

First, it spells out the necessity of a representational approach to the mental lexicon in which 

underspecified linguistic (phonological) features decide upon a successful or unsuccessful activation of a 

given lexical candidate. Second, FUL directly exploits linguistic properties of the speech signal at the 

interface of acoustic information and phonological representation. The first step of the speech 

recognition mechanism involves the extraction of phonetic features from the acoustic signal. These 

features are transformed into phonological features (based on particular phonetic cues). The resulting 

feature representation is evaluated against a mental phonological representation of morphemic lexical 

entries. These consist of phonological feature bundles, of which not every conceivable feature needs to 

be specified. The place feature [CORONAL], for instance, is not specified in the lexicon of German or 

English. Features are thought to be monovalent rather than indexed with [+] or [-]. A crucial assumption 

of FUL with respect to spoken word recognition describes the possible underspecification of features 

extracted from the acoustic signal. Height features of vowels, for instance, are attributed according to 

the value of the first formant. A specific assumption in Reetz (2000:169) is that for [HIGH] to be 

extracted from the signal, the first formant value has to be below 450 Hz. [LOW], on the other hand, is 

extracted if F1 is above 600 Hz. If the first formant value is somewhere between 450 and 600 Hz, no 

height feature will be extracted from the signal. 

The matching procedure itself is a three-way evaluation algorithm, depending on the constellation 

of features from the input versus phonological features in the lexicon. If the same features occur in the 

signal and in the mental lexicon, i.e. if every feature from the signal finds an equivalent feature in the 

lexicon, a full match is achieved. If a feature from the signal does not find an equivalent in the lexicon 

but also does not contradict any other feature, a nomismatch will occur. Similarly, if a feature from the 

signal is left unspecified, this underspecified feature does not mismatch with the corresponding 

(specified) feature in the lexicon.  

Lastly, if incoming and stored features are mutually exclusive, this will instantiate a mismatch 

condition. For instance, the height features [HIGH] and [LOW] and the place features [CORONAL] and 



 

 - 83 - 

[DORSAL] form mismatching relations. Mismatches between signal and lexical representation result in 

no activation or inhibition of the corresponding lexical entry. That is, if there is a mismatch between 

signal and representation anywhere in the morpheme or word, the lexical activation of this entry is 

disrupted. A main assumption of FUL is that as long as no other features depend on coronality, this 

place feature is not specified in the mental lexicon. This leads to a priori asymmetries in the recognition 

of dorsal versus coronal sounds. Phonetically dorsal sounds can activate both underlyingly dorsal and 

coronal, i.e. place-underspecified sounds, while phonetically coronal sounds can only activate sounds 

underspecified for place, i.e. not specified for dorsality. 

FUL thereby pays tribute to the variable nature of the incoming speech signal since it allows 

incomplete and imperfect inputs to activate the correct mental representation. At the same time, it 

restricts the recognition of words if they involve opposing features, dependent on the mental 

representation of those words. Crucially, different languages may specify the same sounds differently; 

hence, one language can exhibit a full specification while the other language shows an underspecified 

specification. FUL also is advantageous in accounting for language change (cf. Lahiri, 2003a). During 

the change or development of a given lexicon in a particular language, some sounds appear to lose some 

feature specifications, and thereby, become underspecified, while other sounds acquire more features, 

hence, become more or fully specified. 

If seen in comparison to discussions about existing models of (spoken) word recognition, it 

becomes evident that FUL has yet another structural advantage. In their review on spoken word 

recognition models, Luce and McLennan, 2005, claimed that such models must crucially account for 

the activation of multiple word forms which are consistent with the speech input. In FUL, the 

consistency between input and lexical representation is reflected by the ternary matching relations. The 

observation that these consistency relations are exploited straightaway is also compatible with the 

mechanism of FUL: Only match and nomismatch can activate a lexical candidate. Furthermore, a 

crucial aspect in the recognition process is lexical competition, which depends on stimulus frequency 

and neighbourhood density in the lexicon. For Luce and McLennan, these two factors are indices of 

competition. The frequency effect in speech recognition is facilitating in that high frequency words can 

be recognised faster than low frequency words (see, for instance, Forster, 1990; Frauenfelder et al., 1982; 

Luce and Pisoni, 1998; Taft, 2004). Similarly, high frequency words are also produced faster than low 

frequency words (Caramazza et al., 2001). Some models assume that high frequency items have a 

relatively low activation threshold, i.e. they are more readily activated than low frequency items. 

Alternatively, these items have a higher resting level and thereby can be activated more rapidly than 

items with a lower resting level. Frequency may also model connection strengths between layers in 

network models. Greater strengths between a lower and a higher level allows for a faster activation 

spreading.  

Another parameter for lexical access is the neighbourhood density. This notion usually refers to 

„the absolute number of words occurring in any given similarity neighbourhood‰, whereas 

neighbourhood frequency is related to the „frequencies of occurrence of the neighbors‰ (Goldinger et 

al., 1989, pp. 501). Similarities may be based on phonetic (cf. Benki, 2003; Luce et al., 2000; Luce and 

Pisoni, 1998), phonological (see Dell and Gordon, 2003; Newman et al., 1997) or semantic relatedness 

(cf. Baayen and Prado Martin, 2005). Members of neighbourhoods based on phonological relatedness 

are usually determined by overlapping phonemes. Items sharing all phonemes but one are considered to 

form a phonological neighbourhood. In the cohort model, similarity is crucial at the beginning of 
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words, „the neighbourhood consists of the ÂcohortÊ of words consistent with the incoming auditory 

stimulus‰ (Dell and Gordon, 2003:12). The neighbourhood activation model, in contrast, assumes that 

neighbours may be words overlapping with a given target at any position (Luce and Pisoni, 1998). There 

is agreement in the literature that phonological neighbourhoods are inhibitory for the recognition of 

words. In diverse behavioural experiments it could be shown that words with a dense neighbourhood 

are recognised more slowly and less accurately than words with a sparse neighbourhood (see for instance 

Dell and Gordon, 2003; Goldinger et al., 1989; Luce and Pisoni, 1998; Norris et al., 2000; Vitevitch et 

al., 1999; Ziegler et al., 2003). Similar findings come from probabilistic modellings of speech 

recognition (Vitevitch and Luce, 1999). On the other hand, the influence of neighbourhoods on speech 

production is facilitating (see Dell and Gordon, 2003, for an overview). As shown by Ziegler et al. 

(2003), orthographic, as opposed to phonological neighbourhoods, also facilitate speech recognition.  

Inhibition in dense phonological neighbourhoods stems from discrimination difficulties. If a given 

target is similar to a multitude of possible alternative candidates, discrimination involves more effort 

than if the target is similar to only a small number of possible alternative candidates. Items which are 

phonological similar to the word to be recognised are therefore competitors, i.e. all members of a 

phonological neighbourhood compete with a specific speech input. 

Lexical competition in FUL as an original spoken word recognition model arises from the cohort 

size with which the speech input is compatible. Members of a cohort in FUL are lexical representations 

which are compatible with the speech input (the acoustic signal), by either a featural match or a 

nomismatch. Figure 12 illustrates the cohort of schläfst (sleep.2ND SG PRES) based on the initial CCV-

sequence. 

The initial assumption for the vowel representation in the verb schlafen is that dorsality is not 

specified lexically, since the stem alternates in the 2ND and 3RD SG PRES (see chapter 1). For that reason, 

the vowelÊs featural representation contains just [LOW]. The cohort is initiated by the acoustic input and 

represents the cohort based on matching and nomismatching features. In Figure 12, it is assumed that 

consonantal verb onsets must actually fully match with the speech input. Therefore, only [l]- 

beginnings are considered.37 The combinations [l] + [HIGH] as well as [l] + [LOW] do not mismatch 

with the height-underspecified [] from the signal. Therefore, words with both types of CCV-beginnings 

are comprised in the cohort of schläfst. 

The a priori asymmetry of coronal versus dorsal segments is also reflected in the sizes of the 

relevant cohorts. A coronal acoustic input has a smaller cohort, since all underlyingly dorsal segments 

are ruled out, while a dorsal input is compatible with both dorsal and place-underspecified lexical 

segments.  

Since the cohort depends on features extracted from the signal, it is sensitive to surface alternations 

as seen in umlaut or raising, insofar the signal will only activate lexical representations which do not 

mismatch with the acoustic signal. For this reason, schläfst can activate schlafen only if the vowel in 

schlafen is not specified for dorsality in the lexicon. As discussed before, productive and phonologically 

regular alternations are best described via a morphemic representation of the base entry, onto which 

both schlafen and schläfst can be mapped. Thereby, the alleged challenges for spoken word recognition, 

                                                 
37 As for vowels, FUL predicts a similar feature-based cohort for consonants. For the sake of simplification, but 
also in order to reduce the size of possible cohorts, only full consonantal matches are considered. 
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stemming from variation in the input are resolved elegantly in the lexical representations themselves. In 

the review of Luce and McLennan (2005), allophonic or allomorphic variation raises the question of 

whether there is a mediated or direct access with respect to the mapping of sensory information onto 

lexical representations. In this respect, underspecification is a strategy to allow for a direct mapping and 

a phonemic/morphemic representation.  

 

FEATURE-BASED
COHORT

 lfst
 [COR]

      V
l [LOW] -

la – fn sleep
la – n hit

      V
l [HIGH] -

li – f slept
li  – n sling
l – sl key

Acoustic Input

 

Figure 12: Feature-based cohort for the initial CCV sequence of 
schläfst (sleep.2ND SG PRES). 

 

To summarise, lexical activation in FUL primarily depends on featural matches or nomismatches. 

The scoring formula of Lahiri and Reetz (2002:641), repeated in (23), reflects the goodness-of-fit between 

acoustic signal and lexical representation. Full matches contribute to a higher score than nomismatches. 
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Since FUL assumes morphemic units in the lexicon, one urgent issue involves the status of 

decomposition during speech recognition. Are morphologically complex words decomposed? Crucially, 

are prefixes stripped away such that einschlafen (fall asleep.INF) activates a schlafen-cohort rather than 

an ein-cohort? Or should speech recognition be modelled in a strict left-to-right manner in the 

framework of FUL?  
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2.2.2 Speech recognition in FUL: The wider aspect 
 

Most theories of word recognition and lexical access distinguish between the input modalities 

„visual‰ and „auditory‰ (see previous and following sections). Based on this essential distinction, Figure 

13 shows the embedding of the original FUL model in a more general speech recognition framework. 

The mapping mechanisms from the speech signal to the lexical representation are described below. The 

model incorporates a form-meaning level distinction which bears close resemblance to lemma/lexeme 

differentiation in speech production as proposed by Levelt, 1992 and Levelt et al., 1999. 

 

[2ND SG 
PRES.]+V

SEMANTICS[sleep (x)]+V

visual input auditory input

GRAPHEME-
PHONEME 

CONVERSION

l:fl:fst

DECOMPOSITION

st

LEXICON

FEATURE 
EXTRACTION

Word Recognition Model
schläfst l:fst

lA:f st

Φi[LOW]Φk Φn

 Φi[COR]Φk Φn
[RTR]

computation

SYNTAX

no mismatch match

paradigmatic knowledge

top down 
feedback ...schlaf, schläfe, schläfer, 

schläfrig...

coactivation

Direct Access

 

Figure 13: The modelling of speech recognition and lexical access. A crucial difference is 
made between the visual and auditory input. 

 

In this model, features are extracted directly from the auditory speech input and evaluated against 

the corresponding featural lexical representations. Φi and Φk represent the consonantal features 

surrounding the coronal [RTR] vowel in schläf- while Φn reflects the features in the person/number 
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suffix –st. The signal-lexicon transformation follows the ternary matching logic discussed before. In the 

lexicon, there are the underspecified root morpheme schlAf- and the suffix morpheme –st. The 

incoming featural information co-activates members of the cohort of the root morpheme and the 

candidate with the highest activation resulting from factors such as matching score or cohort size will 

be selected as the winner. In turn, the activation of the selected candidate spreads to its semantic 

information, while in parallel, the best match corresponding to the suffix part activates its paradigmatic 

meaning, here, the person/number information 2ND SG PRES. This information subcategorises the item 

for being a verb. In a further step, the meaning of the complex morphological word is computed via the 

meaning of its constituent parts. Opaque assemblies may connect to specific semantic information 

which is not predictable from the combination of its constituent parts. Furthermore, some very high 

frequent assemblies, indicated by a high co-occurrence frequency, may show whole form effects even 

though they are transparent with respect to their constituent parts. These words can be accessed as whole 

forms accordingly. That is, the morphemes of such words yield mutual connections which are so strong 

that stem or root frequency effects are overridden. Consequently, the psycholinguistic diagnostics would 

identify such forms as whole forms. Nevertheless, the matching of the speech input would proceed from 

left to right. The difference between whole form assemblies and assemblies with lower co-occurrence 

frequencies would solely root in differences of their constituent connection strengths. Their storage is 

equivalent to constituent forms. 

Whole forms with a specific semantic content make constituent-based computations superfluous. It 

is likely that such words can be accessed faster, if „access‰ is considered to include the retrieval of the 

appropriate semantic content. For instance, the strong verb form sang in English does not involve the 

computation of the meaning VERB + PAST TENSE since the morphosyntactic feature [PAST] is included in 

the meaning of the separately listed stem. On the other hand, the meaning of the verb form added is 

retrieved via the computation of the constituents add (ADD (X)) and –d (PAST TENSE). Besides the 

computation of the overall meaning, a more complex phonological form involving an additional schwa 

must be parsed. These factors may increase the recognition time of the corresponding target and lead to 

the typical findings in the experimental psycholinguistic literature (see next section). 

The computation of the meaning of morphologically complex words additionally involves 

paradigmatic knowledge. This knowledge reflects certain generalisations about the structural 

organisation of inflected items. Paradigmatic knowledge involves the processing of genuine 

morphological relations between individual paradigm cells. Clahsen et al. (2001:515) define an 

inflectional paradigm in the following way:  

 
„An inflectional paradigm is a multi-dimensional, potentially recursive matrix which is defined by the 
morphosyntactic features of word forms or affixes [⁄]. A paradigm contains a set of slots defined in 
terms of morphosyntactic feature values and shows how each slot is to be filled.‰ 
 

For instance, the recognition of the strong verb form schläfst would activate generalisation patterns 

as to how other morphosyntactically defined slots of the paradigm ought to be realised. This would 

involve the knowledge that the preterit stem is schlief- and that the past participle ends in –en, not in –t. 

Recall that paradigmatic knowledge is thought to be organised hierarchically and can be expressed via 

paradigm structure conditions (PSCs, cf. Carstairs-McCarthy, 2000) or specific implicational chains 

(Bittner, 1985; Wurzel, 1984a; 1990). It is also important to note that the present tense stem schlaf- and 
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the preterit stem schlief- share the core semantics of SLEEP (X), and thereby connect on a higher level. On 

the phonological level, schlaf- with a low vowel would clearly mismatch with schlief-, containing a high 

vowel. Schlaf- does not belong to the cohort of the acoustic input schlief-. The latter is directly mapped 

onto the preterit stem, which constitutes a separate lexical entry, but shares the core semantics of the 

present tense stem schlaf-. Thereby, the present tense stem can also be activated to a certain degree.  

Altogether, lexical decomposition and whole-form access are equal strategies in speech recognition. 

The distinction between them does not coincide with a distinction of morphological class membership, 

exemplified by strong and weak verbs. With respect to their person/number suffixes, strong verbs are 

equally inflected and assembled as weak verbs in German. It appears that decomposition emerges from 

generalisation efforts of the human brain. If these generalisations are advantageous in speech 

recognition, i.e. if morphological assemblies are morphologically and semantically transparent with 

respect to their constituent parts, they are readily exploited. If, on the other hand, a whole-form 

alternative is available due to semantic specificity or other factors, computation based on 

decompositional generalisations becomes superfluous. Aimed for maximal efficiency, the speech 

recognition system does not use assembly information in those cases, although the human brain may 

nevertheless be aware of apparent compositionality.38 The theoretical considerations developed thus far 

are most compatible with parallel dual route models as described in the work of Schreuder, Baayen and 

collaborators.  

While lexical decomposition can emerge from semantic transparency of morphologically complex 

words, pre-lexical decomposition appears to be more readily exploited in the visual input domain. If the 

grapheme-phoneme conversion as shown in Figure 13 is transparent, i.e. if each orthographic separable 

chunk has a phonological equivalent, pre-lexical decomposition is advantageous for further processes. 

As compared to an auditory input, the recognition of a visual string bears less on temporal unfolding, 

although the general direction of the eye movement is left-to-right as well. Crucially, however, the eyes 

can always directly return to earlier segments in the visual input. That is not possible for an auditory 

input, where earlier segments can only be recovered indirectly, i.e. via memory buffers (cf. Solso, 2001). 

In general, a visual input allows a suffix to be spotted earlier than its corresponding stem.  

Affix-stripping that takes place prior to lexical access must still involve some form-based knowledge. 

That is, spotting the person/number suffix in schläfst presumes knowledge of what a possible suffix can 

be. Although it has been shown that top-down feedback is not necessary in speech recognition (e.g. 

Norris et al., 2000), evidence for this claim stems from the auditory modality and is therefore 

compatible with the modelling in Figure 13, where top-down feedback is exploited only in the visual 

input domain.  

On the other hand, high frequency word forms in the visual modality may retrieve the lemma 

information (i.e. syntactic and semantic information) directly. In this case, no grapheme-phoneme 

conversion or pre-lexical decomposition takes place. The letter string contacts the mental lexicon 

without any intermediate steps. These intermediate steps are assumed if the word form has a rather low 

frequency. Then, similar to lexical decomposition, pre-lexical decomposition is an optional strategy, but 

                                                 
38 The so-called cranberry morphemes may be considered examples of apparent compositionality. Although cran- 
is uniquely identifiable in the combination cranberry, it does not bear any particular meaning on its own. On the 
other hand, cranberry is transparent with respect to its morpheme berry, insofar as cranberry denotes a specific 
kind of berry. 
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it seems to be applied whenever it is advantageous in the recognition of visual stimuli, even if these are 

nonwords (Forster, 1976; Taft, 1979; Taft and Forster, 1975; Taft and Kougious, 2004).  

After the visual input has been converted into a phonetic representation, feature extraction takes 

place. If pre-lexical decomposition has taken place, the feature extraction can operate in parallel for stem 

and affixes, while this would not be possible for an acoustic input. Otherwise, the feature extraction 

from a phonetic representation originating from the visual input does not differ from the feature 

extraction based on an acoustic signal. Similarly, the ternary matching algorithm describes how the 

featural representations of visual inputs access their corresponding lexical entries. Due to a possible pre-

lexical decomposition, the suffix –st of the form schläfst may access the lexicon before or at the same 

time as the stem. Especially in prefixed words, this may lead to an advantage in stem activation. For 

instance, if the visual input is einschlafen (to fall asleep.INF), pre-lexical decomposition allows that 

schlafen directly accesses its lexical entry, while acoustically, einschlafen would create a cohort based on 

the initial sequence ein-. Only after the cohort is reduced until einschlafen is the sole remaining 

candidate, the appropriate semantic content can be computed. Hence, the identification of schlafen may 

be delayed in the acoustic, but not in the visual modality. That is not to say that einschlafen is not 

decomposed if the input stems from the acoustic modality. The difference to the visual modality is that 

einschlafen in the acoustic modality is disassembled lexically, not pre-lexically.  

On the other hand, there is also evidence that the decomposition of spoken words is sensitive to 

their prosodic structure (Kemps et al., 2005; Norris et al., 1995; Salverda et al., 2003). Furthermore, it 

has been shown that real words can be spotted in nonsense strings, and that this word spotting is 

sensitive to prosodic factors (McQueen et al., 1994). This suggests that decomposition could apply pre-

lexically in the acoustic modality, but clearly, decomposition as strategic effort is more effective in the 

visual domain, since possible constituents can be perceived in parallel. Decomposition in spoken word 

recognition, in contrast, must involve a short-term acoustic buffer, which retains ein in einschlafen until 

schlafen retrieves its meaning. It appears that this process is not necessarily confined to a pre-lexical 

stage of word recognition: On the contrary, it is counter-intuitive to delay the lexical access for the 

prefix until the stem is successfully recognised. Since spoken words unfold in time, a listener does not 

know in advance whether the incoming signal beginning with ein- will be a complex word form or not. 

Lexical access through feature matching presumably starts immediately, while the decomposition of 

einschlafen in the lexicon would mean that the computation of the overall meaning is delayed until the 

stem schlafen is perceived. 

The assumption of two qualitatively different decomposition strategies is advantageous in 

explaining orthographic inhibition effects. These inhibition effects, which will be described in more 

detail in the next section, are basically reducible to mismatches in pre-lexical versus lexical 

compositionality. As shown in Figure 13, the visual input, too, can be subject to lexical decomposition 

strategies. If this lexical decomposition contradicts the prior pre-lexical parsing into constituent parts, 

inhibition will result. On the other hand, inhibition can arise if pre-lexical decomposition does not 

have a lexical decompositional equivalent. For instance, a word like vowel in the visual modality can be 

parsed into vow and –el. While vow would access the lexicon and retrieve the meaning PLEDGE (X), the 

full-form access would activate the meaning of vowel, but vowel neither contains vow in its cohort, nor 

is it compatible with vow regarding its semantics. 
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Finally, lexical information interacts with the syntax of a given language. This interaction is not 

primarily decisive in word recognition, but it surely creates specific sentential expectations. Top-down 

feedback from the syntax may similarly impact visual and auditory inputs, but in another way than top-

down feedback modulates pre-lexical decomposition in the visual domain. Here, (morpho)-syntactic 

feedback may play a crucial role for regularly suffixed preterit verb forms such as added, which could be 

entirely incompatible with a given sentence context. That is, the success of pre-lexical decomposition 

also appears to be dependent on (morpho)-syntactic aspects. Clearly, this issue deserves more research, 

but this is beyond the scope of the current investigations. 

 
 

2.3 Notes on production 
 

FULs assumptions with regard to speech production are dealt with in chapter 1. In particular, 

underlyingly underspecified representations are derived via sets of rules which fill in the necessary 

features. From this fully specified surface representations, articulatory implementation takes over and 

ultimately leads to the utterance of the intended speech signal. 

Phonological fill-in rules as well as morphological affixation rules are thought to derive from the 

brainÊs readiness to generalise. They are presumably located in the mental lexicon, but they are not the 

same as mental representations of words since these rules do not have any semantic content nor do they 

represent any concepts (cf. Marslen-Wilson and Tyler, 1998). Again, the issue of „rules‰ versus 

„representations‰ deserves more research, but this is beyond the scope of this dissertation. 

 
 

2.4 Empirical support 
 

Empirical support for particular speech recognition models or related architectural components 

stems from two scientific fields. In the psycholinguistic tradition, the sources for empirical evidence 

involve behavioural experiments with visual or acoustic speech or non-speech stimuli, while the (newer) 

neurolinguistic line includes imaging and neurophysiological techniques, also comprising both speech- 

and non-speech stimuli. In this section, both methods will be reviewed with respect to FUL as a speech 

recognition model. 

 
 

2.4.1 Behavioural findings 
 

Behavioural probes on speech recognition involve, among others, two basic measures, namely 

accuracy of identification, expressed by error-rates, and speed of identification or categorisation, 

determined by lexical decision or naming latencies. Mostly, accuracy and speed of identification are 

combined measures in psycholinguistic behavioural tasks. Emphasis in this section of the dissertation 

will rest on reaction time measurements in naming or lexical decision tasks, with or without priming. 
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An excellent review of diverse experimental techniques probing the time course and nature of spoken 

word recognition can be found in Grosjean and Frauenfelder, 1996. 

 

2.4.1.1 Support for differential access routes 

 

The first study which related morphological differences between regular and irregular inflection and 

derivation to reaction time differences is Stanners et al., 1979. They investigated morphological priming 

in the visual domain. In their delayed repetition priming study with ten intervening items between 

prime and target, full priming was found for regularly inflected forms only, while irregularly inflected 

forms and derivations showed only partial priming. The authors concluded that regularly inflected 

forms do not have memory representations separated from their base verbs, while irregular inflected 

forms and derivations do. The common interpretation of Stanners et al.Ês data is that due to the 

decomposition of regularly inflected primes, these primes can directly access their corresponding stems 

and thereby pre-activate them. The later repetition of the stem itself leads to an advantage in lexical 

decision compared to targets which are preceded by irregular, hence, separately stored word forms. 

However, these results could not be entirely replicated in the study of Fowler et al., 1985, who found no 

differential priming between regular and irregular word forms if there was a long lag between primes 

and targets. 

The alleged differential priming of strong versus weak verbs has been used extensively as diagnostics 

for the validity of dual route models. With respect to German inflection, Sonnenstuhl et al., 1999 found 

differential priming for regular versus irregular verbs in a crossmodal design. Their primes were 

participles of either strong (geschlafen ÂsleptÊ) or weak verbs (gemacht ÂmadeÊ) and the targets consisted 

of the corresponding 1ST SG PRES forms (schlafe, mache). In most cases, unfortunately, these form were 

homophonous with the imperatives of the relevant verbs. Formal distances between primes and targets 

were controlled for. Sonnenstuhl et al. used A-B-A verbs, i.e. verbs of which the past participle vowel is 

equal to the present tense root vowel (e.g. schlafen-schlief-geschlafen Âsleep.INF-PRET-PAST PARTÊ). Thus, 

cues for irregularity could not stem from phonological divergences. Priming with respect to a control 

condition was similar for strong and weak verbs, but with respect to the identity condition, priming for 

strong verbs was reduced. The same results were replicated with irregular and regular nouns. Irregular 

nouns are characterised by their irregular plural formation involving the –er suffix, while regular nouns 

have the allegedly regular –s plural. The status of the –s plural in German is controversial, though. Some 

dual route proponents advocate its default status. According to their view, -s plural applies in all 

instances where no other plural morphemes are accessible (Marcus et al., 1995). In contrast, the other 

view is that the –s plural is in fact the „last resort‰ plural formation, whereas the default plural in 

German is contingent on gender. Most faithful in this respect are feminine nouns which almost 

unexceptionally form their plural with the -n suffix. 

While Sonnenstuhl et al. found priming differences in irregular and regular nouns, priming with 

diminutives did not differ between umlauted and non-umlauted stems. This finding was used as 

argument that in the plural case, priming differences were not phonological in nature but referred to 

the grammatical properties „irregular‰ versus „regular‰. The data were taken as evidence for the dual 

route model, which was refined as to allow for structured lexical entries in the strong verbs (see previous 

sections). 
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Further evidence for the assumption of structured lexical entries stems from Clahsen et al., 2002. In 

a longitudinal study with children, evidence is sought of how different stems are formed and 

generalised. The results showed that children overregularised strong stems (i.e. stems showing vowel 

alternations or partial suppletion). Furthermore, overregularisation was frequency dependent. 

Additionally, errors decreased as children grew older. Altogether, the results appeared to be in line with 

the assumption that strong stems are listed rather than derived by rule. The outcome of this study was 

elucidated in the framework of WunderlichÊs model. According to the authorsÊ view, overregularisation 

of strong verbs is the failure in retrieving the appropriate subnode representation in structured lexical 

entries as sketched in Figure 10. This failure results in using the base-node as the default, that is, 

children say *helfst (help.2ND SG PRES) instead of hilfst (help.2ND SG PRES). Another study tested to what 

degree adults generalised i-stems (wirfst Âthrow.2ND SG PRESÊ) to novel verbs resembling existing strong 

[e]-verbs in German. Their elicitation task involved both 2ND/3RD and imperative forms. The results 

showed that generally,  [e]-stems were used for both forms, even if the verb was introduced with an 

[i]-stem, while on the other hand, [i]-stems were rarely used for verbs introduced with [e]-stems, i.e. there 

was not much generalisation of [i]-stems. This was parallel to the acquisition data, in which 

[e]-generalisations but not [i]-generalisations, occurred predominantly. Stems with [i] were used more 

restrictively, and therefore, were claimed to be more specific, as reflected in the hierarchical organisation 

of structured lexical entries.  

In a lexical decision experiment on German verbs, Clahsen et al., 2001a found a preterit stem 

frequency effect for strong verbs, which indicated stem listing. In a crossmodal priming study, it was 

found that preterit stems primed the unmarked base better than vice versa. For instance, warft 

(throw.2ND PL PRET) was a better prime for werft (throw.2ND PL PRES) than werft was for warft „because 

in terms of the representation [⁄] the target form warft (preceded by the prime werft) contains an 

unprimed feature, [+PRET], whereas the target werft (preceded by warft) does not have any unprimed 

morphological features.‰ (Clahsen et al., 2001:531). The impact of unprimed morphological features on 

priming latencies was also demonstrated with German adjectives (cf. also Penke, 2002; Penke et al., 

2004). Altogether, they claimed that the differential priming co-occurring with a particular prime-target 

direction goes back to specific versus general morphosyntactic properties. This specificity, however, 

refers to the phonological make-up of the corresponding verb forms. That is, the hierarchical structure 

assumed for the representation of strong verb stems in German directly follows from the involved vowel 

alternations, and hence, directly bears on the representation of these vowels. In this respect, it is a 

phonological rather than a morphosyntactic hierarchy. The alignment of morphosyntactic and 

phonological specificity is not a necessary one, as seen in English weak verbs which, on the one hand, 

add the general and regular –ed suffix in the past tense. On the other hand, this suffixation results in 

phonologically more specific segment sequences (cf. Burzio, 2002). Similarly, the variable generalisation 

results in the study of Clahsen et al. (2002) can be ascribed to phonological specificity. Namely, stems 

with [e] are more general than stems with [i], since the former, but not the latter, are completely 

unspecified for their place and height features. The [i]-stems are more specific since they involve an 

additional height specification of their vowel. Thus, the interpretation of both the childrenÊs and adultsÊ 

data seems to be explicable in the framework of FUL, directly based on the lexical representations of the 

vowels involved in the overregularised stems. A last critical remark concerns the reaction time basis 

from which the studies of Sonnenstuhl and colleagues derive the conclusion that there is differential 

priming for strong versus weak verb participles. Crucially, compared to a control condition, both strong 

and weak participles primed significantly. Reduced priming, determined by a significant difference 
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between participle and identity priming, arose only due to the fact that the strong verb stimuli had 

extremely fast lexical decision times (Sonnenstuhl et al., 1999:212). Thereby, variable priming appears to 

directly refer to variable identity conditions. Results would be less disputable if based on an invariable 

control condition, as provided by the unrelated controls. Thus, if in fact strong and weak verbs behave 

differently, priming should have also differed with respect to the unrelated control condition. 

 

2.4.1.2 Support for a single lexical access route with underspecification 

 

Wheeldon and Waksler, 2004 showed that mismatches in lexical access are asymmetric. They found 

no evidence of context effects in a crossmodal repetition priming experiment with sentence contexts. 

However, they found a priming effect based on whether the segment change involved place-

underspecified or specified segments. For instance, frantic could not be primed by frantip, 

independently of context, while wickib did prime wicked. Unlike Gaskell and Marslen-Wilson (1996), 

Wheeldon and Waksler used the same sentence context for both test and control primes and thereby 

guaranteed a more appropriate baseline. Their results provided evidence for a featurally underspecified 

lexicon, which predicts asymmetries in the matching from the signal to the underlying lexical form. 

According to FUL, wickib is a nomismatch for wicked since the labiality of the word-final [b] does not 

mismatch with the place-underspecified [d] in the lexicon. In contrast, the labial [p] in frantip does 

mismatch with the dorsal consonant [k] in frantic and thereby yielded a no-priming effect. 

Further support for the FUL approach stems from an indirect semantic priming study with 

German nouns (Lahiri and Coillie, 1999), also showing asymmetries in segmental mismatches. The 

authors found that if the final nasal of Bahn (rail) was changed to a labial (Bahm), this varied noun still 

primed its semantic associate Zug (train) as effectively as the unchanged noun. In contrast, 

modifications involving a lateral or strident final consonant (Bahl, Bahs) did not yield priming. It was 

argued that in the former variation, the labial consonant does not mismatch with the nasal [n] 

underspecified for its place features. On the other hand, both [l] and [s] do mismatch with [n]: For [l], 

[LATERAL] contrasts with [NASAL] while for [s], [STRIDENT] contrasts with [NASAL]. Further experiments 

extended the contrasts to word-medial positions, where similar results were obtained. 

With respect to vowels, Lahiri and Reetz, 2002a, found similar asymmetries based on featural 

representations. In their auditory priming study, they used German diminutive forms such as 

Strömchen (stream.DIM) as primes and the corresponding base form (Strom, Âstream.SGÊ) as targets. 

Interestingly, priming was dependent on whether the plural of the base form umlauted the vowel or not. 

If the plural had umlaut, as in Ströme (stream.PL), full priming was found. On the other hand, if the 

plural did not have umlaut, as in Boote (boat.PL), priming compared to a control condition was reduced 

or totally absent. They conjectured that Strömchen primed Strom, since there was no mismatch between 

the coronal vowel [ø] of the signal  and the underlying underspecified vowel /o/ of the base form, while 

Bötchen (boat.DIM) did not prime Boot, since the coronal vowel [ø] of the signal mismatched with the 

fully specified vowel /o/ of the base form. As shown in chapter 1, FUL assumes that words participating 

in productive vowel alternations such as umlaut are underspecified for their vocalic place features, i.e. 

[o] in Strom is just [LABIAL], while words exempted from umlaut have fully specified root vowels, i.e. [o] 

in Boot is [LABIAL] and [DORSAL]. 
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2.4.1.3 Summary of studies exploring lexical access  

 

The essence of most behavioural studies exploring the nature of lexical access in speech perception 

can be summarised as follows: 

• Morphological relations as revealed by genuine morphological priming structure the mental 
lexicon (Feldman, 2000; Feldman et al., 1995; Feldman and Prostko, 2002; Feldman and 
Soltano, 1999; Marslen-Wilson et al., 1994; Marslen-Wilson and Zhou, 1999; Marslen-Wilson et 
al., 1996). 

• Morphological priming cannot be reduced to form- and meaning-based effects alone (Feldman 
et al., 2004; Frost et al., 2000b; Frost and Grainger, 2000). 

• However, semantic and orthographic/phonological transparency do play a role in 
morphological priming (Feldman and Pastizzo, 2003; Longtin et al., 2003; Marslen-Wilson et 
al., 1994). 

• Semantic and form-based effects have a different time course in priming and can be dissociated 
according to different priming techniques (Frost et al., 2000b; Marslen-Wilson et al., 1994; 
Rastle et al., 2000; Rueckl and Galantucci, 2005; Stolz and Feldman, 1995; Tsapkini et al., 2002). 

• Priming is dependent on the modality of the prime (Feldman and Larabee, 2001; Marslen-
Wilson and Zhou, 1999; Marslen-Wilson et al., 1996). 

• Priming differences between irregularly and regularly inflected stimuli (Clahsen et al., 1997; 
Clahsen et al., 2002; Sonnenstuhl et al., 1999; Sonnenstuhl and Huth, 2002; Stanners et al., 
1979) are not necessarily indicative of a strict dichotomy in lexical access as implemented in 
dual route models. In many cases, the effects go back to differences in the phonology (Burzio, 
2002; Stemberger, 2004), to varying frequency distributions (Meunier and Segui, 1999) or to 
semantic factors (Baayen and Prado Martin, 2005; Ramscar, 2002). 

• Priming in the auditory modality is sensitive to feature mismatches between acoustic signal and 
phonological representation (Gaskell and Marslen-Wilson, 1996), however in an asymmetric 
manner as predicted by the FUL model (Lahiri and Coillie, 1999; Lahiri and Reetz, 2002a; 
Wheeldon and Waksler, 2004). 

 

A considerable amount of previous priming results can be integrated into the assumed speech 

recognition architecture depicted in Figure 13. First, decompositional strategies differ as to whether 

primes are presented in the visual or auditory modality. It appears that formally transparent primes in 

visual presentations are decomposed independently of morphology and lexical status (Longtin and 

Meunier, 2005; Taft and Forster, 1975), and most likely, at a pre-lexical processing stage. Morphological 

effects, on the other hand, come into play only later (Feldman, 2000; Tsapkini et al., 2002). The auditory 

modality is characterised by a direct mapping of acoustic information onto lexical representation 

(Gaskell and Marslen-Wilson, 1997; Marslen-Wilson and Zhou, 1999). Due to the temporal structure of 

spoken words, access of lexical entries in the auditory mode involves gradual activation (Gaskell and 

Marslen-Wilson, 2002).  

Access differences between the visual and the auditory input are possibly tightly linked to an 

intermediate representation in the former modality. This intermediate representation emerges from the 

grapheme-to-phoneme conversion and is superfluous in the auditory modality where there is a direct 

mapping of the acoustic signal to the corresponding lexical representation. 

Morphological compositionality in the lexicon – in contrast to pre-lexical decomposition – bears 

on semantic compositionality (Marslen-Wilson, 2001). Furthermore, the work of Feldman and 

colleagues showed that graded effects of semantic transparency in morphological priming occur only at 

longer SOAÊs and are effective only after form-based, possibly pre-lexical phenomena (Feldman and 
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Soltano, 1999; Feldman et al., 2004). As suggested by the studies of Longtin et al. (2003), decomposition 

during lexical access may occur at different processing stages, and furthermore depends on the input 

modality. Decomposition is not mandatory, as proposed in the dual route framework and elsewhere 

(Pinker, 1998; Pinker and Prince, 1994) but may be beneficial during word recognition, despite being 

time-consuming (Dominguez et al., 2004). 

The advent of brain imaging and brain potential deflection techniques allows for a more precise 

investigation of the time course of lexical access. Furthermore, such techniques can shed light on the 

nature of lexical representations and ultimately provide evidence for an abstract level of lexical 

knowledge.  The next section briefly reviews some of the most relevant studies. 

 
 

2.4.2 Neurolinguistic findings 
 

2.4.2.1 Event-related potentials (ERPs) 

 

The electrical or magnetic signal at the surface of the human scalp that originates from neural 

activity can be measured by Electro-Encephalographic (EEG) or Magneto-Encephalographic (MEG) 

techniques. If the relevant electric or magnetic deflections are time-locked with respect to particular 

attended or unattended external stimuli, they are called event-related potentials (ERPs;  Fabiani et al., 

2000). For the interpretation of underlying, i.e. neuronal differences of a given deflection pattern, 

amplitude and latency of characteristic negative or positive peaks in the brain signal are taken into 

consideration.  

There is some ERP evidence for a differential processing of regular versus irregular word forms (e.g. 

Gross et al., 1998; Münte et al., 1999; Penke et al., 1997; Weyerts et al., 1996), but the results are not 

consistent across languages (cf. Rodriguez-Fornells et al., 2001, Orsolini et al., 1998; Orsolini and 

Marslen-Wilson, 1997 and Say and Clahsen, 2001). Similar to patient findings (e.g. Marslen-Wilson and 

Tyler, 1997; Tyler et al., 2002a; Tyler et al., 2002b; Ullman et al., 2005 versus Bird et al., 2003; Joanisse 

and Seidenberg, 1999; Longworth et al., 2005; Ralph et al., 2005), alleged effects of morphological 

irregularity may in fact go back to phonological or semantic specificity. However, a more detailed 

discussion of the regular/irregular dissociation from a neurolinguistic perspective is beyond the scope of 

this dissertation. 

On the other hand, neurolinguistic data are especially fruitful for exploring the time course of 

lexical access in speech perception, but also regarding the nature of lexical representations. Pylkkänen 

and Marantz, 2003, for instance, showed that as soon as 250 ms post stimulus onset, pre-lexical 

activation indicated by the M250 component, can be singled out. Sublexical information obviously 

reflects top-down information about probabilistic phonotactics in a pre-lexical analysis. At 350 ms, the 

mental lexicon is activated and lexical properties such as lexical frequency modulate the ERP 

components (M350). Cohort competition does not arise at that stage, but only later. In a subsequent 

step, the optimal match to the stimulus is recognised, supposedly in combination with lexical 

competition. Dominguez et al., 2004 obtained ERP data which support initial segmentation of the 

speech input at the lexeme level and semantic integration at the lemma level. Pulvermüller and Shtyrov, 
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2006, summarised ERP findings which suggest a similar activation course from acoustic processing to 

semantic integration. The experimental work reported in their paper was based on the mismatch 

negativity (MMN) which will be discussed in the next section. 

 

2.4.2.2 Mismatch negativity (MMN) studies on speech perception 

 

The mismatch negativity refers to an automatic change detection response in the brain, sensitive to 

language specific phoneme representations (see Näätänen, 2001; Näätänen and Alho, 1997), which can 

be obtained in ERPs  (EEG or MEG deflection). Usually, the MMN is elicited in passive oddball designs 

in which an often repeated stimulus (standard) is unexpectedly followed by a rarely occurring stimulus 

(deviant), which differs in one or more acoustic dimensions from the standard. The change detection 

response in such tasks does not require attention. The MMN peak, a negativity at around 250 ms post 

stimulus onset, is investigated with respect to the factors amplitude and latency. 

While earlier studies using the MMN technique involved tones or artificial language stimuli, 

Pulvermüller et al., 2001, provided the first evidence for memory traces of naturally spoken words in the 

human brain. They recorded brain responses to word- and nonwords completing syllables in Finnish 

and found an enhanced MNN for words only for native, but not for non-native Finnish speakers. 

Shtyrov and Pulvermüller, 2002b, also provided evidence for long-term memory traces of spoken 

words in human brains. In their ERP study, they found larger MMN deflections for deviating word 

than for deviating nonwords. The setup involved equal phonetic and phonological contrasts. The larger 

MMN in words was independent of the presence of lexical contrasts. Furthermore, the MMN for words 

had a different topography to that of nonwords. The memory traces are obviously activated as early as 

140 ms after the stimuli could be identified as words.  

In another study, the authors  demonstrated the existence of memory traces for inflectional affixes 

(Shtyrov and Pulvermüller, 2002a). They elicited MMNs to both inflected (comes) and uninflected verb 

forms (come), sharing the same acoustic-phonetic onset. The MMN for the inflected form occurred later 

and involved different brain regions. The MMN delay may reflect additional processing time for the 

affix. Since different neural circuits were active for the affix, the activation of this separate cortical 

network of neurons may also delay the processing of the affix. In general, they suggested that „the 

processing of function words and affixes is primarily carried out by perisylvian language areas, whereas 

verb processing involves additional frontal areas‰ (Shtyrov and Pulvermüller, 2002a:1090). Taken 

together, the results implicate that there are long-term memory traces or cell assemblies for inflectional 

assemblies. 

Phillips and colleagues provided neurolinguistic evidence for the processing of phonological 

features in the auditory cortex (Phillips et al., 2000). In a MMN design with MEG, they showed that for 

voicing differences in tæ/dæ standards and deviants with similar acoustic variance, the phonological 

(but not the acoustic), condition elicited a pronounced MMN response, which was clearly left-

hemispheric. The phonological condition used standards from one and deviants from another voicing 

category, while in the acoustic condition, VOTs were increased in order to create stimuli which fell all 

in the voiceless category. The proportion of longer and shorter VOTs was the same as in the 

phonological condition. Within categories, voicing differences as measured by varying VOTs did not 
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lead to a different processing (measured by the MEG-MMN), but across categories, the MMN effect was 

significant. 

Other MMN results (e.g. Dehaene-Lambertz, 1997; Shestakova et al., 2002; Winkler et al., 1999) 

support the view of abstract phonemic representations in the mental lexicon differing from more 

concrete acoustic (phonetic) surface forms. Thus, regarding both the course and nature of lexical access 

as well as the nature of lexical representations, the model proposed in Figure 13 is supported by a 

variety of neurolinguistic studies. Findings which specifically support the FUL model are discussed in 

the next section. 

 

2.4.2.3 Neurolinguistic support for the FUL model 

 

Stockall and Marantz, 2006, put forward a fully decompositional model of lexical access and the 

processing of morphologically complex words. All lexical entries supposedly have roots and functional 

morphemes in their representations. In a MEG study with priming, it could be shown that both regular 

as well as irregular allomorphs of a root could activate that root equally well. Morphological relatedness 

is not based on similarity, the authors claimed, but rather constitutes an identity relation. Regular 

versus irregular priming was criticized with respect to its insensitiveness to distinctions based upon fine-

grained details such as orthographic similarity between prime and target. „As long as the past tense form 

and the stem do not share a high degree of orthographic overlap, irregular past tense forms do prime 

their stems just as reliably as regulars do‰ (Stockall and Marantz, 2006:89). At early stages, the MEG 

responses did not show differences in the priming of regulars versus irregulars. Only later, irregular 

allomorphs diverged from regular ones by influencing factors such as prime modality and priming 

direction (past to present or vice versa). As shown by the M350 component, both prime-target pairs with 

high and low formal overlap produced the same (early) neuronal response, but the behavioural response 

in pairs with low overlap led to a delay (inhibition). This was opposite to what Allen & Badecker found 

(cf. Allen and Badecker, 2002). For pairs like taught-teach, the latter authors found significant priming 

as compared to pairs like sang-sing, where priming was absent. However, the different results may 

depend on the different modalities used for the primes. While in Allen and BadeckerÊs crossmodal 

priming design, primes were presented auditorily, the stimuli in Stockall and MarantzÊs studies were 

entirely presented in the visual modality. 

In another experiment, Stockall and Marantz (2006) reversed the prime-target relation whereby the 

prime was now in the present tense form. In this experiment, no M350 differences were found in early 

stages of processing, and weak verbs did not differ from strong verbs. Crucially, the behavioural results 

of teach-taught pairs did not differ from the neurolinguistic result.  

In both experiments, the absence of even early priming effects in pairs like boil-broil ensured that 

all effects were based on genuine morphological relatedness, which could not be reduced to semantic 

and/or formal similarity as claimed in connectionist models. Dual route models, on the other hand, not 

only would have problems accounting for the attested asymmetries between the prime-target 

directions.39 They also would treat irregular pairs (sing-sang) and broil-boil pairs alike, but this was not 

                                                 
39 Note that this asymmetry is opposite to the asymmetry found in German strong verbs (Clahsen et al., 2001a), 
where the prime-target direction reflected the organisation of the inherently and hierarchically structured lexical 
entries. 
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supported by the MEG data. Directionality differences between the first and the second experiment were 

explained with reference to the prime recognition. If it was an irregular allomorph, recognition involved 

the morphological generation rule, which supposedly took more processing time. The same explanation 

held for the target, and the delay may have arisen as a consequence of zeroing the activation of the 

irregular rule. 

From the perspective of the FUL model, Stockall and MarantzÊs study show an intriguing 

correlation of the amount of early priming with the amount of mismatching features in the 

corresponding conditions. The high overlap conditions in the first and second experiment, comprising 

pairs like sing-sang, involved stimuli with root vowels of which more than half yielded a mismatch 

condition in the height or place dimension. For instance, [æ] and [] in sang and sing mismatch with 

respect to the features [LOW] and [HIGH]. The difference between the low overlap condition (taught-

teach pairs) of the two experiments was that in the PAST-PRESENT prime-target direction of the first 

experiment, less than a fifth of the corresponding stimuli exhibited feature mismatches in their root 

vowels, while in the second experiment with a PRESENT-PAST prime-target direction, root vowels 

mismatched again in more than half of all the corresponding stimuli. At the same time, the low overlap 

condition in the first experiment with few featural mismatches yielded the highest amount of priming. 

If in fact featural mismatches modulate morphological priming at early stages, as indicated in the 

latencies of the M350 components, the opposite pattern in the behavioural data requires explanation. 

Here, low overlap prime-target pairs showed inhibition rather than priming. A first guess is that the 

conscious response of pressing a button according to the word status of the visually presented prime 

involves the application of a rule which derives the target teach from the prime taught. This rule, 

consisting of both affixation and vowel alternation, may require a relatively great amount of processing 

time compared to conditions in which only an affixation or only a vowel alternation rule applies. This 

possibly affects the lexical decision time on the target, i.e. subjects are slower in their response and 

priming is reduced compared to unrelated prime-target pairs in which no such rules are necessary. 

Alternatively, one could conjecture that the lack of behavioural priming in the low overlap condition of 

experiment one is caused by lexical competition. Since in this condition, the fewest featural mismatches 

occur, there are generally more lexical candidates compatible with the input, i.e. the prime and target. 

This, in turn, means that there are theoretically more competitors against which the input must be 

evaluated, which slows down processing time, and ultimately, the behavioural response. Both 

explanations were anticipated by Stockall and Marantz (2006:91): „Any effects of competition or 

interference between various allomorphs of a root are predicted to only affect later stages of processing.‰ 

The P350 (temporally coinciding with the M350) supposedly indicating lexical access, was 

specifically investigated by Friedrich et al., 2004.40 They compared prime-target congruencies in auditory 

and visual fragment priming setups, using varying fragment lengths of German nouns. They found that 

only the P350 component was consistently modulated in congruent prime-target pairs (e.g. AM-Amboss 

ÂanvilÊ) independently of the input modality. Using the same experimental design, Friedrich, 2005, 

showed that varying congruencies between fragment primes and targets in the auditory modality directly 

correlated with the gradually modulated P350. In particular, matching fragments (KA-Kante ÂedgeÊ) 

showed the greatest P350 effect, while partially mismatching fragments (in FUL: nomismatching 

fragments; KO-Kante) had a smaller P350 effect, but still exhibited behavioural priming, while unrelated 

                                                 
40 For a comparison of the M350 and the P350 see Friedrich et al., 2004, p. 548. The main difference between the 
two components concerns their induction sources. 
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fragments did not show any effects. In a direct test of FULÊs prediction regarding underspecification, 

Friedrich et al., to appear, obtained asymmetries in another fragment priming experiment with ERP 

deflection. While pairs like Ko-Tonne (barrel) yielded an P350 effect similar to matching coronal words, 

the P350 was reduced in pairs like To-Koppel (belt). This supported the view of an underspecified 

lexicon in which coronality is not marked. The fragment Ko with its dorsal onset consonant did not 

mismatch the underspecified onset consonant [t] in Tonne. Lexical activation measured by the P350 

fully succeeded. On the other hand, coronality extracted from the fragment To mismatched with the 

dorsal consonant [k] in Koppel. Lexical access was disrupted, hence, a reduced P350 was found. 

The neurobiological reality of phonetic/phonological features in the course of speech perception 

was also demonstrated in brain imaging studies by Obleser et al., 2003, Eulitz et al., 2004, and Obleser 

et al., 2004. Their studies suggest that the brain uses feature-based information of spoken vowels during 

speech recognition. 

Another direct test of the neurobiological underpinnings of the FUL model which claims 

underspecification of coronal place of articulation features and mismatches between coronal and dorsal 

speech sounds represented an MMN study by Eulitz and Lahiri, 2004 (see chapter 4).  

Altogether, it seems that specific ERP components are indicative of the time course of lexical access 

and elucidate priming effects. Comparing behavioural and neurolinguistic results, further evidence 

emerges that inhibition effects occur only later in the process of lexical access. This is in line with the 

results from masked priming studies, which indicate that inhibition is contingent on the conscious 

perception of the prime (cf. Badecker and Allen, 2002; Deutsch et al., 2000; Dominguez et al., 2002; 

Forster et al., 1990; Forster and Azuma, 2000; Frost et al., 1997; Giraudo and Grainger, 2003; Grainger et 

al., 1991; Longtin et al., 2003). 

A noteworthy result from some ERP studies is that there is converging evidence for modality-

independent lexical core representations, as stated earlier by Marslen-Wilson et al. (1994). At this core 

level, there is no differentiation between regular and irregular word access: Regular and irregular 

morphologically complex words access their core representations in similar ways. Irregularity is rather 

encoded in the representations themselves and in the marking of which rules have to apply to particular 

entries to realise their specific word forms. 

Asymmetries between coronal and non-coronal segments in the mapping from the acoustic or 

visual signal to the mental lexicon fully support the FUL model which claims that coronality is not 

specified underlyingly. Together with findings supporting the neuronal reality of phonological features 

in the auditory cortex, the neurolinguistic data favour models which explicitly account for the nature of 

underlying representations. Clearly, FUL is such a model. 

The studies presented in chapter 3 and 4 try to provide evidence for a close relationship between 

the phonological make-up of underlying forms and their morphological behaviour. In particular, the 

leading questions of all experiments is to what degree the specification of lexical word forms determines 

their morphological processing. In this respect, the experiments seek to investigate the phonology-

morphology interface which had been elucidated from a theoretical perspective in chapter 1. 
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2.5 Summary 
 

A model of word recognition has been proposed the core of which are modality-independent 

featurally underspecified lexical representations (Featurally Underspecified Lexicon, FUL). Yet, the 

process of word recognition differs as to whether stimuli are presented in the visual or in the auditory 

modality. In the visual mode, pre-lexical strategic processes may aid the recognition of morphologically 

complex words. Separable letter strings, dependent on the transparency between orthographic and 

phonological code, may access the lexicon in parallel. In the auditory mode, in contrast, no 

intermediate stages are necessary. Features are extracted directly from the acoustic signal and are 

matched against the corresponding lexical representations. Primarily, successful activation of lexical 

candidates depends on feature matches, nomismatches and mismatches. Lexical access is additionally 

influenced by the size of the cohort, the frequency ratio of input and representation, the frequency 

distribution in the cohort and by semantic transparency. Access routes to the lexicon are not assumed to 

be qualitatively different. Pre-lexical decomposition is not mandatory, and even though whole-word and 

decomposed access strategies are exploited in parallel41.  

Access to the lexicon is thought to be achieved through feature matching. Crucially, access 

differences of regular versus irregular word forms go back to varying degrees of featural matches (e.g. in 

vowel alternations), or to morphological or semantic compositionality (suppletion). In the former case, 

irregularity arises through form-based deviations between input and lexical representation (e.g. taught-

teach). Naturally, the matching score of the corresponding root vowel differs from pairs in which no 

such deviations hold (e.g. reached-reach). In the latter case, morphological compositionality in 

suppletive verbs such as in the form „is‰ is blurred with respect to the base form be. 

The Featurally Underspecified Lexicon (FUL) espouses a view with a strong emphasis on underlying 

phonological representations. With regard to productive surface alternations, the claim is that these 

alternations (i.e. umlaut) are resolved in monophonemic and monomorphemic lexical representations. 

Umlauted and non-umlauted surface forms map onto one single and underspecified lexical entry. The 

place of articulation underspecification of these entries guarantees that both coronal and dorsal surface 

features do not mismatch with the corresponding lexical specifications. Under the assumption that the 

root vowel of the verb schlafen (sleep.INF) is not specified for dorsality, the verb form schläfst 

(sleep.2ND SG PRES) is the same nomismatch to the INFINITVE as the form schlafe (sleep.1ST SG PRES). As 

elucidated in chapter 1, the classification of schlafen as a strong verb in German directly follows from 

the place of articulation underspecification of its root vowel. Unlike Clahsen and colleagues (Clahsen et 

al., 2001a; Clahsen et al., 1997; Sonnenstuhl et al., 1999), I assume the same „flat‰ structure for weak and 

strong verbs in the PRESENT TENSE paradigm. At the same time, it is quite likely that strong PRETERIT 

and PAST PARTICIPLE forms are stored separately to their INFINITIVES and PRESENT TENSE forms, however 

not necessarily in hierarchical structures (cf. Figure 14). The crucial difference between the approach of 

Clahsen and colleagues and the Featurally Underspecified Lexicon (FUL) is that the latter explicitly 

assumes a single access mechanism for all verb classes based on featural matches, nomismatches and 

                                                 
41 In this respect, the model advocated here has its closest resemblance to parallel dual route models as assumed by 
Baayen et al., 1997 and Caramazza, 1997. Note, however, that the parallel access differs in that these models 
assume multi-level lexical- or access-representations, while the emphasis of the FUL-based model lies on single 
featural representations. Parallel activation here means that there are not two distinct access routes; rather, the 
single feature-based route can be taken by whole words as well as decomposed forms at the same time. 
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8 Appendix 
 

8.1 Chapter 3: Stimuli (German verbs) 
 

8.1.1 Strong verbs 
 

2ND SG PRES 

MORPHOLOGICAL 
2ND SG PRES 

SEMANTIC 
INFINITIVE PAST PARTICPLE GLOSS (SEM/INF) 

birgst sicherst bergen barg geborgen secure/rescue 

bläst pustest blasen blies geblasen puff/blow 

brätst röstest braten briet gebraten parch/roast 

brichst zerstörst brechen brach gebrochen demolish/break 

drischst boxst dreschen drosch gedroschen box/thresh 

fängst ergreifst fangen fing gefangen seize/catch 

frisst isst fressen fraß gefressen eat/gorge 

gräbst buddelst graben grub gegraben grub/dig 

liest schmökerst lesen las gelesen browse/read 

misst berechnest messen maß gemessen calculate/measure 

rätst knobelst raten riet geraten toss/guess 

schiltst schimpfst schelten schalt gescholten scold/chide 

schläfst schlummerst schlafen schlief geschlafen slumber/sleep 

stichst stößt stechen stach gestochen hit/sting 

stirbst tötest sterben starb gestorben kill/die 

verdirbst verpfuschst verderben verdarb verdorben botch/spoil 

wächst gedeihst wachsen wuchs gewachsen florish/grow 

wäschst spülst waschen wusch gewaschen rinse/wash 

wirbst propagierst werben warb geworben preach/promote 

wirfst schmeißt werfen warf geworfen bash/throw 
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