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Inspired by recent feats in exchange coupling antiferromagnets to an adjacent material, we demon-
strate the possibility of employing them for inducing spin-splitting in a superconductor, thereby
avoiding the detrimental, parasitic effects of ferromagnets employed to this end. We derive the
Gor’kov equation for the matrix Green’s function in the superconducting layer, considering a mi-
croscopic model for its disordered interface with a two-sublattice magnetic insulator. We find that
an antiferromagnetic insulator with effectively uncompensated interface induces a large, disorder-
resistant spin-splitting in the adjacent superconductor. In addition, we find contributions to the
self-energy stemming from the interfacial disorder. Within our model, these mimic impurity and
spin-flip scattering, while another breaks the symmetries in particle-hole and spin spaces. The latter
contribution, however, drops out in the quasi-classical approximation and thus, does not significantly
affect the superconducting state.

Introduction. − Conventional Bardeen-Cooper-
Schrieffer (BCS) superconductors [1] are incompatible
with magnetic interactions as the latter tend to break
the Cooper pairing [2] between the opposite-spin elec-
trons. Nevertheless, the so-called Pauli contribution,
associated with energy splitting of the two spin states,
leads to interesting new phenomena when the spin-
splitting is comparable to the ‘unperturbed’ supercon-
ducting gap [3]. These include spatially-inhomogeneous
order parameter in an otherwise homogeneous super-
conductor [4, 5], gapless superconductivity [6, 7], and
a first-order phase transition between superconducting
and normal states [8, 9], all of which have been experi-
mentally observed [10, 11]. Furthermore, hybrids incor-
porating such spin-split superconductors were recently
predicted [12–14], and found [15, 16], to exhibit large
thermoelectric effects. While the spin-splitting in the su-
perconducting layer may be induced by a large applied
magnetic field, it is more practical to induce it via ex-
change coupling to a magnetic layer [16].

The success of ‘exchange biasing’ a ferromagnet (FM)
layer via its coupling to an adjacent antiferromagnet
(AFM) has been instrumental in the contemporary mem-
ory technology [17, 18]. A simplified picture of exchange
biasing in FM/AFM bilayers requires the AFM inter-
face to be uncompensated, i.e. possess finite surface
magnetization [17, 19]. Several theoretical models [19],
most of which assume the AFM surface to be uncom-
pensated, have been employed to understand the exper-
iments. While different materials and fabrication tech-
niques result in consistency with different models, it is
widely believed that a large fraction of the cases neces-
sitate an uncompensated AFM interface [17]. Recently,
the presence of surface magnetization, stemming from
broken translational symmetry at interfaces, in magne-
toelectric AFMs has been argued [20]. This has also been
observed experimentally and exploited in achieving elec-
trically switchable exchange bias [21] and magnetic mem-

ory [22] using α-Cr203. Furthermore, the uncompensated
AFM interfaces have been theoretically predicted to am-
plify transfer of magnonic spin from a magnetic insulator
to an adjacent non-magnetic conductor [23, 24].

In this Letter, we suggest employing insulating AFMs,
with their uncompensated surfaces, to induce an effec-
tive exchange field in an adjacent superconducting layer.
To the best of our knowledge, only FMs have been em-
ployed to this end so far. AFMs offer several advantages
over FMs in this regard [27–29]. These include mini-
mization of stray magnetic fields, the possibility of elec-
trical tunability [21, 22, 30], avoiding parasitic negative
effects of low-energy magnon excitations [31, 32] and so
on. The proximity effect due to metallic antiferromag-
nets has been investigated experimentally [33] and the-
oretically [34]. Antiferromagnetically ordered impurity
chains may also give rise to Majorana state [35].

Considering a two-sublattice magnetic insulator
(MI)/superconductor (S) bilayer structure, we derive the
Gor’kov equation for the matrix Green’s function in
S from a microscopic Hamiltonian including the inter-
face [36]. Our model for MI encompasses the full range
of single-domain magnets from ferro- to antiferro- via fer-
rimagnets [23, 32]. We explicitly include interfacial dis-
order in our model and find that the induced exchange
field is resistant to it, within the Born approximation.
We find that the effect of the MI layer is captured by a
self-energy which includes interfacial disorder-mediated
terms, in addition to the spin-splitting term. The lat-
ter is found to be large for an uncompensated interface
with an AFM. For the system considered here, with the
Hamiltonian diagonal in spin space [37], the interfacial
disorder-mediated terms take a form identical to spin-
independent impurity and spin-flip scattering. A third
disorder contribution breaks the particle-hole and spin
symmetries, but predominantly renormalizes the normal
state properties leaving the superconducting state essen-
tially unaffected.
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FIG. 1. Possible interface microstructures for magnetic insulator (MI)/superconductor (S) bilayers. Sublattices A and B are
depicted in blue and red, respectively. Cases (a) and (b), respectively, represent antiferromagnets with compensated and fully
uncompensated interfaces with S. Case (c) depicts a ferrimagnet with a compensated interface. In this case, the symmetry
of interfacial coupling between S and the two sublattices is broken [25, 26] by, for example, different wavefunction clouds
associated with the localized moments that comprise the sublattice. Interfacial disorder, accounted for in our model, is not
depicted explicitly here.

Model and Hamiltonian. − We consider a MI/S bi-
layer (Fig. 1) with the S thickness dS much smaller
than the superconducting coherence length. MI is com-
prised by a single-domain two-sublattice magnetic insula-
tor where sublattice magnetizations are considered static
and collinear to the z-axis. We consider S to be a BCS su-
perconductor in the weak coupling regime such that the
Hamiltonian in the grand canonical ensemble reads [36]:

H̃ =

∫
d3r

[∑
α

ψ̃†α(rrr)
[
−∂2 + Vs(rrr) (δα↑ − δα↓)

]
ψ̃α(rrr)

+
∑
α,β

g

2
ψ̃†β(rrr)ψ̃†α(rrr)ψ̃α(rrr)ψ̃β(rrr)

 . (1)

Here, ψ̃α(rrr) is the electron annihilation operator for z-
projected spin α at position rrr, ∂2 ≡ ∇2/2m+ µ− Vi(rrr),
µ is the chemical potential, m is electron effective mass,
Vi(rrr)[Vs(rrr)] represents the spin-independent (dependent)
potential energy, g (< 0) parametrizes the electron-
electron attraction, and we have set ~ to 1. All oper-
ators are in the Heisenberg picture and are decorated by
a˜above. The interface with MI results in the potential
energy terms Vi,s(rrr). For simplicity, we do not explicitly
include bulk contributions to the potential energy here.

The MI/conductor interface is typically modeled as an
effective exchange interaction between the spin densities
on the two sides [23]:

H̃int = −
∫
d2s

∑
G=A,B

[
JGS̃SSG(sss) · S̃SS(sss)

]
. (2)

Here, sss is the two-dimensional position vector in the in-
terfacial plane defined by y = 0, S̃SS is the electronic spin

density operator in S, and S̃SSA(B) is MI sublattice A (B)
spin density operator. JA(B) parametrizes the exchange
strength between the MI sublattice A (B) and the S elec-
trons, and depends upon the details of the interface such
as its microstructure (Fig. 1). The magnetic spin densi-
ties are related to the corresponding magnetizations via
the sublattice gyromagnetic ratios γA,B, assumed nega-

tive, M̃MMA,B = −|γA,B|S̃SSA,B. We consider sublattice A (B)
to be saturated along positive (negative) z-direction with
saturation magnetization MA0(B0).

Augmenting the interfacial interaction above [Eq. (2)]
with a spin-independent contribution and disorder, the
net interfacial Hamiltonian may be expressed as:

H̃int =

∫
d3r

∑
α

ψ̃†α(rrr)U(sss)δ(y) [a+ b (δα↑ − δα↓)] ψ̃α(rrr),

(3)

where a parametrizes the spin-independent contribution
of the interfacial interaction and b = JAMA0/2|γA| −
JBMB0/2|γB|. U(sss) accounts for the interfacial disorder
which is modeled in a manner analogous to the treatment
of impurities-mediated disorder in a bulk conductor [36,
38]:

U(sss) = 1 +
∑
sssi

u(sss− sssi), (4)

with u(sss − sssi) representing the fluctuation in potential
energy associated with a ‘disorder center’ located at sssi,
and we assume

∫
d2s u(sss) = 0. Employing Eq. (3), the

potential energy contribution to the total Hamiltonian
[Eq. (1)] corresponds to Vi[s](rrr) = U(sss)δ(y)a[b].
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Gor’kov equation. − We now formulate the problem
at hand in terms of imaginary-time Green’s functions in
Nambu-spin space. Decorating four-dimensional entities
(vectors and matrices) by aˇand two-dimensional by aˆ

above, we define Ψ̌† ≡
[
ψ̃†↑, ψ̃

†
↓, ψ̃↓, ψ̃↑

]
. We further define

the matrix, imaginary-time Green’s function as [36]:

Ǧ(x1, x2) ≡− τ̂z ⊗ σ̂0
〈
Tτ Ψ̌(x1)Ψ̌†(x2)

〉
,

=


G↑↑ G↑↓ F↑↓ F↑↑
G↓↑ G↓↓ F↓↓ F↓↑
−F̄↓↑ −F̄↓↓ Ḡ↓↓ Ḡ↓↑
−F̄↑↑ −F̄↑↓ Ḡ↑↓ Ḡ↑↑

 , (5)

where τ = it is the imaginary time, x1 ≡ (rrr1, τ1), τ̂0,x,y,z
and σ̂0,x,y,z are the identity and Pauli matrices in, respec-
tively, Nambu and spin spaces, and the outer product is
expanded as:

τ̂z ⊗ σ̂0 =

[
σ̂0 0
0 −σ̂0

]
.

Employing Heisenberg equation of motion for ψ̃α(x1)
with the Hamiltonian given by Eq. (1), we obtain the
dynamical equation for Gαβ(x1, x2):

∂Gαβ(x1, x2)

∂τ1
=− δαβδ(x1 − x2) +

[
∂21 − Vs(rrr1) (δα↑ − δα↓)

]
Gαβ(x1, x2)− i

∑
γ

∆αγ(x1)F̄γβ(x1, x2), (6)

where ∆αβ(x) ≡ i|g|Fαβ(x, x). In simplifying the four-
point correlator above, we have employed Wick’s the-
orem [39] and disregarded terms which lead to a mere
renormalization of the chemical potential [36]. Dynam-
ical equations for the other components of the matrix
Green’s function can be derived in an analogous man-
ner [36]. All these equations may be expressed as a single
Gor’kov equation for the matrix Green’s function:

Ǧ−1(x1)Ǧ(x1, x2) = δ(x1 − x2)τ̂0 ⊗ σ̂0, (7)

where

Ǧ−1(x1) =− ∂

∂τ1
τ̂z ⊗ σ̂0 + ∂21 τ̂0 ⊗ σ̂0

− Vs(rrr1)τ̂z ⊗ σ̂z − ∆̌(rrr1). (8)

For a homogeneous superconducting state, the pair po-
tential matrix may be chosen as ∆̌(rrr) = −i∆τ̂y⊗ σ̂z with
real ∆ [36, 40].

Interfacial self energy. − Since the Gor’kov equation
can rarely be solved exactly, we resort to perturbation
theory within the Green’s function method [38] and ob-

tain the self energy arising from the interfacial contribu-
tion to the Hamiltonian [Eq. (3)]. To this end, we express
Ǧ−1(x1) = Ǧ−10 (x1) − Ȟint(x1) as the sum of the clean
superconducting layer plus the interfacial contribution,
which assumes the form [using Eqs. (3) and (8)]:

Ȟint(x1) = U(sss1)δ(y1) [a τ̂0 ⊗ σ̂0 + b τ̂z ⊗ σ̂z]
≡ U(sss1)δ(y1) ť. (9)

The evaluation of the corresponding self-energy follows
the method analogous to the case of impurities-mediated
disorder in a bulk conductor [36, 38] and is detailed in
the Supplemental Material [41]. Within this method, the
so-called cross-diagram technique [36, 38], the following
assumptions are made. (i) The perturbation is assumed
small thus making the Born approximation. (ii) We aver-
age over the positions sssi of the disorder centers. (iii) All
diagrams with intersecting impurity scattering lines may
be disregarded. (iv) We further neglect diagrams with
more than two scattering events. In addition, we employ
the quasi-classical approximation in treating the homo-
geneous superconducting state. With these assumptions,
diagrams of all orders can be summed [36, 38] and we
obtain the main result of this Letter:

Σ̌int(ωn, ppp) =
1

dS

[
ť+Ndis

∫
d3p1
(2π)3

|u(κκκ− κκκ1)|2 ť Ǧ(ωn, ppp1) ť

]
, (10)

where the result is expressed concisely in the frequency
ωn and momentum ppp representation [41]. Here, u(κκκ) ≡

∫
d2s u(sss) exp(−iκκκ · sss), Ndis is the areal density of dis-

order centers, κκκ is the in-plane component of the mo-
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mentum ppp, and dS is the thickness of S layer assumed
to be much smaller than the superconducting coher-
ence length. The Green’s function for the proximity-
coupled superconducting layer is given by Ǧ−1(ωn, ppp) =
Ǧ−10 (ωn, ppp) − Σ̌int(ωn, ppp), in terms of the unperturbed
Green’s function Ǧ0(ωn, ppp) and the self-energy evaluated
above.

Discussion. − The self energy [Eq. (10)], stemming
from the interface with MI, comprises a contribution in-
dependent of, and thus resistant to, interfacial disorder
and a term proportional to the areal density of disor-
der centers Ndis. Apart from a small renormalization of
the chemical potential, the former contribution is sim-
ply the effective exchange field, ∝ b = JAMA0/2|γA| −
JBMB0/2|γB|, induced in S. Thus, an AFM with uncom-
pensated surface, for which JA 6= JB, MA0 = MB0, and
γA = γB, induces spin-splitting in the adjacent S layer.

The interfacial disorder-mediated contribution to the
self energy can be further divided into three terms with
the integrands in Eq. (10) respectively proportional to
(i) a2

(
τ̂0 ⊗ σ̂0Ǧτ̂0 ⊗ σ̂0

)
, (ii) b2

(
τ̂z ⊗ σ̂zǦτ̂z ⊗ σ̂z

)
, and

(iii) ab
(
τ̂0 ⊗ σ̂0Ǧτ̂z ⊗ σ̂z + τ̂z ⊗ σ̂zǦτ̂0 ⊗ σ̂0

)
. The term

(i) looks like the self energy due to non-magnetic im-
purities [36]. Assuming isotropic scattering, this contri-
bution drops out of the superconducting gap as well as
the Eilenberger equations for s-wave superconductors, in
consistence with the Anderson theorem [42]. Assuming
that Ǧ−1(x1) is diagonal in spin space, which is the case
here [Eq. (8)], the total matrix Green’s function is also
diagonal in spin space. Taking this into consideration,
term (ii) may be rewritten as ∝ τ̂z ⊗ σ̂0Ǧτ̂z ⊗ σ̂0, which
has the same form as the self energy contribution due
to spin-flip scattering via magnetic impurities [36]. The
effect of such a term has been studied and is known to re-
sult in phenomena such as gapless superconductivity [7].
It also has consequences for the density of states [43–
45] and leads to an enhancement of the Seebeck effect in
magnet/superconductor heterostructures [46].

Again, accounting for the diagonal in spin space struc-
ture of the total Green’s function, the contribution to
the self-energy corresponding to the term (iii) assumes
the matrix structure ∝ τ̂0 ⊗ σ̂z, thereby breaking the
symmetries in both Nambu and spin spaces. An ex-
plicit evaluation of the quasi-classical Green’s function
matrix shows that this term drops out on integrating over
the excitation energy. Thus, this term renormalizes the
normal-state properties of the S layer while dropping out
in the quasi-classical description of the superconducting
state. The analogous term in the self-energy evaluated
beyond the Born approximation for magnetic impurities
in a bulk superconductor, which does not lead to any
spin-splitting, was found to break the particle-hole sym-
metry [47]. Its key manifestation was asymmetric scat-
tering with Yu-Shiba-Rusinov states [48–50] resulting in
a large thermoelectric effect [47].

In general, the Hamiltonian, and thus the total ma-

trix Green’s function, may be non-diagonal in spin space
when, for example, the magnetization is spatially in-
homogeneous or the superconductor exhibits unconven-
tional same-spin electron pairing. Under those circum-
stances, terms (ii) and (iii) may not be interpreted as
discussed above.

Here, we have considered a superconducting layer
much thinner than the coherence length. For a thick
superconductor, the evaluated self-energy may be incor-
porated in the boundary conditions for the Gor’kov equa-
tion in the bulk. Thus, our theory also provides a micro-
scopic derivation of the boundary conditions describing
the interface of a superconductor with a magnetic insu-
lator, complementary to the corresponding evaluations
within a scattering theory approach [51–53].

From the experimental point of view, it is considered
difficult to grow metals on insulators due to lattice mis-
match. Such interfaces are inevitably disordered. Never-
theless, a strong interfacial exchange coupling has been
observed in a wide range of such structures [25, 26, 54–
59]. This is consistent with our result which demon-
strates that interfacial disorder does not lead to any qual-
itative changes in physics and the induced exchange field
is resistant to this disorder. It, however, leads to ad-
ditional spin-flip scattering like contributions which, in
some cases [46, 47, 60, 61], may be desirable.

Summary. − We have derived and solved the Gor’kov
equation for two-sublattice magnetic insulator/thin su-
perconductor bilayer structures. Starting with a micro-
scopic description of the interface, we have evaluated the
interfacial self-energy for the matrix (Nambu-spin space)
Green’s function in the superconducting layer. Our find-
ings show that an antiferromagnet with an uncompen-
sated surface, in addition to ferrimagnets, induces inter-
facial disorder-resistant spin-splitting in the adjacent su-
perconductor. Additional contributions mimicking non-
magnetic impurities and spin-flip scattering result due
to the interfacial disorder. Our findings, in conjunction
with related experiments [17, 21, 22, 59], pave the way
for employing antiferromagnetic insulators in inducing
exchange field in an adjacent superconductor, thereby
addressing the feasibility of a wide range of concepts and
devices involving spin-split superconductors.
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FREQUENCY-MOMENTUM REPRESENTATION

Adapting Mahan’s convention and assuming a time-invariant system [38], we express a function f(x1, x2) in Mat-
subara frequency representation as follows:

f(x1, x2) ≡ f(τ, rrr1, rrr2) =
1

β

∑
n

e−iωnτF (ωn, rrr1, rrr2), (S1)

F (ωn, rrr1, rrr2) =

∫ β

0

eiωnτf(τ, rrr1, rrr2) dτ, (S2)

where β ≡ 1/kBT with kB the Boltzmann constant and T the temperature, x1 ≡ {rrr1, τ1} and so on, τ ≡ τ1 − τ2,
ωn ≡ (2n + 1)π/β are the Matsubara frequencies for a Fermionic system. In the following, we drop the explicit
distinction between the functions f() and F (). The function being referred to is deemed understood based on
its arguments. For example, f(ωn, rrr1, rrr2) from this point on represents what we have called F (ωn, rrr1, rrr2) above.
Furthermore, the argument ωn is assumed to be implicit in the following discussion.

A general function f(rrr1, rrr2) is expressed in the momentum representation:

f(rrr1, rrr2) =

∫
d3k1
(2π)3

d3k2
(2π)3

F (kkk1, kkk2) eikkk1·rrr1eikkk2·rrr2 , (S3)

f
(
rrr′ +

rrr

2
, rrr′ − rrr

2

)
=

∫
d3p

(2π)3
d3k

(2π)3
F

(
ppp+

kkk

2
,−ppp+

kkk

2

)
eippp·rrreikkk·rrr

′
, (S4)

where ppp ≡ (kkk1 − kkk2)/2, kkk ≡ kkk1 + kkk2, rrr ≡ rrr1 − rrr2, and rrr′ ≡ (rrr1 + rrr2)/2. With the definitions:

f1 (rrr,rrr′) ≡ f
(
rrr′ +

rrr

2
, rrr′ − rrr

2

)
, (S5)

F1 (ppp,kkk) ≡ F
(
ppp+

kkk

2
,−ppp+

kkk

2

)
, (S6)

we can describe the function in the relative and center of mass coordinates representation:

f1 (rrr,rrr′) =

∫
d3p

(2π)3
d3k

(2π)3
F1 (ppp,kkk) eippp·rrreikkk·rrr

′
, (S7)

F1 (ppp,kkk) =

∫
d3rrrd3rrr′ f1 (rrr,rrr′) e−ippp·rrre−ikkk·rrr

′
. (S8)

This representation allows us to treat the variations in functions on small (inverse Fermi momentum) and large
(superconducting coherence) length scales effectively [36]. In particular, the description of a spatially homogeneous
system can be treated as independent of rrr′ and may be developed in terms of ppp alone, while disregarding kkk. Once
again, in the following, and in the main text, we do not explicitly distinguish between the different functions (e.g.
f(), f1(), F () and so on). We employ the same letters to represent the function appropriate for that particular
representation, which, in turn, becomes evident from the arguments specifying the function. For example, f(ppp,kkk) is
understood to represent the following expression in terms of the real-space function f(x1, x2) ≡ f(τ, rrr1, rrr2):

f (ppp,kkk) =

∫ β

0

dτ

∫
d3rrrd3rrr′ f

(
τ, rrr′ +

rrr

2
, rrr′ − rrr

2

)
eiωnτe−ippp·rrre−ikkk·rrr

′
. (S9)

PERTURBATIVE EVALUATION OF GREEN’S FUNCTION

Expressing the problem to be solved as the sum of an unperturbed and a perturbation contributions Ǧ−1(x1) =
Ǧ−10 (x1)−Ȟint(x1), the total Green’s function matrix can be expanded as a sum of contributions to increasing degrees
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in the perturbation:

Ǧ (x1, x2) =

∞∑
n=0

Ǧ(n) (x1, x2) , (S10)

where Ǧ(0) (x1, x2) is the Green’s function matrix for the unperturbed problem. For the case at hand, this corresponds
to a superconducting film without the magnet. Substituting above form of the Green’s function into the Gor’kov
equation and switching to frequency representation, we obtain the following recursive relations [36, 38]:

Ǧ(n) (rrr1, rrr2) =

∫
d3r3 Ǧ

(0) (rrr1, rrr3) Ȟint(rrr3)Ǧ(n−1) (rrr3, rrr2) , (S11)

with n ≥ 1. Since we work within the quasi-classical approximation for superconductivity assuming the unper-
turbed solution to represent a homogeneous superconducting state, the corresponding Green’s function matrix can be
represented as:

Ǧ(0) (rrr1, rrr2) =

∫
d3p

(2π)3
Ǧ(0) (ppp) eippp·(rrr1−rrr2). (S12)

This representation will be used repeatedly in the following analysis.
The first order correction can be simplified to:

Ǧ(1) (rrr1, rrr2) =

∫
d3p1
(2π)3

d3p2
(2π)3

ei(ppp1·rrr1−ppp2·rrr2) Ǧ(0) (ppp1) Ȟint(ppp1 − ppp2)Ǧ(0) (ppp2) , (S13)

where

Ȟint(ppp) ≡
∫
d3r Ȟint(rrr) e

−ippp·rrr, (S14)

=

[
(2π)2δ(κκκ) + u(κκκ)

∑
sssi

e−iκκκ·sssi

]
ť, (S15)

with ppp ≡ {κκκ, ξ}. In evaluating the above expression, we have employed the conventions and definitions introduced in
the main text. Employing Eq. (S15) in Eq. (S13). the first order correction reduces to:

Ǧ(1) (rrr1, rrr2) =

∫
d3p1
(2π)3

d3p2
(2π)3

ei(ppp1·rrr1−ppp2·rrr2) Ǧ(0) (ppp1) (2π)2δ(κκκ1 − κκκ2) ť Ǧ(0) (ppp2) +∫
d3p1
(2π)3

d3p2
(2π)3

ei(ppp1·rrr1−ppp2·rrr2)
∑
sssi

e−i(κκκ1−κκκ2)·sssi Ǧ(0) (ppp1)u(κκκ1 − κκκ2) ť Ǧ(0) (ppp2) , (S16)

=

∫
d3p1
(2π)3

dξ2
2π

ei(ξ1y1−ξ2y2) eiκκκ1·(sss1−sss2) Ǧ(0) (ppp1) ť Ǧ(0) (κκκ1, ξ2) +

Ndis

∫
d3p1
(2π)3

dξ2
2π

ei(ξ1y1−ξ2y2) eiκκκ1·(sss1−sss2) u(0) Ǧ(0) (ppp1) ť Ǧ(0) (κκκ1, ξ2) , (S17)

where we have averaged over the disorder center locations via the replacement
∑
sssi
→ Ndis

∫
d2si, and u(0) =∫

d2s u(s) = 0 results in the second term vanishing:

Ǧ(1) (rrr1, rrr2) =

∫
d3p1
(2π)3

dξ2
2π

ei(ξ1y1−ξ2y2) eiκκκ1·(sss1−sss2) Ǧ(0) (ppp1) ť Ǧ(0) (κκκ1, ξ2) . (S18)

The expression obtained above describes an inhomogeneous system due to the breaking of translational invariance by
the interface. However, within the quasi-classical approximation, we expect a homogeneous superconducting state.
Thus the expression above goes beyond the quasi-classical limit. We obtain the contribution relevant for describing
superconductivity, stemming from a narrow phase-space around the Fermi energy, by averaging over the thickness dS
of the superconductor:〈

Ǧ(1) (rrr1, rrr2)
〉

=
1

dS

∫
dy′ Ǧ(1) (rrr1, rrr2) , (S19)

=
1

dS

∫
d3p1
(2π)3

dξ2
2π

dy′ eiy
′(ξ1−ξ2) eiy

(ξ1+ξ2)
2 eiκκκ1·(sss1−sss2) Ǧ(0) (ppp1) ť Ǧ(0) (κκκ1, ξ2) , (S20)
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where y′ = (y1 + y2)/2 and y = y1 − y2. This leads us to our result for the first order correction:〈
Ǧ(1) (rrr1, rrr2)

〉
=

∫
d3p

(2π)3
eippp·(rrr1−rrr2) Ǧ(0) (ppp)

ť

dS
Ǧ(0) (ppp) . (S21)

The evaluation of the second order correction follows an analysis similar to the above. We wish to evaluate〈
Ǧ(2) (rrr1, rrr2)

〉
with

Ǧ(2) (rrr1, rrr2) =

∫
d3r3 Ǧ

(0) (rrr1, rrr3) Ȟint(rrr3)Ǧ(1) (rrr3, rrr2) . (S22)

In order to obtain the desired result within our approximation, we make the following replacement:

Ǧ(1) (rrr1, rrr2)→
〈
Ǧ(1) (rrr1, rrr2)

〉
+∫

d3p1
(2π)3

d3p2
(2π)3

ei(ppp1·rrr1−ppp2·rrr2)
∑
sssi

e−i(κκκ1−κκκ2)·sssi Ǧ(0) (ppp1) u(κκκ1 − κκκ2) ť Ǧ(0) (ppp2) .

The disorder has to be treated separately from the
〈
Ǧ(1) (rrr1, rrr2)

〉
term since the pre-averaging procedure fails to

capture the disorder-mediated scrambling of momenta. Employing the above replacement, Eq. (S22) can be simplified
into several contributions. All contributions stemming from scattering by single and multiple but distinct disorder-
centers vanish on account of u(0) = 0. The term due to two scattering events from the same disorder-centers leads to
a finite result. Combined with the other assumptions of the cross-diagram technique [36, 38], mentioned in the main
text, the required second order correction becomes:〈

Ǧ(2) (rrr1, rrr2)
〉

=

∫
d3p

(2π)3
eippp·(rrr1−rrr2) Ǧ(0) (ppp) Σ̌

(1)
int (ppp) Ǧ(0) (ppp) , (S23)

where

Σ̌
(1)
int (ppp) =

Ndis

dS

∫
d3p1
(2π)3

|u(κκκ− κκκ1)|2 ť Ǧ(0) (ppp1) ť. (S24)

Proceeding along similar lines employing the approximations introduced above and evaluating the higher order
terms, we can sum all terms in a manner analogous to the treatment of bulk impurity scattering within the cross
diagram technique [36, 38]. The final result is obtained as

〈
Ǧ (rrr1, rrr2)

〉
=

∫
d3p

(2π)3
eippp·(rrr1−rrr2) Ǧ (ppp) , (S25)

with the expression for Ǧ (ppp) ≡ Ǧ (ωn, ppp) as given in the main text.
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