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Abstract

In this paper we investigate the compressible Navier-Stokes-Cahn-Hilliard equations
(the so-called NSCH model) derived by Lowengrub and Truskinowsky. This model
describes the �ow of a binary compressible mixture; the �uids are supposed to be
macroscopically immiscible, but partial mixing is permitted leading to narrow transition
layers. The internal structure and macroscopic dynamics of these layers are induced
by a Cahn-Hilliard law that the mixing ratio satis�es. The PDE constitute a strongly
coupled hyperbolic-parabolic system. We establish a local existence and uniqueness
result for strong solutions.

Mathematics Subject Classi�cation 2000: 76D05, 76N10, 35D35, 35K35
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1. The model

One way to describe the �ow of immiscible �uids and the motion of interfaces between these
�uids is based on the assumption that Euler or Navier-Stokes equations apply to both sides of
the interface and across this interface certain jump conditions are prescribed. However this
model breaks down when near interfaces a molecular mixing of the immiscible �uids occurs
in such a large amount that the model of sharp interfaces cannot be maintained. Another
problem of this model concerns the description of merging and reconnecting interfaces. One
way out is to replace the sharp interface by a narrow transition layer, that is, one allows a
partial mixing in a small interfacial region.

For this purpose one �rstly introduces the mass concentrations ci = Mi/M with M =
M1 +M2, where Mi denotes the mass of the �uid i in the representative volume V . Notice
that this implies c1 + c2 = 1 as well as 0 ≤ ci ≤ 1. A basic hypothesis is the identi�cation of
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an order parameter c with a constituent concentration, e.g. c = c1, or with the di�erence of
both concentrations, c = c1 − c2 ≡ 2c1 − 1. Choosing the latter case, c varies continuously
between −1 and 1 in the interfacial region and takes the values −1 and 1 in the absolute
�uids. Let u1, u2 denote the velocities of the corresponding �uids and ρ̃1 := M1

V , ρ̃2 := M2
V

the associated apparent densities which both ful�l the equation of mass balance. Then,
introducing the total density ρ := ρ̃1 + ρ̃2 and the mass-averaged velocity ρu := ρ̃1u1 + ρ̃2u2,
we obtain the equation of mass balance for ρ and u,

∂tρ+∇·(ρu) = 0, (t, x) ∈ J × Ω.

The total energy EG(t) in a volume G ⊂ Ω is to be given as the sum of kinetic energy and
(speci�c) Helmholtz free energy, that is, it is assumed that

EG(t) :=
∫
G

1
2
ρ|u|2 + ρψ(c, ρ,∇c) dx.

Here ψ denotes the speci�c Helmholtz free energy density at a given temperature, which
may depend on ρ, c and ∇c. If we choose ψ(c, ρ,∇c) as follows

ψ(c, ρ,∇c) := ψ(c, ρ) + 1
2ε(c, ρ)|∇c|2,

also being known as the Cahn-Hilliard speci�c free energy density, then the convected ana-
logue of the Cahn-Hilliard equation can be derived (using the second law of thermodynam-
ics/local dissipation inequality etc., see [16])

∂t(ρc) +∇·(ρuc) = ∇·(γ∇µ), (t, x) ∈ J × Ω.

The generalized chemical potential µ is given by

µ = ∂cψ − ρ−1∇·
(
ρ
∂ψ

∂∇c

)
≡ ∂cψ − ρ−1∇·(ερ∇c) , ∂cψ = ψc(c, ρ) + 1

2εc(c, ρ)|∇c|2.

Here the parameter ε(c, ρ) > 0 measures the interface thickness and γ(c, ρ) > 0 the mobility
of the concentration �eld c. Further, it is supposed that the stress tensor T is given as the
sum of a viscous and non-viscous contribution, that is, T := S(ρ, u) + P(ρ, c) with

S := 2η(ρ)D(u) + λ(ρ)∇·u I, D(u) := 1
2 (∇u+∇uT ),

where I denotes the identity, S the Cauchy stress tensor with viscosity coe�cients η(ρ) and
λ(ρ), and P the non-hydrostatic Cauchy stress tensor, which is assumed to be of the form

P := −ρ2∂ρψ I − ρ∇c⊗
∂ψ

∂∇c
= −ρ2∂ρψ I − ρε∇c⊗∇c, ∂ρψ = ∂ρψ + 1

2ερ(ρ, c)|∇c|
2.

The given function π := ρ2ψρ constitutes the pressure and the extra contribution−ρ∇c⊗ ∂ψ
∂∇c

in the stress tensor represents capillary forces due to surface tension. Thus the Navier-Stokes
equations read as

∂t(ρu) +∇·(ρu⊗ u)−∇·(S(ρ, u) + P(ρ, c)) = ρfext, (t, x) ∈ J × Ω,

where fext stands for external forces.
A complete derivation of this model can be found in [16], cf. also [9] and [2].
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2. Mathematical Formulation

To become more speci�c, we consider a bounded domain Ω ⊂ Rn, with compact boundary
Γ := ∂Ω of class C4 decomposing disjointly as Γ = Γd∪Γs, where each set may be empty. The
outer unit normal of Γ at position x is denoted by ν(x). Further, let J = [0, T ] be a compact
time interval. The two-component (binary) viscous compressible �uid is characterized by
its total density (of the mixture) ρ : J × Ω→ R+, velocity �eld u : J × Ω→ Rn, and mass
concentration c : J × Ω→ [−1, 1], that is, we have chosen as order parameter c := 2c1 − 1.
Then the unknown functions ρ, u and c are governed by the Navier-Stokes-Cahn-Hilliard
(NSCH) system reading

∂t(ρu) +∇·(ρu⊗ u)−∇·S −∇·P = ρfext, (t, x) ∈ J × Ω, (2.1)

∂t(cρ) +∇·(cρu)−∇·(γ∇µ) = 0, (t, x) ∈ J × Ω, (2.2)

∂tρ+∇·(ρu) = 0, (t, x) ∈ J × Ω, (2.3)

with

S = 2η(ρ)D(u) + λ(ρ)∇·u I, P = −π I − ρ2ερ|∇c|2I − ρε(ρ, c)∇c⊗∇c,
µ = ∂cψ − ρ−1∇ · (ε(ρ, c)ρ∇c), ψ = ψ(ρ, c) + 1

2ε|∇c|
2, π = ρ2∂ρψ.

(2.4)

These equations have to be complemented by initial conditions

u(0, x) = u0(x), c(0, x) = c0(x), ρ(0, x) = ρ0(x), x ∈ Ω, (2.5)

and boundary conditions. Two natural boundary conditions are of interest for u, namely
the non-slip condition

u = 0, (t, x) ∈ J × Γd (2.6)

and the pure slip condition

(u|ν) = 0, QS(u) · ν ≡ 2η(ρ)QD(u) · ν = 0, (t, x) ∈ J × Γs (2.7)

with Q(x) := I − ν(x)⊗ ν(x). As boundary conditions for c, we consider

∂νµ(ρ, c)(t, x) = 0, ∂νc(t, x) = 0, (t, x) ∈ J × Γ, (2.8)

meaning that no di�usion through the boundary occurs and the di�use interface is orthogonal
to the boundary of the domain. Finally, the viscosity coe�cients may depend on t, x and
ρ, the interface thickness ε as well as mobility γ may depend on t, x, ρ and c.

2.1. Function spaces and main result

To begin with, let the compact time interval J and the domain Ω be as described before.
Then we are looking for solutions w := (u, c, ρ) of problem (2.1)-(2.8) in the regularity class
Z(J) := Z1(J)×Z2(J)×Z3(J) where the spaces Zi(J) are de�ned by

Z1(J) := H3/2
p (J ; Lp(Ω; Rn)) ∩H1

p(J ; H2
p(Ω; Rn)) ∩ Lp(J ; H4

p(Ω; Rn)),

Z2(J) := H1
p(J ; Lp(Ω)) ∩ Lp(J ; H4

p(Ω)),

Z3(J) := H2+1/4
p (J ; Lp(Ω)) ∩ B(J ; H3

p(Ω)),
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p ∈ (1,∞). As usual, here and in the sequel Hs
p denote the Bessel potential spaces and W s

p

the Slobodeckij spaces (W s
p ≡ Bspp Besov spaces). The space of bounded functions B(J) is

equipped with the norm ‖ · ‖∞ := sups∈J ‖ · ‖. Furthermore, if F(I) is any function space
with I ⊆ R+ and 0 ∈ I, then we set 0F(I) := {v ∈ F(I) : v|t=0 = 0}, whenever traces exist.
Furthermore, we shall need the function spaces

Z(J) := Z1(J)× Z2(J)× Z3(J),
Z1(J) := H1

p(J ; Lp(Ω; Rn)) ∩ Lp(J ; H2
p(Ω; Rn)),

Z2(J) := H1/2
p (J ; Lp(Ω)) ∩ Lp(J ; H2

p(Ω)),

Z3(J) := H1
r(J ; Lp(Ω)) ∩ B(J ; H1

p(Ω)).

Of course, the parameters p and r have to be restricted,

p ∈ (p̂,∞), r ∈ [1,∞), p̂ := max {4, n} .

Regarding the coe�cients η ,λ, γ, ε we have to prescribe positivity, that is, these functions
are subject to the condition

η(z), 2η(z) + λ(z) > 0, ∀z ∈ J × Ω× R, ε(z), γ(z) > 0, ∀z ∈ J × Ω× R2; (2.9)

with respect to their regularity,

η, λ ∈ Cβ(J ; C(Ω; C4(R))) ∩ C(J ; C2(Ω; C4(R))), β > 1/2,

γ ∈ C(J × Ω; C2(R2)), ε ∈ C(J × Ω; C4(R2)).
(2.10)

Further, the external force fext has to be in

X1(J ; Rn) := H1/2
p (J ; Lp(Ω; Rn)) ∩ Lp(J ; H2

p(Ω; Rn)).

Our main result in the homogeneous case is the following.

Theorem 2.1 Let Ω be a bounded domain in Rn, n ≥ 1, with compact C4-boundary Γ
decomposing disjointly as Γ = Γd ∪ Γs, J = [0, T ] with T ∈ (0,∞) and p ∈ (p̂,∞). Further,
let ψ ∈ C5−(R2) and assume (2.9), (2.10). Then for each fext ∈ X1(J ; Rn) and initial data
(u0, c0, ρ0) in

V := W
4− 2

p
p (Ω; Rn)×W

4− 4
p

p (Ω)× {ϕ ∈ H3
p(Ω; R+) : ϕ(x) > 0, ∀x ∈ Ω}

satisfying the compatibility conditions

u0|Γd = 0, (u0|ν)|Γs = 0, QS(u)|t=0,Γs · ν|Γs = 0, ∂νc0 = 0, ∂νµ(ρ0, c0) = 0,

−∇·S(u)|t=0,Γd = ∇·P|t=0,Γd + (ρfext)|t=0,Γd ∈W
2− 3

p
p (Γd; Rn), (2.11)

− (∇·S(u)|t=0|ν)|Γs = (∇·P|t=0 − ρ0∇u0 · u0 + ρ0fext|t=0|ν)|Γs ∈W
2− 3

p
p (Γs),

−QS(∇·S(u))|t=0,Γs · ν|Γs = QS(∇·P − ρ∇u · u+ ρfext)|t=0,Γs · ν|Γs ∈W
1− 3

p
p (Γs; Rn),

there is a unique solution (u, c, ρ) of (2.1)-(2.8) on a maximal time interval [0, T ∗), T ∗ ≤ T .
The solution (u, c, ρ) belongs to the class Z(J0) for each interval J0 = [0, T0] with T0 < T ∗.
The maximal time interval is characterized by the property:

lim
t→T∗

w(t) does not exist in V. (2.12)
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The solution map (u0, c0, ρ0) → (u, c, ρ)(t) generates a local semi�ow on the phase space
Vp := {v ∈ V : v satis�es (2.11) } in the autonomous case.

Remark 2.1 Our result is on the original Lowengrub-Truskinovsky system. A similar
model has recently been treated by Abels and Feireisl [2]. These authors simplify the
Lowengrub-Truskinovsky system by suppressing the factor ρ in the Helmholtz free energy
and show existence of global weak solutions for the modi�ed system; they do not show
uniqueness or regularity. A similar model for incompressible �uids was studied by Boyer [4],
Liu and Shen [15], Starovoitov [22], and Abels [1].

Remark 2.2 The methods of this paper apply also to the Navier-Stokes and the Navier-
Stokes-Allen-Cahn system, cf. [12], [13].

Remark 2.3 (i) The purpose of this remark is supposed to clarify the choice of the solution
class Z(J) and the spaces Zi(J) as well as the conditions on p and q. First of all, the central
auxiliary means is the contraction mapping theorem, that is, we have to �nd a �xed point
formulation being equivalent to the starting problem, and to establish selfmapping and
contraction for this equation. Having in mind these both conditions, let us begin with the
regularity class Z3(J) which is of substantial interest. At �rst, observe that the Cahn-Hilliard
equation contains a third order term of ρ, and thus we need ρ ∈ Lp(J ; H3

p(Ω)) at least, when
looking for strong solutions. Since ρ is governed by the hyperbolic equation (2.3), ρ only
inherits the spatial regularity prescribed by the data ρ0 and u. Hence we have to demand
ρ0 ∈ H3

p(Ω) and u ∈ Lp(J ; H4
p(Ω; Rn)). On the other hand, to obtain such a high spatial

regularity for u, we are forced to study the Navier-Stokes equation in Lp(J ; H2
p(Ω; Rn)) at

least, which causes a strong coupling between (2.1) and (2.2). In fact, let us suppose that
ρ and all lower order terms of u are given and have su�cient regularity. Then, from the
maximal Lp-regularity point of view the Cahn-Hilliard equation (2.2) can be uniquely solved
in Z2(J). Now, due to the mixed derivative theorem we deduce

∂xi∇c ∈ X1(J ; Rn) = H1/2
p (J ; Lp(Ω; Rn)) ∩ Lp(J ; H2

p(Ω; Rn)), i = 1, . . . , n

which are the highest order terms of c in the Navier-Stokes equation (2.1). Considering these
terms as input or, in other words, taking X1(J ; Rn) as the basic space for (2.1), we realise
that ∂xi∇c are of the same order as ∂tu and ∇·S(u) and thus responsible for the strong
coupling. Also notice that we might expect u ∈ Z1(J) in view of maximal Lp-regularity for
the Navier-Stokes equation. Of course, we left out of consideration a precise characterization
of the regularity of ρ, which is in fact essential, because several terms of ρ appear in (2.1)
and (2.2). But, if we for the time being neglect this circumstance then selfmapping does
work, since only �rst order terms of u appear in the Cahn-Hilliard equation (2.2) and this
input is compatible with the basic space X2(J) := Lp(J ; Lp(Ω)) which in turn gives rise to
the expected regularity Z2(J) for c.

(ii) Turning to the proof of contraction with the setting above, one realises that it seems
to be impossible to derive a contraction inequality for (2.3) in terms of the classes Z1(J),
Z2(J) and Z3(J), whereas in Z1(J), Z2(J) and Z3(J) the situation changes completely, see
remark 3.1. Exactly on that account the second assembly of function spaces are of vital
importance for approaching contraction in this manner, see [8] taking up this idea as well.
Moreover, these spaces have another advantage over the classes Zi(J) due to the relation
Zi(J) ⊂ Zi(J), i = 1, 2, 3, which truly results in fewer estimates.
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As remarked above, the contraction mapping principle is the central tool to tackle the
nonlinear problem (2.1)-(2.8). For this, we introduce the closed subset Σ ⊂ Z1(J)×Z2(J),

Σ := {(u, c) ∈ Z1(J)×Z2(J) : (u, c)(0) = (u0, c0),
‖(u, c)− (u, c)‖0Z1(J)×0Z2(J) ≤ R0}, (2.13)

in which solutions (u, c) of (2.3) - (2.8) are to be sought. Here the parameters R0, T and
the reference function (u, c) can be chosen appropriate to make the proof of contraction and
selfmapping possible. As for the unknown ρ, we will see in Section 3.2 that there is a solution
operator L depending on u and ρ0 such that ρ(t, x) = L[u, ρ0](t, x) is the unique solution of
(2.3). Inserting this solution formula into the PDE for (u, c), the starting problem is reduced
to a nonlocal, fully nonlinear equation for (u, c), which is then locally solved by means of a
�xed point argument. Afterwards this unique solution (u, c) gives rise to ρ ∈ Z3(J) according
to ρ = L[u, ρ0].

Picking up the idea of showing the contraction inequality with respect to the topology
of Z(J), one has to ensure that Σ is a closed subset in Z(J), which proves to be true if

Z(J) ↪→↪→ Z(J) or Z(J)
d
↪→ Z(J) with Z(J) re�exive.

Lemma 2.1 Σ ⊂ Z(J) is a closed subset regarding to the topology of Z(J).

Proof. The assertion of this lemma bases on one of the following more general statements:
Auxiliary Lemma A.1 Let X, Y be Banach spaces, such that, the identity operator Iid
belongs to K (Y,X), the set of all compact operators K : Y → X, K ∈ L(Y,X). Then the
ball Br(0) := {y ∈ Y : ‖y‖Y ≤ r} is closed regarding to the topology of X.

Proof of the auxiliary Lemma A.1. Let yn ∈ Br(0) be a sequence converging to y in X,
that is, ‖yn − y‖X → 0. Then we have to show y ∈ Br(0). Since Br(0) is bounded in Y ,
there exists a subsequence ynk such that ynk → ỹ weakly, ỹ ∈ Y . To see y = ỹ, we consider
y − ỹ in X which can be estimated by

‖y − ỹ‖X ≤ ‖ynk − y‖X + ‖ynk − ỹ‖X .

The �rst norm converges to 0 as k → ∞, because of the assumption. Since Iid : Y → X
is a compact mapping, weak converging sequences are mapped to strong converging se-
quences, that is, from ynk → ỹ weakly we may deduce ‖ynk− ỹ‖X ≡ ‖Iid(ynk− ỹ)‖X → 0, as
k →∞. Finally, it generally holds: ‖y‖Y ≤ lim infn→∞ ‖yn‖Y and this shows y ∈ Br(0). �

Auxiliary Lemma A.2 Let X, Y be Banach spaces with Y ↪→ X densely, Y re�exive.
Then the ball Br(0) := {y ∈ Y : ‖y‖Y ≤ r} is closed with respect to the topology of X.

Proof of the auxiliary Lemma A.2. This time we reason with the di�erence y − ỹ di�er-

ently. In view of the assumption Y
d
↪→ X with Y re�exive, we know by [3, Proposition 1.4.8,

p. 271] that X ′
d
↪→ Y ′ and 〈x′|y〉X′,X = 〈x′|y〉Y ′,Y for all y ∈ Y , x′ ∈ X ′. But this implies

∀x′ ∈ X ′ : 〈x′|y − ỹ〉X′,X = 〈x′|y − ynk〉X′,X + 〈x′|ynk − ỹ〉Y ′,Y < ε,

for all ε > 0, as y − ynk converges strongly in X and ynk − ỹ weakly in Y . But this means
y − ỹ = 0. �

Thus, by the Auxiliary Lemma A.1, we only need to show that Z(J) is compactly em-
bedded into Z(J). But this follows from the mixed derivative theorem. For instance, it
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holds Z2(J) ↪→ Hθ
p(J ; H4(1−θ)

p (Ω)) for all θ ∈ (0, 1). Now choosing θ = 3/4 and θ = 1/4,
we get Z2(J) ↪→ H3/4

p (J ; H1
p(Ω)) ↪→↪→ H1/2

p (J ; Lp(Ω)) and Z2(J) ↪→ H1/4
p (J ; H3

p(Ω)) ↪→↪→
Lp(J ; H2

p(Ω)), respectively. The space Z1(J) can be treated similarly.
Considering unbounded domains, the compact embeddings used above are no longer valid,

but all embeddings are still dense. Therefore and by re�exivity of Lp-spaces, p ∈ (1,∞), the
Auxiliary Lemma A.2 gives rise to the wished result for unbounded domains as well.

�

Remark 2.4 If one aims at solving quasilinear problems strongly, it is required that all
coe�cients belong to multiplier spaces associated to the chosen basic spaces. This fact
brings about the condition p > p̂. Note that if we switch over to constant coe�cients η, λ,
γ, ε our problem stays quasilinear, because in any case ρ is present in front of ∂tu and ∂tc.

Remark 2.5 At last we want to point out that an energy identity is available by means
of multiplying (2.1) with u, integrating over Ω, integration by parts, and using the identity
∇·P ≡ −ρ∇(ψ + ρ∂ρψ) + ρµ∇c. This leads to the result

d

dt
EΩ(t) +

∫
Ω

S(u, ρ) : D(u) dx+
∫
Ω

γ(ρ, c)|∇µ|2 dx =
∫
Ω

ρfext · u dx, ∀t > 0.

2.2. Formulation of the fixed point equation

In this section the nonlinear equations (2.1), (2.2) and their corresponding boundary condi-
tions are reformulated such that the left-hand side becomes linear and the starting problem
can be transferred to a �xed point equation. We point out that the linearisation is carried
out to such an extent that the elliptic operator, appearing in the Cahn-Hilliard, maintains
its divergence structure and can be viewed as the square of an elliptic operator. This feature
will be essential to accomplish a contraction inequality for (2.2) in the space Z2(J), see
section 3.3. The governing equations for u and c can be written as

ρ̃∂tu−∇·S̃(u) + ρ̃2ε̃ρ∇c̃ · ∇2c+ ρ̃ε̃∇c̃ · [∆cI +∇2c] = F1(u, c, ρ), (t, x) ∈ J × Ω,
j = d, s : Bju = σj(u, ρ), (t, x) ∈ J × Γj , (2.14)

u = u0, (t, x) ∈ {0} × Ω,

ε0ρ0
γ0

∂tc+∇·(ε0∇∇·(ε0∇c)) = F2(u, c, ρ), (t, x) ∈ J × Ω,

∂νc = 0, ∂ν∇·(ε0∇c) = ∂νg(ρ, c) (t, x) ∈ J × Γ, (2.15)

c = c0, (t, x) ∈ {0} × Ω,

where we have set a0 := a|t=0 for a ∈ {γ, ε}, ã := a(ρ̃, c̃) for a ∈ {ε, ερ} and S̃(u) :=
2η̃D(u) + λ̃∇·u I with ã := a|ρ=ρ̃ for a ∈ {ρ, η, λ}. Here the function (ρ̃, c̃) belongs to

Z2(R+) × Z3(R+) and ful�ls the constraints c̃|t=0 = c0, ∂
k
t ρ̃(0) = ∂kt ρ(0) for k = 0, 1, 2.

Observe that ∂kt ρ(0) for k = 0, 1, 2 is completely known due to the possibility of taking the
trace at t = 0 in (2.1) and (2.3). This kind of approximation1 is needed, for instance, as the

1For instance, let ρ̃ be the solution of ∂tρ̃ + ∇· (ρ̃ũ) = 0, where ũ ∈ Z1(J) satis�es ũ(0) = u0 and

∂tũ(0) = −∇u0 · u0 + ρ−1
0 [S|t=0 + P|t=0] + f|t=0] ≡ ∂tu(0). This is possible due to the 'high regularities'.
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boundary equations for u have to be considered in trace classes with high time regularity,
cf. condition 2. in Theorem 3.2. In the case of Cahn-Hilliard we are working in the 'usual
Lp-setting', which makes possible to take ρ0 as approximation. The boundary operators Bj
acting on Γj and the data σj are de�ned according to

Bdu := u|Γd , Bsu := ((u|ν)|Γs ,QS̃(u) · ν|Γs), QS̃(u) · ν|Γs = 2η̃QD(u) · ν|Γs ,
σd(u, ρ) := 0, σs(u, ρ) := (0,Q[S̃(u)− S(u)] · ν|Γs) = (0, 2(η̃ − η)QD(u) · ν|Γs).

The nonlinearities F1, F2 and g, given by

F1(u, c, ρ) := (ρ̃− ρ)∂tu− ρ∇u · u+∇·[S(u)− S̃(u)]− [ρ2ερ∇c− ρ̃2ε̃ρ∇c̃] · ∇2c

− 1
2∇(ρ2ερ)|∇c|2 − [ρε∇c− ρ̃ε̃∇c̃](∆cI +∇2c)−∇(ρε) · ∇c∇c

+ ρfext,

F2(u, c, ρ) := ε0
γ0

{
∂t
(
[ρ0 − ρ]c

)
−∇·(cρu) +∇·

(
[γ0 − γ]∇(∇·(ε0∇c) + g)

)}
−∇·(ε0∇g)− ε20

γ0
∇(γ0

ε0
) · ∇[∇·(ε0∇c)− g],

g(ρ, c) := ∇·([ε− ε0]∇c) + ρ−1ε∇ρ · ∇c− ∂cψ

(2.16)

comprise all nonlinear terms of lower order as well as perturbations of quasilinear terms. In
the following we want to associate (2.14) and (2.15) with the abstract equation

L(u, c) ≡ (L1u,L2c) = (F1(u, c, ρ), u0,F2(u, c, ρ), c0) =: F(u, c, ρ), ρ = L[u, ρ0], (2.17)

i.e. L re�ects the linear operator of the left-hand side (2.14), (2.15) splitting up to L1 and
L2 due to decoupling of the associated linear problems, and L[u, ρ0] denotes the solution
operator to the equation of conservation of mass, see section 3.2. Further, Fi comprises the
nonlinearity Fi as well as the nonlinear boundary data,

F1(u, c, ρ) := (F1(u, c, ρ), σd(u, ρ), σs(u, ρ)),
F1(u, c, ρ) := (F2(u, c, ρ), 0, ∂νg0(ρ, c)).

(2.18)

Then the equation (2.17) de�nes a nonlinear mapping G : Z1(J)×Z2(J)→ Z1(J)×Z2(J)
according to

G : w := (u, c) −→ w′ := (u′, c′),
L(u′, c′) = F(u, c, L[u, ρ0]),

(2.19)

for which we want to prove selfmapping in Σ and contraction regarding to the weaker
topology of Z.

3. Preliminary results

3.1. Maximal regularity for Cahn-Hilliard and a viscous fluid

The isomorphism property of L corresponds to prove maximal regularity for (2.14) and
(2.15) with given right-hand side. Since in this case the equations for u and c decouple,
that is, one �rstly solves the linear Cahn-Hilliard equation (2.15) and put this solution into
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(2.14), we are in the position to study separated problems. Therefore, in the formulation
below all terms in (2.14) involving c are known and plugged into the data f .

The �rst result concerns the linear Cahn-Hillard problem (2.15). More precisely, the
linear operator re�ected by these equations turns out to be an isomorphism between Z2(J)
and a certain basic space. The equations we have to study are

ε0ρ0
γ0

∂tc+∇·(ε0∇∇·(ε0∇c)) = f(t, x), (t, x) ∈ J × Ω,

∂νc = σ1(t, x), ∂ν∇·(ε0∇c) = σ2(t, x), (t, x) ∈ J × Γ, (3.1)

c = c0(x), (t, x) ∈ {0} × Ω,

for which existence and uniqueness in Z2(J) can be proved.

Theorem 3.1 Let Ω be a bounded domain in Rn, n ≥ 1, with compact C4-boundary Γ,
J = [0, T ] a compact time interval, and p > max{1, n3 } with p 6=

5
3 , 5 . Further, assume that

ρ0, γ0, ε0 ∈ H3
p(Ω) and ρ0(x), γ0(x), ε0(x) > 0 for all x ∈ Ω. Then problem (3.1) possesses

a unique solution c ∈ Z2(J) if and only if the data f , σ = (σ1, σ2), c0 satisfy the following
conditions

1. f ∈ X2(J) := Lp(J ; Lp(Ω));

2. (σ1, σ2) ∈ Y1(J)× Y3(J) with Yk(J) := W
1− k4−

1
4p

p (J ; Lp(Γ)) ∩ Lp(J ; W
4−k− 1

p
p (Γ));

3. c0 ∈W
4− 4

p
p (Ω);

4. ∂νc0 = σ1|t=0 in W
3− 5

p
p (Γ) for p > 5

3 and ∂νε0∆c0 = σ2|t=0 in W
1− 5

p
p (Γ) for p > 5.

Proof. This result is very well-known and follows from [5], also cf. [20] and [21]. �
The remainder equations of the linearization represent linear Navier-Stokes (without

density) supplemented with boundary conditions and initial data,

ρ̃∂tu−∇·S̃(u) = f(t, x), (t, x) ∈ J × Ω,

u = σd(t, x), (t, x) ∈ J × Γd, ((u|ν),QS̃(u) · ν) = σs(t, x) (t, x) ∈ J × Γs, (3.2)

u = u0(x), (t, x) ∈ {0} × Ω

with S̃(u) = 2η̃D(u) + λ̃∇·uI and σs = (σ1, σ2) ∈ R × Rn, for which the following (non-
standard) maximal regularity result can be proved.

Theorem 3.2 Let Ω be a bounded domain in Rn, n ≥ 1, with compact C4-boundary Γ
decomposing disjointly Γ = Γd ∪ Γs. Let J = [0, T ] and p > max{ 4

3 ,
n
3 } with p 6= 3

2 ,

3. Further, assume that ρ̃, η̃, λ̃ ∈ Cβ(J ; C(Ω)) ∩ C(J ; C2(Ω)), β > 1/2, and η̃, λ̃ ∈
H1/2
p (J ; H2

p(Ω)) ∩ L∞(J ; H3
p(Ω)), as well as ρ̃(t, x), η̃(t, x), 2η̃(t, x) + λ̃(t, x) > 0 for all

(t, x) ∈ J × Ω. Then problem (3.2) possesses a unique solution in

Z1,B(J) :=
{
v ∈ Z1(J) : Bdv ∈W

2− 1
2p

p (J ; Lp(Γd; Rn)),

Bsv ∈W
2− 1

2p
p (J ; Lp(Γs))×W

3
2−

1
2p

p (J ; Lp(Γs; Rn))
}
,

if and only if the data f , σd, σs = (σ1, σ2), u0 satisfy the following conditions
1. f ∈ X1,Γ := {ϕ ∈ X1 : ϕ|t=0,Γd ∈W2−3/p

p (Γd), (ϕ|t=0|ν)|Γs ∈W2−3/p
p (Γs),

QS̃(ϕ)|t=0,Γs ∈W1−3/p
p (Γs; Rn)};
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2. (σd, σ1, σ2) ∈ Y0,d(J ; Rn)× Y0,s(J)× Y1,s(J ; Rn) with Yk,i(J ;E) :=

W
2− k2−

1
2p

p (J ; Lp(Γi;E)) ∩ Lp(J ; W
4−k− 1

p
p (Γi;E)), k = 0, 1, i = d, s, E ∈ {Rn,R};

3. u0 ∈W
4− 2

p
p (Ω; Rn);

4. u0|Γd = σd|t=0 in W
4− 3

p
p (Γd; Rn);

5. (u0|ν)|Γs = σ1|t=0 in W
4− 3

p
p (Γs), QS̃(u)|t=0 · ν|Γs = σ2|t=0 in W

3− 3
p

p (Γs; Rn);

6. ρ̃|t=0,Γd∂tσd|t=0 −∇·S̃(u)|t=0,Γd = f|t=0,Γd in W
2− 3

p
p (Γd; Rn) and

ρ̃|t=0,Γs∂tσ1|t=0 − (∇·S̃(u)|t=0|ν)|Γs = (f|t=0|ν)|Γs in W
2− 3

p
p (Γs) if p > 3

2 ;

7. ∂tσ2|t=0 − (∂tη̃η̃ )|t=0,Γsσ2|t=0 −QS̃(ρ̃−1∇·S̃(u))|t=0,Γs · ν|Γs = QS̃(ρ̃−1f)|t=0,Γs · ν|Γs in

W
1− 3

p
p (Γs; Rn) if p > 3.

Proof. The crucial point is to verify the higher regularities of u. In fact, maximal Lp-
regularity is very well-known, for instance, a consequence of [5].

(i) Necessity. The necessary part is only a consequence of trace theory, where one has to
be attentive in respect of all possible traces in the di�erential equation and thus additional
compatibility conditions for the data. Also note that the additional spaces in Z1,B issue from
the �better� regularity of boundary data which would actually give rise to a more regular
solution u ∈ H2

p(J ; Lp(Ω; Rn)) ∩ Lp(J ; H4
p(Ω; Rn)).

(ii) Su�ciency. Since maximal Lp-regularity for this problem in the 'usual setting',
is very well-known, our task actually consists in recalculating the regularity of u on the
basis of a solution formula. For this, we have to go back to the associated half (and full)
space problems with constant coe�cients, because in this case an explicit solution formula
is available. For the sake of brevity, we will only deal with the localised problem issuing
from the boundary Γs. (The other case is even simpler and can be approached in the same
way.) As for the localization, we follow the strategy for general parabolic problems. The
starting point is localisation w.r.t. space: we choose a partition of unity ϕj ∈ C∞0 (Rn),
j = 1, . . . , N , with 0 ≤ ϕj ≤ 1 and suppϕj =: Uj , such that the domain is covered

Ω ⊂
⋃N
j=1 Uj . After multiplying all equations of (3.2) by each ϕj and commuting ϕj with

di�erential operators we obtain local problems for (uj , ρj) := (ϕju, ϕjρ), j = 1, . . . , N .
Considering local coordinates in Ω ∩ Uj and coordinate transformations θj which are C5−-
di�eomorphisms due to smoothness assumptions on the boundary, the original problem is
reduced to a �nite number of so-called full-space problems related to Uj ⊂ Ω̊ (Uj ∩ ∂Ω = ∅)
and half-space problems for Uj ∩ ∂Ω 6= ∅. Further, the transformed di�erential operators
enjoy the same ellipticity properties etc. as before, i.e. the principal part remains unchanged.
Note that the transformation induces isomorphisms between Sobolev spaces, i.e.

θj : Ws

p(Ω ∩ Uj ;E) −→Ws

p(Rn+ ∩ θj(Uj);E), E any Banach space,

for each p ∈ [1,∞] and 0 ≤ s ≤ 4. For these (full- and half-space) problems unique solutions
will be available, and after summing up all local solutions we obtain a �xed point equation
which can be solved �rst on a small time interval(!). Proceeding in this way the problem can
be solved on the entire interval [0, T ] after �nitely many steps. As to literature of localisation
techniques for bounded domains, we refer to [14], [6]; a very detailed description of these
techniques, with application to an example, can be found, for instance, in [25] and [11].

By means of localising and �attening the boundary, such that ν = (0,−1)T , we obtain
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model problems in the half space Rn+ := Rn−1 × R+ having the form

∂tu+ u− η̃∆u− (λ̃+ η̃)∇∇·u = f(t, y, x), t > 0, y > 0, x ∈ Rn−1,

−∂yut = θ(t, x), un = ϑ(t, x), t > 0, y = 0, x ∈ Rn−1, (3.3)

u = u0(y, x), t = 0, y > 0, x ∈ Rn−1,

where we have set u = (ut, un) ∈ Rn−1 × R. The term u at the left side was inserted
to make −∆x + I invertible, which is always possible as we localized a bounded domain.
At �rst, we point out that maximal Lp-regularity in the 'usual setting' gives u ∈ Z(J) :=
H1
p(J ; Lp(Rn+; Rn))∩Lp(J ; H2

p(Rn+; Rn)). Next let us transfer the regularity assumptions and
compatibility conditions to this half space problem. What is known about the data is the
following

f ∈ H1/2
p (J ; Lp(Rn+)) ∩ Lp(J ; H2

p(Rn+)),

fn|t=0,y=0 ∈W2−3/p
p (Rn), ∂yf

t
|t=0,y=0 ∈W1−3/p

p (Rn; Rn−1), u0 ∈W4−2/p
p (Rn+; Rn),

ϑ ∈W
(4−1/p) 1

2
p (J ; Lp(Rn−1)) ∩ Lp(J ; W4−1/p

p (Rn−1)), ∂βxϑ ∈ Y0(J)

θ ∈W
(3−1/p) 1

2
p (J ; Lp(Rn−1; Rn−1)) ∩ Lp(J ; W3−1/p

p (Rn−1; Rn−1)), ∂βx θ ∈ Y1(J ; Rn−1),

Yi(J ;E) := W
(2−i−1/p) 1

2
p (J ; Lp(Rn−1;E)) ∩ Lp(J ; W2−i−1/p

p (Rn−1;E)), i = 0, 1,

where ∂βx with β ∈ Nn, |β| ≤ 2, denotes tangential derivatives up to order 2. Moreover, the
compatibility conditions take the form

un0|y=0 = ϑ|t=0 ∈W4−3/p
p (Rn), −[∂yu

t
0]|y=0 = θ|t=0 ∈W3−3/p

p (Rn; Rn−1),

∂tϑ|t=0 + ϑ|t=0 − η̃[∆un0 ]|y=0 = (λ̃+ η̃)[∂y∇·u0]|y=0 + fn|t=0,y=0 ∈W2−3/p
p (Rn), (3.4)

∂tθ|t=0 + θ|t=0 + η̃[∂y∆ut0]|y=0 = −(η̃ + λ̃)∂y∇x∇·u0|y=0 − ∂yf t|t=0,y=0 ∈W1−3/p
p (Rn; Rn−1).

As a �rst result, which can easily be veri�ed by di�erentiating all equations of (3.3) with
respect to ∂βx , we may claim ∂βxu ∈ Z(J) and along with u ∈ Z(J) this gives

u ∈ H1
p(J ; H2

p(Rn; Lp(R+))) ∩ Lp(J ; H2
p(Rn; H2

p(R+))).

Hence it is left to show that the normal derivatives ∂jyu, j ∈ {1, 2}, lie in Z(J) as well as
∂tu ∈ H1/2

p (J ; Lp(Rn+; Rn)) ∩ Lp(J ; H2
p(Rn+; Rn)). To establish this regularity, we provide a

solution formula of (3.3) from which the regularity can be read o�. At �rst, it is useful to
consider v := ∇·u solving

∂tv − (2η̃ + λ̃)∆v = ∇x · f t + ∂yf
n, t > 0, y > 0, x ∈ Rn−1,

−∂yv = ψ, t > 0, y = 0, x ∈ Rn−1, (3.5)

v = ∇·u0 =: v0, t = 0, y > 0, x ∈ Rn−1

with ψ = −∇x ·∂yut|y=0−∂
2
yu

n
|y=0 = ∇x · θ+ (2η̃+ λ̃)−1[fn|y=0−∂tϑ+ η̃∆xϑ− (η̃+ λ̃)∇x · θ],

in view of the identity −(2η̃ + λ̃)∂2
yu

n = η̃∆xu
n + (η̃ + λ̃)∇x · ∂yut − ∂tun + fn. Notice

that ψ belongs to W1/2−1/4p
p (J ; Lp(Rn))∩Lp(J ; W2−1/p

p (Rn)) which comes from fn|y=0 having

the least regularity. Further, the compatibility condition −[∂yv0]|y=0 = ψ|t=0 arises from
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the �rst three conditions of (3.4). A solution formula of (3.5) is very well-known, cf. [18],
however we need a presentation allowing a veri�cation of higher spatial regularity. In fact,
the purpose is to establish the regularity ∂yv, B

1/2v ∈ H1/2
p (J ; Lp(Rn+)) ∩ Lp(J ; H2

p(Rn+)),
as these terms will appear at the right side in the model problem for u, see below. For
this, let B = −∆x + I with domain D(B) = H2

p(Rn) and A1/2 = 1
2B − ∂

2
y with domain

D(A1/2) = {ϕ ∈ H2
p(Rn+) : ϕ|y=0 = 0} and φ denote the unique solution of

−∂2
yφ+ 1

2Bφ = e−(B/2)1/2yg, y > 0, g := g(v0) := [1
2Bv0 − ∂2

yv0]|y=0 (3.6)

φ(0) = v0|y=0,

which is given by

φ = Φ(y)v0|y=0 + y
2B
−1/2Φ(y)g ≡ Φ(y)v0|y=0 + (D + ( 1

2B)1/2)−1( 1
2B)−1/2Φ(y)g, (3.7)

where Φ denotes the analytical semigroup e−(B/2)1/2y. Further, we have set D = ∂y with
domain D(D) = 0H1

p(R+;X), X any Banach space, and this operator is sectorial, invertible
and belongs to BIP (Lp(R+;X)) with power angle π/2. Then φ belongs to W3−2/p

p (Rn+) due
to the regularities v0|y=0 ∈ W3−3/p

p (Rn−1) and g ∈ W1−3/p
p (Rn−1) as well as the mapping

properties of Φ, see Proposition 6.1. In view of the construction of φ, we easily see that

v0 − φ ∈ A−1/2
1/2 DA1/2(1 − 1/p, p) ≡ {ϕ ∈ W3−2/p

p (Rn+) : ϕ|y=0 = A1/2ϕ|y=0 = 0}, if traces
make sense. We further de�ne Sa(t) := e−aB/2t, a = 2η̃ + λ̃, and Ta(t) := e−aAt, where
we have set A := B − ∂2

y with domain D(A) = D(A1/2). Let G = ∂t with domain D(G) =
0H1

p(J ;X) := {ϕ ∈ H1
p(J : X) : ϕ|t=0 = 0} and Fα := (α−1G + B)1/2, any α > 0,

with domain D(Fα) = D(G1/2) ∩D(B1/2) ≡ 0H1/2
p (J ; Lp(Rn−1)) ∩ Lp(J ; H1

p(Rn−1)). These
operators are sectorial, invertible and belong to BIP

(
Lp(J ; Lp(Rn−1))

)
with power angles

θG ≤ π/2 and θFα ≤ π/4, respectively. Then v can be written as

v = v1 + e−FayF−1
a [ψ − ∂yv1|y=0], v1 := Ta(t)[v0 − φ] + Sa(t)φ+

Ta ∗
{
∇·f − e−Fη̃y(∇·f|y=0 − Sa(t)∇·f|y=0,t=0)− Sa(t)Φ(y)∇·f|y=0,t=0

}
(t)+

tSa(t)Φ(y)[∇·f|y=0,t=0 − 1
2Bv0|y=0 + ∂2

yv0|y=0] + y
2e
−FayF−1

a [∇·f|y=0 − Sa(t)∇·f|y=0,t=0]

To see that v possesses the regularity as mentioned, we remark that ∇ · f belongs to
H1/4
p (J ; Lp(Rn+)) ∩ Lp(J ; H1

p(Rn+)) and thus, by using trace theory, we obtain ∇ · f|y=0 ∈
W1/4−1/4p
p (J ; Lp(Rn−1)) ∩ Lp(J ; W1−1/p

p (Rn−1)), ∇ · f|t=0,y=0 ∈W1−5/p
p (Rn−1). The veri�ca-

tion of regularity for v is quite similar to ut and can be adopted, see below.
The results above are very helpful to �nd a solution formula for u. More precisely, u can

be considered as the unique solution of

∂tu
t − η̃∆ut = (λ̃+ η̃)∇xv + f t(t, y, x) =: ht, t > 0, y > 0, x ∈ Rn−1,

∂tu
n − η̃∆un = (λ̃+ η̃)∂yv + fn(t, y, x) =: hn, t > 0, y > 0, x ∈ Rn−1,

−∂yut = θ(t, x), un = ϑ(t, x), t > 0, y = 0, x ∈ Rn−1,

ut = ut0(y, x), un = un0 (y, x) t = 0, y > 0, x ∈ Rn−1,

where we splitted again u = (ut, un) and f = (f t, fn), and consider ∇v, which is known
by means of the results above, as an inhomogeneity. Therefore, the problem for ut and un
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decouples and each part can be represented in the following way

ut = ut1 + e−Fη̃yF−1
η̃ [θ − ∂yut1|y=0], ut1 := Tη̃(t)[ut0 − φt]+

Tη̃ ∗
{
ht − e−Fη̃y(ht|y=0 − Sη̃(t)ht|y=0,t=0)− Sη̃(t)Φ(y)ht|y=0,t=0

}
(t) + Sη̃(t)φt

+ tSη̃(t)Φ(y)[ht|y=0,t=0 − 1
2Bu

t
0|y=0 + ∂2

yu
t
0|y=0] + y

2e
−Fη̃yF−1

η̃ [ht|y=0 − Sη̃(t)ht|y=0,t=0]

and

un = un1 + Tη̃ ∗
{
hn − e−Fη̃y(hn|y=0 − Sη̃(t)hn|y=0,t=0)− Sη̃(t)Φ(y)hn|y=0,t=0

}
(t)

+ Tη̃(t)[un0 − φn] + y
2e
−Fη̃yF−1

η̃ [hn|y=0 − Sη̃(t)hn|y=0,t=0] + e−Fη̃y[ϑ− un1|y=0],

un1 := Sη̃(t)φn + tSη̃(t)Φ(y)[hn|y=0,t=0 −B/2u
n
0|y=0 + ∂2

yu
n
0|y=0].

Here, φ = (φt, φn) ∈ W4−2/p
p (Rn+; Rn−1) ×W4−2/p

p (Rn+) denotes the unique solution of (3.6)
with the data (Φ(y)g(u0), u0|y=0), which then implies u0 − φ ∈ A−1DA(1 − 1/p, p) ≡ {ϕ ∈
W4−2/p
p (Rn+; Rn) : ϕ|y=0 = Aϕ|y=0 = 0}. To understand where this regularity comes

from, one has to make sure of u0|y=0 ∈ W4−3/p
p (Rn−1; Rn), g(u0) ∈ W2−3/p

p (Rn−1; Rn)
and Φ(·)g(u0) ∈ W2−3/p

p (Rn+; Rn), by using Proposition 6.1. Further, due to the second

representation of φ, see (3.7), derivatives concerning ∂y correspond to B1/2 and there-

fore Bφ, ∂2
yφ ∼ Φ(y)Bu0|y=0 plus B1/2(D + ( 1

2B)1/2)−1Φ(y)g, where both terms lie in
W2−2/p
p (Rn+; Rn).
Observe that the compatibility conditions were incorporated in these formulas to the

result: θ|t=0 = ∂yu
t
1|y=0,t=0, ∂tθ|t=0 = ∂t∂yu

t
1|y=0,t=0, ϑ|t=0 = un1|y=0,t=0 and ∂tϑ|t=0 =

∂tu
n
1|y=0,t=0. Finally, this solution formula allows us to verify the additional regularity,

that is, ∂kxiu, ∂
k
yu ∈ Z(J), k = 1, 2, and ∂tu ∈ H1/2

p (J ; Lp(Rn+; Rn)). Exemplarily, this is
to be carried out by means of ut. At �rst, we study w := Tη̃(t)[ut0 − φt], where in this
case ∂t, ∂

2
xi and ∂

2
y correspond to A. Therefore, due to A[ut0 − φt] ∈ DA(1− 1/p, p) we may

conclude that w ∈ H2
p(J ; Lp(Rn+; Rn−1))∩Lp(J ; H4

p(Rn+; Rn−1)). The next part of ut1, namely
w := Tη̃ ∗ {. . .}, is more involved. To begin with, take note of {. . .}|y=0 = 0 which along
with {. . .} ∈ Lp(J ; H2

p(Rn+; Rn−1)) leads to Aw ∈ Z(J). Moreover, it is easy to see that

Sη̃(t)Φ(y)ht|y=0,t=0 ∈ Z(J), e−Fη̃y(ht|y=0 − Sη̃(t)ht|y=0,t=0) ∈ W1/2+1/2p
p (J ; Lp(Rn+; Rn−1)) ∩

Lp(J ; H2
p(Rn+; Rn−1)) and, since ht ∈ H1/2

p (J ; Lp(Rn+; Rn−1))∩Lp(J ; H2
p(Rn+; Rn−1)), we may

conclude from the identity ∂tw = T ∗ A{. . .} + {. . .} the wished regularity. The next
term under investigation is w := Sη̃(t)φt and even lies in Z2(J) := H2

p(J ; Lp(Rn+; Rn−1)) ∩
Lp(J ; H4

p(Rn+; Rn−1)). To see this, take notice of the regularities φt ∈W4−2/p
p (Rn+; Rn−1) and

Sη̃(t)[Bφt]|y=0 ∈ Lp(J ; W2−1/p
p (Rn; Rn−1)) ∩W1−1/2p

p (J ; Lp(Rn; Rn−1)) which follows from
Proposition 6.1. Further, as we have the relations ∂tw ∼ Bw, ∂2

xiw ∼ Bw and ∂2
yw ∼ Bw it

is su�cient to consider v := Bw solving

∂tv − η̃∆v = 0, t > 0, y > 0, x ∈ Rn−1,

v|y=0 ∈W1−1/2p
p (J ; Lp(Rn; Rn−1)) ∩ Lp(J ; W2−1/p

p (Rn; Rn−1)),

v|t=0 ∈W2−2/p
p (Rn+; Rn−1).

Then by maximal Lp-regularity we know v ∈ Z(J) and hence w ∈ Z2(J). The function
w := tSη̃(t)Φ(y)[ht|y=0,t=0 −

1
2Bu

t
0|y=0 + ∂2

yu
t
0|y=0] =: tSη̃(t)Φ(y)w̃00 =: tw̃ belongs to Z2(J)

as well. At �rst, observe that w̃00 ∈W2−3/p
p (Rn; Rn−1) and w̃ ∈ Z(J), as this function solves
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the problem above with right side 0, boundary data S(t)w̃00 and initial data Φ(y)w̃00, where
the data possess the regularity stated above. Moreover, w solves the problem above with
right side w̃, boundary data tS(t)w̃00 and initial data 0. Because of this observation we are
able to rewrite w as follows

w(t, y) = e−Fη̃ytSη̃(t)w̃00 + 1
2F
−1/2
η̃

∫ ∞
0

[e−Fη̃|y−s| − e−Fη̃(y+s)]w̃(t, s) ds

≡ e−Fη̃y(G+ 1/2B)−1Sη̃(t)w̃00 + . . . ,

and this representation reveals the regularity. At last, we study the function w(t, y) :=
y
2F
−1
η̃ e−Fη̃y[ht|y=0 − Sη̃(t)ht|t=0,y=0] which, by using similar arguments, can be rewritten as

w(t, y) = 1
2 (D + Fη̃)−1F−1

η̃ e−Fη̃y[ht|y=0 − Sη̃(t)ht|t=0,y=0],

where we set D = ∂y with domain D(D) = 0H1
p(R+;X), X any Banach space. Note that

D is sectorial, invertible and belongs to BIP (Lp(R+;X)) with power angle π/2. Having in
mind that [ht|y=0−Sη̃(t)ht|t=0,y=0] ∈ 0W1/2−1/4p

p (J ; Lp(Rn; Rn−1))∩Lp(J ; W2−1/p
p (Rn; Rn−1))

and thus e−Fη̃y[. . .] ∈ 0W1/2+1/2p
p (J ; Lp(Rn+; Rn−1)) ∩ Lp(J ; H2

p(Rn+; Rn−1)) as well as the
embedding

0W1/2+1/2p
p (J ; Lp(Rn+; Rn−1)) ↪→ 0H1/2

p (J ; Lp(Rn+; Rn−1)),

it is an easy task to verify that ∂tw, Bw, ∂
2
yw ∈ H1/2

p (J ; Lp(Rn+; Rn−1))∩Lp(J ; H2
p(Rn+; Rn−1))

which �nally shows

w ∈ H3/2
p (J ; Lp(Rn+; Rn−1)) ∩H1

p(J ; H2
p(Rn+; Rn−1)) ∩ Lp(J ; H4

p(Rn+; Rn−1)),

�nishing the proof. �

3.2. The continuity equation

In this section the equation of conservation of mass is carefully studied in terms of the
regularity dependency of u, that is, we are interested in the �maximal� regularity we can
expect. Since a third order term of ρ appears in the Cahn-Hilliard equation, which is
supposed to be in X2(J), we need ∂xi∂xj∂xkρ ∈ Lp(J ; Lp(Ω)), i, j, k ≤ 3, at least. A similar
situation occurs in the Navier-Stokes equation, since here �rst order terms of ρ have to be in
Lp(J ; H2

p(Ω)). Surprisingly, this regularity and even more can be gained from the assumption
u ∈ Z1(J).

Lemma 3.1 Let Ω be a bounded domain in Rn, n ≥ 1, with boundary Γ, J = [0, T ] a
compact time interval, and p > max{4/3, n/2}. Further, assuming that ρ0 ∈ H3

p(Ω) with

ρ0(x) > 0 for all x ∈ Ω, and u ∈ Z1(J) satis�es (u|ν) ≥ 0 on Γ. Then problem (2.3)
supplemented with initial condition ρ(0) = ρ0 possesses a unique positive solution ρ ∈ Z3(J)
and there exists a constant c0(R) independent of T such that

‖ρ‖Z3(J) ≤ c0, (3.8)

provided that ‖ρ0‖H3
p(Ω), ‖u‖Z1(J) ≤ r, r ∈ (0, R).
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Proof. Step I � preliminaries. First of all we shall state some embeddings which will
be crucial for all forthcoming estimates. These embeddings are due to the mixed derivative
theorem and Sobolev embeddings, for which p > max{1, n/2} is su�cient. Let θ ∈ (0, 1)
and 1 < p <∞ then it holds

Z1(J) ↪→ H1+θ/2
p (J ; H(1−θ)2

p (Ω; Rn)) ∩Hθ

p(J ; H(1−θ)2+2
p (Ω; Rn)).

Setting Ei := Rni , i = 1, . . . , 4 we infer from this embedding and the assumption p >
max{4/3, n/2} that

u ∈ Cα(J ; C(Ω;E1)), ∇u ∈ H1/2
p (J ; C(Ω;E2)) ∩ C(J ; H1

p(Ω;E2)), ∃α > 1/4

∂tu ∈ Lp(J ; C(Ω;E1)), ∇∂tu ∈ H1/4
p (J ; Lp(Ω;E2)) ∩ Lp(J ; H1

p(Ω;E2)),

∇2u ∈ Lp(J ; C(Ω;E3)), ∇3u ∈ H1/2
p (J ; Lp(Ω;E4)),

(3.9)

Further, a substantial argument will be that all subsequent constants C, Ci, ci, i ∈ N, which
may di�er from line to line, are always independent of u, ρ and T , but may depend on
the constant R. Since this fact plays a decisive role and will be used several times, we are
going to show that is always possible to estimate u (∇u, ∇2u, etc.) independent of T in the
function spaces being under considerations. For this, let w ∈ Z1(R+) be any function such
that w(0) − u(0) = 0 and ‖w‖Z1(R+) ≤ r. Further, let Y (J) denote a function space with
the property Z1(J) ↪→ Y (J) as well as there exists a bounded extension operator E+ from

0Y (J) to 0Y (R+) satisfying ‖E+‖B(0Z1(R+),0Z1(J)) =: c+ <∞. Using ‖u‖Z1 ≤ r, r ∈ (0, R),
and the assumptions above we can proceed as follows

‖u‖Y (J) ≤ ‖u− w‖0Y (J) + ‖w‖Y (R+) ≤ ‖E+(u− w)‖0Y (R+) + C1‖w‖Z1(R+)

≤ C2‖E+(u− w)‖0Z1(R+) + C1r ≤ C2c+‖u− w‖0Z1(J) + C1r

≤ C2c+(‖u‖Z1(J) + ‖w‖Z1(R+)) + C1r ≤ 2C2c+R+ C1R,

which shows independency of T and r. Another preliminary consideration concerns estimates
of solutions % : J × Ω→ E, E any �nite dimensional space, of

∂t%+∇% · v + %∇·v = f(t, x, %), (t, x) ∈ J × Ω,
% = %0(x), (t, x) ∈ {0} × Ω,

(3.10)

where %0 ∈ Lp(Ω;E), and f is subject to the condition

‖f(t, %)‖Lp(Ω;E) ≤ k1(t)‖%(t)‖Lp(Ω;E) + k2(t), k1(t), k2(t) ∈ L1(J ; R+). (3.11)

Lemma 3.2 Let Ω be a bounded domain in Rn, n ≥ 1, with boundary Γ, J = [0, T ]
a compact time interval, and p ∈ (1,∞). Further, assuming that %0 ∈ Lp(Ω;E), v ∈
L1(J ; C1(Ω;E)) satis�es (v|ν) ≥ 0 on Γ, and f ful�ls condition (3.11). Then, every solution
% of problem (3.10) su�ces the estimate

‖%‖B(J;Lp(Ω;E)) ≤ exp
{
‖∇·v‖L1(J;C(Ω)) + ‖k1‖L1(J)

}(
‖%0‖Lp(Ω;E) + ‖k2‖L1(J)

)
. (3.12)

Moreover, assuming that %0 ∈ L∞(Ω;E) and k1, k2 are independent of p, we even conclude

‖%‖B(J;L∞(Ω;E)) ≤ exp
{
‖∇·v‖L1(J;C(Ω)) + ‖k1‖L1(J)

}(
‖%0‖L∞(Ω;E) + ‖k2‖L1(J)

)
. (3.13)
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Proof of Lemma 3.2. After multiplying the di�erential equation of (3.10) with |%(t)|p−2%(t),
integrating over Ω and integration by parts, we obtain

d

dt
1
p‖%(t)‖pLp(Ω;E) = 1−p

p

∫
Ω

∇·v(t, x)|%(t, x)|p dx+
∫
Ω

f(t, x, %) · %(t, x)|%(t, x)|p−2 dx

− 1−p
p

∫
Γ

|%(t, x)|p(v|ν) dσ ≤ p−1
p ‖∇·v(t)‖C(Ω)‖%(t)‖pLp(Ω;E) + ‖f(t, %)‖Lp(Ω;E)‖%(t)‖p−1

Lp(Ω;E)

≤
[
‖∇·v(t)‖C(Ω) + k1(t)

]
‖%(t)‖pLp(Ω;E) + k2(t)‖%(t)‖p−1

Lp(Ω;E).

From this inequality we conclude d
dt‖%(t)‖Lp(Ω;E) ≤ (‖∇·v(t)‖C(Ω)+k1(t))‖%(t)‖Lp(Ω;E)+k2(t),

which, after employing Gronwall's Lemma, leads to

‖%(t)‖Lp(Ω;E) ≤ exp

{ t∫
0

‖∇·v(s)‖C(Ω) + k1(s) ds

}(
‖%0‖Lp(Ω;E)+

t∫
0

exp

{
−

t∫
s

‖∇·v(τ)‖C(Ω) + k1(τ) dτ

}
k2(s) ds

)
≤ exp

{
‖∇·v‖L1(J;C(Ω)) + ‖k1‖L1(J)

}(
‖%0‖Lp(Ω;E) + ‖k2‖L1(J)

)
and thus estimate (3.12). Finally, letting go p→∞ in (3.12) we obtain the second estimate
(3.13) as well. Notice that the assumptions %0 ∈ L∞(Ω;E) and k1, k2 being independent of
p allow this limiting process. �

Step II - u ∈ Z1(J) implies ρ ∈ B(J ; H3
p(Ω)) and ∂tρ ∈ B(J ; Lp(Ω)). Due to Lemma 3.2

and the above remarks we are able to derive estimates for ∇kρ, k = 0, . . . , 3, independent
of J . In fact, since ρ solves (2.3) we may apply Lemma 3.2 with f ≡ 0 resulting in

‖ρ‖B(J;Lp(Ω)) ≤ exp
{
‖∇·u‖L1(J;L∞(Ω))

}
‖ρ0‖Lp(Ω) ≤ c1(R),

‖ρ‖B(J;L∞(Ω)) ≤ cEc1 =: c2(R),
(3.14)

where the embedding Z1(J) ↪→ L1(J ; C1(Ω; Rn)) entered. A similar estimate for ∇ρ can be
derived, as % := ∇ρ solves

∂t%+∇% · u+ %∇·u = −∇u · %− ρ∇∇·u =: f (3.15)

and f satis�es the estimate

‖f(t)‖Lp(Ω;E1) ≤ ‖u(t)‖C1(Ω;E2)‖%(t)‖Lp(Ω;E1) + c2|Ω|1/p‖u(t)‖C2(Ω;E1),

as u(t) ∈ H4
p(Ω;E1) ↪→ C2(Ω;E1) for p > n/2. Due to the remarks in step II and Lemma

3.2 we obtain

‖∇ρ‖B(J;Lp(Ω;E1)) ≤ e
2‖u‖L1(J;C1(Ω;E1))

(
‖∇ρ0‖Lp(Ω;E1) + c2‖u‖L1(J;H2

p(Ω;E1))

)
≤ c3,

‖∇ρ‖B(J;L∞(Ω;E1)) ≤ e
2‖u‖L1(J;C1(Ω;E1))

(
‖∇ρ0‖L∞(Ω;E1) + c2‖u‖L1(J;C2(Ω;E1))

)
≤ c4.

(3.16)
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Besides, the estimates (3.14), (3.16), (3.16) and the equation of mass entail the estimate
‖∂tρ‖B(J;Lp(Ω)) ≤ (c2 + c4)‖u‖C(J;H1

p(Ω;E1)) ≤ c5(R). The higher spatial regularity of ρ can

be proved in same manner as before. More precisely, at �rst one applies ∇2 to (2.3) to
obtain an equation for % := ∇2ρ having the form

∂t%+∇% · u+ %∇·u = −2% · ∇u−∇ρ · ∇2u− 2∇ρ⊗∇∇·u− ρ∇2∇·u =: f,

where f su�ces the inequality

‖f(t)‖Lp(Ω;E2) ≤ 2‖u(t)‖C1(Ω;E1)‖%(t)‖Lp(Ω;E2) + (3c4 + c2)‖u(t)‖H3
p(Ω;E1).

Reasoning in the same way as before gives rise to the estimate ‖∇2ρ‖B(J;Lp(Ω;E2)) ≤ c6(R).
In the next step ∇3 is applied to (2.3), and in view of ∇2ρ ∈ B(J ; Lp(Ω;E2)) and ∇2u ∈
Lp(J ; C(Ω;E3)) we may proceed as usual, leading to the result ‖ρ‖B(J;H3

p(Ω)) ≤ c7(R). We

point out that p > n/2 is only required.

Step III - ρ ∈ H
2+ 1

4
p (J ; Lp(Ω)). This regularity is available due to∇·∂tu ∈ H1/4

p (J ; Lp(Ω)),
which is caused by the embedding Z1(J) ↪→ H1+1/4

p (J ; H1
p(Ω; Rn)), and the equation

∂2
t ρ = −∇∂tρ · u− ρ∇·∂tu− ∂tρ∇·u−∇ρ · ∂tu. (3.17)

The idea is based on studying the regularity of the right-hand side which is at most as
mentioned above. Since no further information of ∇∂tρ is at hand, we �rstly aim at proving
∇∂tρ ∈ B(J ; Lp(Ω; Rn)). This can easily be derived from the equation (3.15) in view of the
estimate

‖∇∂tρ‖B(J;Lp(Ω;E1)) ≤ ‖ρ‖B(J;L∞(Ω))‖∇∇·u‖C(J;Lp(Ω;E1))

+ 2‖∇ρ‖B(J;L∞(Ω;E1))‖∇u‖C(J;Lp(Ω;E2)) + ‖∇2ρ‖B(J;Lp(Ω;E2))‖u‖C(J;C(Ω;E1))

≤ (c2 + 2c4)‖u‖C(J;H2
p(Ω;E1)) + c7‖u‖C(J;C(Ω;E1)) ≤ c10(R).

Now, on account of the regularities ρ, ∂xiρ ∈ B(J ; L∞(Ω)) and ∂tρ, ∂xi∂tρ ∈ B(J ; Lp(Ω)),
we perceive that each term on the right-hand side of (3.17) lies in Lp(J ; Lp(Ω)) at least
(without any additional restriction to p); thus we conclude, by using all previous results,
ρ ∈ Y := H2

p(J ; Lp(Ω))∩H1
∞(J ; H1

p(Ω))∩B(J ; H3
p(Ω)) and ‖ρ‖Y ≤ c11(R). To make out more

time regularity for ρ, we only have to put this newly-acquired regularity into the equation
(3.15) and carry out similar estimates in �better� spaces. More precisely, the �rst purpose
is to show ∇∂tρ ∈ H1/4

p (J ; Lp(Ω;E1)) which implies ρ ∈ Y ∩ H1+1/4
p (J ; H1

p(Ω)). Taking into
account the embeddings (3.9) and

Y ↪→ H1
s(J ; H1

p(Ω)) ∩ Ls(J ; H3
p(Ω)) ↪→ Hθ

s(J ; H1+(1−θ)2
p (Ω)), ∀s ∈ [1,∞), θ ∈ (0, 1),

which implies

Hθ

s(J ; H1+(1−θ)2
p (Ω)) ↪→ Cα(J ; H2

p(Ω)) ↪→ Cα(J ; C(Ω)), α ∈ [0, 1),

we may proceed as follows

‖∇∂tρ‖H1/4
p (J;Lp(Ω;E1))

≤ ‖ρ‖Cα(J;C(Ω))‖∇∇·u‖H1/4
p (J;Lp(Ω;E1))

+ 2‖∇ρ‖Cα(J;Lp(Ω;E1))·

‖∇u‖
H

1/4
p (J;L∞(Ω;E2))

+ ‖∇2ρ‖
H

1/4
p (J;Lp(Ω;E2))

‖u‖Cα(J;C(Ω;E1)) ≤ c10(R), α > 1/4.
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Now, according to the equation (3.17) and the regularity ρ ∈ Y ∩H5/4
p (J ; H1

p(Ω)) as well as
the above embeddings, we easily infer

‖∂2
t ρ‖H1/4

p (J;Lp(Ω))
≤ ‖∇∂tρ‖H1/4

p (J;Lp(Ω;E1))
‖u‖Cα(J;C(Ω;E1))

+ ‖∇ρ‖Cα(J;H1
p(Ω;E1))‖∂tu‖H1/4

p (J;H1
p(Ω;E1))

+ ‖∂tρ‖H1/4
p (J;H1

p(Ω))
‖∇·u‖Cα(J;H1

p(Ω)) + ‖ρ‖Cα(J;C(Ω))‖∂t∇·u‖H1/4
p (J;Lp(Ω))

≤ c11(R),

which shows the estimate (3.8).
Step IV � existence and uniqueness. This is a very well-known result and a consequence

of the theory of symmetric hyperbolic systems as well as the estimate (3.8), cf. [17].
The next lemma concerns the estimate of di�erences of solutions of the equation of mass.

Lemma 3.3 Let Ω ⊂ Rn, n ≥ 1, be a bounded domain with smooth boundary Γ, J = [0, T ],
p > p̂ and r ∈ [1,∞). Assuming that (u1, ρ1), (u2, ρ2) ∈ Z1(J) × Z3(J) with (ui|ν) ≥ 0
on Γ, i = 1, 2, and ‖(ui, ρi)‖Z1(J)×Z3(J) ≤ K0, K0 ∈ (0,K). If both (u1, ρ1) and (u2, ρ2)
solve (2.3) with initial data (u0, ρ0), then there is a constant κ(T,K) > 0 with the property
κ(T,K)→ 0 as T → 0, such that

‖ρ1 − ρ2‖0H1
r(J;Lp(Ω)) + ‖ρ1 − ρ2‖B(J;H1

p(Ω)) ≤ κ(T,K)‖u1 − u2‖0Z1(J). (3.18)

Proof. Supposing that (ui, ρi) ∈ Z1(J) × Z3(J) with ‖ui‖Z1(J) + ‖ρi‖Z3(J) ≤ K0 < K,
i = 1, 2, solve the equation of conservation of mass. Let denote % := ρ1−ρ2 and v := u1−u2

then (%, v) satis�es

∂t%+∇·(%u1) = −∇·(ρ2v), (t, x) ∈ J × Ω,
% = 0, (t, x) ∈ {0} × Ω.

(3.19)

Applying Lemma 3.2 we are able to derive the following estimate

‖%‖B(J;Lp(Ω)) ≤ exp
{
‖u1‖L1(J;C1(Ω;Rn))

}
‖∇·(ρ2v)‖L1(J;Lp(Ω))

≤ exp
{
cE‖u1‖L1(J;H4

p(Ω;Rn))

}(
‖ρ2‖B(J;C(Ω))‖∇·v‖L1(J;Lp(Ω))

+ cE‖∇ρ2‖B(J;H1
p(Ω;Rn))‖v‖L1(J;H1

p(Ω;Rn))

)
where in the latter inequality we exploited the embeddings H4

p(Ω) ↪→ C1(Ω), H3
p(Ω) ↪→ C(Ω),

for p > n/3, as well as inequality (6.1). Due to the boundedness ‖u1‖Z1(J), ‖ρ2‖Z3(J) ≤
K0 < K, we further conclude

‖%‖B(J;Lp(Ω)) ≤ C(K)‖v(s)‖L1(J;H1
p(Ω;Rn)) ≤ C(K)T‖v‖C(J;H1

p(Ω;Rn))

≤ C(K)T‖v‖0Z1(J),
(3.20)

due to the embedding Z1(J) ↪→ H1/2
p (J ; H1

p(Ω; Rn)) ↪→ C(J ; H1
p(Ω; Rn)), p > 2. Next we

apply ∇ to (3.19) in order to derive an estimate for ∇%. The equation we have to study
reads as

∂t∇%+∇2% · u1 +∇%∇·u1 = −∇u1 · ∇%−∇∇·(ρ2v)− %∇∇·u1 =: f, (3.21)
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where f ful�ls the estimate

‖f(t)‖Lp(Ω;Rn) ≤ ‖u1(t)‖C1(Ω;Rn)‖∇%(t)‖Lp(Ω;Rn) + ‖∇∇·(ρ2v)(t)‖Lp(Ω;Rn)

+ cE‖%(t)‖H1
p(Ω)‖∇∇·u1(t)‖H2

p(Ω;Rn)

≤ 2cE‖u1(t)‖H4
p(Ω;Rn)‖∇%(t)‖Lp(Ω;Rn) + C(K)‖v(t)‖H2

p(Ω;Rn)

+ c(K)T‖v‖0Z1(J)‖u1(t)‖H4
p(Ω;Rn).

Using again Lemma 3.2 we arrive at the inequality

‖∇%(t)‖B(J;Lp(Ω;Rn)) ≤ e3cE‖u1‖Z1(J)
(
c(K)T‖v‖0Z1(J)‖u1‖Z1(J)

+c(K)‖v‖L1(J:H2
p(Ω;Rn))

)
≤ c(K)(T + T 1−1/p)‖v‖0Z1(J),

and along with (3.20) this gives the �rst part of (3.18). So, it lefts to prove an estimate for
∂t% in Lr(J ; Lp(Ω)). This is again a consequence of equation (3.19). In fact, having in mind
the embedding H2

p(Ω) ↪→ C(Ω) and inequality (6.1) we come up to

‖∂t%‖Lr(J;Lp(Ω)) ≤ T 1/r‖∇%‖B(J;Lp(Ω;Rn))‖u1‖C(J;C(Ω;Rn))

+ cE‖%‖B(J;H1
p(Ω))‖∇·u1‖Lr(J;H1

p(Ω)) + ‖ρ2‖B(J;L∞(Ω))‖v‖Lr(J;H1
p(Ω;Rn))

+ cE‖∇ρ2‖B(J;L∞(Ω;Rn))‖v‖Lr(J;H1
p(Ω;Rn))

≤ c(T 1/r‖%‖B(J;H1
p(Ω))‖u1‖C(J;C(Ω;Rn)) + ‖ρ2‖B(J;H3

p(Ω))‖v‖Lr(J;H1
p(Ω;Rn))).

In view of the embeddings u1 ∈ H1
p(J ; H2

p(Ω)) ↪→ C(J ; C(Ω; Rn)), p > n/2, and v ∈ Z1(J) ↪→
C(J ; H1

p(Ω; Rn)), we may continue with the above estimate as follows

‖∂t%‖Lr(J;Lp(Ω)) ≤ c(K)T 1/r
(
‖%‖B(J;H1

p(Ω)) + ‖v‖C(J;H1
p(Ω))

)
≤ c(K)T 1/r(T + T 1−1/p + 1)‖v‖0Z1(J),

which �nally implies the second part of (3.18), �nishing the proof. �

Remark 3.1 This lemma or rather the approach of the proof is the real cause for working
in di�erent regularity classes with respect to selfmapping and contraction. To get the idea
why this approach seems to be necessary, we have to take a closer look on the Lp-estimate
for ∇% = ∇(ρ1− ρ2). For the time being, let us assume that selfmapping and contraction is
proved in the same space, which for the sake of simplicity is to be (u, ρ) ∈ Lp(J ; H2

p(Ω; Rn))×
B(J ; H1

p(Ω)). To obtain Lp-estimates for the density, we have always applied Lemma 3.2
and this is also the case for di�erences. However, the right-hand side of (3.21) has to
satisfy the condition (3.11) of Lemma 3.2 meaning that ∇∇·(ρ2v) ∈ L1(J ; Lp(Ω)) and thus
ρ2 ∈ L1(J ; H2

s(Ω)) at least, s ∈ (1,∞) chosen appropriately. This contradicts the assumption
ρ1, ρ2 ∈ B(J ; H1

p(Ω)). This lack of regularity always occurs and cannot be resolved by
considering higher regularities.

3.3. A weak estimate for Cahn-Hilliard

This section is devoted to a �weak estimate� for solutions of the Cahn-Hilliard equation (2.2).
This subject will play a decisive role in proving contraction for the �xed point equation. But
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�rst of all, we recall the reformulated Cahn-Hilliard equation (2.15)

ε0ρ0
γ0

∂tc−∇·(ε0∇(g −∇·(ε0∇c)) = ε0
γ0

{
∂t
(
[ρ0 − ρ]c

)
−∇·

(
cρu− (γ0 − γ)∇[∇·(ε0∇c) + g]

)}
− ε20

γ0
∇(γ0

ε0
) · ∇[∇·(ε0∇c)− g],

∂νc = 0, ∂ν(g −∇·(ε0∇c)) = 0

with g(ρ, c) := ∇·([ε− ε0]∇c) + ρ−1ε∇ρ · ∇c− ∂cψ. Next we de�ne M := ε0ρ0
γ0

with domain

D(M) := Y := Lp(J ;X) and X := Lp(Ω), G = ∂t with natural domain D(G) = 0H1
p(J ;X),

and Aε = −∇· (ε∇) with domain D(Aε) := {v ∈ H2
p(Ω) : ∂νv = 0}. Further, let Aε denote

the natural extension to Lp(J ;X) with domain Lp(J ;D(Aε)); then M , G, Aε are sectorial
operators and M , G are even invertible. Moreover, these operators belong to BIP (Y ) with
power angles θM = 0, θG = π/2 and θAε = 0. Let (u1, c1), (u2, c2) ∈ Σ and ρi := L[ui, ρ0]
solve problem (2.1)-(2.8). Then we introduce ϑ := c1−c2 to distinguish di�erences appearing
on the left-hand and right-hand side. This function satis�es

MGϑ+Aε0 [φ+Aε0ϑ] = ε0
γ0
GΦ1 − ε0

γ0
∇·Φ2 +Aγ0−γ1(φ−Aε0 [c1 − c2])

−Aγ1−γ2(Aε0c2 − g(ρ2, c2)) + ε20
γ0
∇(γ0

ε0
) · ∇(φ+Aε0 [c1 − c2]), (3.22)

where we used again ε0 := ε0(0, x, ρ0(x), c0(x)) as well as

φ := g(ρ1, c1)− g(ρ2, c2), Φ1 := (ρ0 − ρ1)(c1 − c2)− (ρ1 − ρ2)c2, Φ2 := c1ρ1u1 − c2ρ2u2

with ai := a(t, x, ρi, ci), a ∈ {γ, ε}, i = 1, 2. In this setting the di�erence ϑ can be estimated
in 0Z2(J) by means of di�erences on the right-hand side. This astounding result draws upon
the divergence structure and appropriate boundary conditions as well as maximal regularity.

Lemma 3.4 Let Ω ⊂ Rn, n ≥ 1, be a bounded domain with smooth boundary Γ, and
J = [0, T ] a compact time interval and p ∈ (p̂,∞). Assuming that γ0, ε0 belong to H3

p(Ω)
and γ0(x), ε0(x) > 0 for all x ∈ Ω. Further, let (ui, ci) ∈ Σ and ρi := L[ui, ρ0], i = 1, 2,
and ϑ ∈ 0Z2(J) solve (3.22). Then there exists a constant M2(R) > 0 (R0 < R), such that

‖ϑ‖0Z2(J) ≤M2

(
‖φ‖Lp(J;Lp(Ω)) + ‖Φ1‖

0H
1/2
p (J;Lp(Ω))

+ ‖Φ2‖Lp(J;Lp(Ω))+

‖γ0 − γ1‖B(J;C1(Ω))‖c1 − c2‖Lp(J;H2
p(Ω)) + max{T 1

4 , T
1
4 + 1

p }‖γ1 − γ2‖0B(J;H1
p(Ω))

)
. (3.23)

Proof. At �rst, let us de�ne B := G1/2 +Aε0 . Having in mind that G and Aε0 commute
as well as G is invertible, the Dore-Venni theorem yields that B with domain

D(B) = D(G1/2) ∩D(Aε0) = [D(G), Y ]1/2 ∩D(Aε0) = 0H1/2
p (J ; Lp(Ω)) ∩ Lp(J ;D(Aε0))

is invertible, sectorial, and belongs to BIP (Y ) with power angle θB ≤ max{θG/2, θA} =
π/4. Furthermore, if we set F := MG+Aε0Aε0 with domain D(F ) = D(G)∩D(A2

ε0), then
maximal Lp-regularity of the Cahn-Hilliard problem gives rise to F ∈ Lis(D(F ), Y ). The
next step consists in stating a weak formulation of (3.22). For this, we multiply (3.22) with
ψ, integrate over J × Ω and integrate by parts etc. to obtain

〈(G1/2)′ψ|MG1/2ϑ〉+ 〈A′ε0ψ|Aε0ϑ+ φ〉 = 〈(G1/2)′ψ| ε0γ0
G1/2Φ1〉+ 〈∇( ε0γ0

ψ)|Φ2〉

+ 〈Aγ0−γ1ψ|φ−Aε0 [c1 − c2]〉+ 〈[γ1 − γ2]∇ψ|∇[Aε0c2 − g(ρ2, c2)]〉

− 〈∇·( ε
2
0
γ0
∇(γ0

ε0
)ψ)|φ+Aε0 [c1 − c2]〉, (3.24)
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for all ψ ∈ D((G1/2)′) ∩ D(A′ε0). Here 〈·|·〉 denotes the duality pairing between Y and
Y ′ := Lp′(J ;X ′), A′ε0 ≡ Aε0 with domain D(A′ε0) := {ϕ ∈ Lp′(J ; H2

p′(Ω)) : ∂νϕ = 0}, and

(G1/2)′v := −
T∫
t

g1/2(τ − t)v′(τ) dτ = −∂t

T−t∫
0

g1/2(τ)v(τ + t) dτ, g1/2 :=
t−1/2

Γ(1/2)
,

with domain D((G1/2)′) := {v ∈ H1/2

p′ ([0, T ];X ′) : v(T ) = 0}. Notice that (G1/2)′ and
A′ε0 commute and belong to BIP (Y ′) with power angles θ(G1/2)′ ≤ π/2 and θA′ε0 = 0,
respectively. As above, we may conclude by the Dore-Venni theorem that (G1/2)′ + A′ε0 is
invertible and belongs to BIP (Y ′). In particular, there exists a constant c > 0 such that
for all ψ ∈ D((G1/2)′) ∩D(A′ε0) holds

‖(G1/2)′ψ‖Y ′ + ‖A′ε0ψ‖Y ′ ≤ c‖(G
1/2)′ψ +A′ε0ψ‖Y ′ .

With these preliminary considerations we are able to �nd an estimate for ϑ in 0Z2(J). The
idea is based on equivalence of the norms ‖ϑ‖0Z2(J) and ‖B−1Fϑ‖Y as well as exploitation
of duality relations. Therefore, we have to study the dual operator B′. Since B is densely
de�ned, closable, and bounded invertible, we already know the existence of (B−1)′ as well as
(B−1)′ = (B′)−1 ∈ B(Y ′, D(B′)) where D(B′) = {y′ ∈ Y ′ : ∃z′ ∈ Y ′ : (y′|By) = (z′|y) ∀y ∈
D(B)}. Furthermore, in view of the dense embedding D(B) ↪→ Y , which implies uniqueness
of z′ ∈ Y ′, the above characterisation of D(B′) takes the form

D(B′) = {y′ ∈ Y ′ : (G1/2)′y′ +A′ε0y
′ = z′ ∈ Y ′}.

The equation (G1/2)′y′ +A′ε0y
′ = z′ can uniquely be solved in Y ′, that is, for every z′ ∈ Y ′

there exists a unique y′ ∈ D((G1/2)′)∩D(A′ε0); but this entailsD(B′) = D((G1/2)′)∩D(A′ε0).
We are now prepared to tackle the estimation of ϑ in 0Z2(J). On condition that φ ∈ 0Z2(J)
and ϑ ∈ 0Z2(J) satisfy (3.22), which implies ϑ + B−1φ ∈ D(F ) due to the regularity
B−1φ ∈ 0Z2(J) as well as ∂νϑ = ∂νB

−1φ = 0 and ∂νAε0(ϑ + B−1φ) = ∂ν(Aε0ϑ + φ) −
G1/2∂νB

−1φ = 0, we may proceed as follows

‖ϑ‖0Z2(J) ≤ C‖ϑ‖D(B) ≤ C(‖ϑ+B−1φ‖D(B) + ‖B−1φ‖D(B))

≤ C(‖B(ϑ+B−1φ)‖Y + ‖φ‖Y ) = C(‖LB−1F (ϑ+B−1φ)‖Y + ‖φ‖Y )

with L := BF−1B. Thus, we have to show boundedness of L, more precisely, for all
ψ ∈ D(B) it must hold ‖Lψ‖Y ≤ c‖ψ‖Y . To see this, we �rstly reform L according to

L = BG1/2F−1 +BF−1Aε0 = B2F−1 +BG1/2F−1 [Aε0 ,M ]
−
G1/2F−1.

Computation of the commutator results in

[Aε0 ,M ]
−
ψ = 2ε0∇( ε0ρ0

γ0
) · ∇ψ +∇·(ε0∇( ε0ρ0

γ0
))ψ =: K1ψ

where K1 is a di�erential operator of �rst order. Thus L can be represented as follows

L = B2F−1 + [BF−1/2][G1/2F−1/2][K1F
−1/2][G1/2F−1/2],
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from which boundedness, bearing in mind the regularity assumptions on ρ0, γ0, ε0 as well
as the condition on p, is obvious. After all we have achieved

‖ϑ‖0Z2(J) ≤ c1‖B−1F (ϑ+B−1φ)‖Y + c2‖φ‖Y .

Setting ϑ̃ := ϑ + B−1φ, the �rst norm is equivalent to sup{〈ψ′|B−1Fϑ̃〉 : ‖ψ′‖Y ′ ≤ 1} =
sup{〈ψ|Fϑ̃〉 : ψ = (B′)−1ψ′ ∈ D(B′), ‖B′ψ‖Y ′ ≤ 1} and, due to relation (3.24), we obtain

‖B−1Fϑ̃‖Y = sup
‖B′ψ‖Y ′≤1

[
〈(G 1

2 )′ψ|MG
1
2ϑ〉+ 〈A′ε0ψ|Aε0ϑ+ φ〉+ 〈(G 1

2 )′ψ|MG
1
2B−1φ〉

−〈A′ε0ψ|G
1
2B−1φ〉

]
≤ C‖φ‖Y + sup

‖B′ψ‖Y ′≤1

(
〈(G 1

2 )′ψ| ε0γ0
G1/2Φ1〉+ 〈∇( ε0γ0

ψ)|Φ2〉

+ 〈Aγ0−γ1ψ|φ−Aε0 [c1 − c2]〉+ 〈[γ1 − γ2]∇ψ|∇[Aε0c2 − g(ρ2, c2)]〉 − 〈∇·( ε
2
0
γ0
∇(γ0

ε0
)ψ)|φ〉

− 〈∇·[ ε
2
0
γ0
∇(γ0

ε0
)ψ]|Aε0 [c1 − c2]〉

)
≤ C

(
‖φ‖Y + ‖Φ1‖

0H
1/2
p (J;Lp(Ω))

+ ‖Φ2‖Lp(J;Lp(Ω;Rn))

+ ‖γ0 − γ1‖C(J;C1(Ω))‖c1 − c2‖0Z2(J)

)
+ sup
‖B′ψ‖Y ′≤1

|〈∇·[ ε
2
0
γ0
∇(γ0

ε0
)ψ]|Aε0 [c1 − c2]〉|

+ sup
‖B′ψ‖Y ′≤1

|〈[γ1 − γ2]∇ψ|∇[Aε0c2 − g(ρ2, c2)]〉|.

In the end, the remaining terms can be estimated by Hölder's inequality with exponents
s = 4p

4+p and s′ = 4p
3p−4 due to the embeddings |∇ψ| ∈ H1/4

p′ (J ; Lp′(Ω)) ↪→ Ls′(J ; Lp′(Ω)),
c1 − c2 ∈ 0Z2(J) ↪→ 0H1/4

p (J ; H1
p(Ω)) ↪→ 0C(J ; C(Ω)), c2 ∈ Z2(J) ↪→ H1/4

p (J ; H3
p(Ω)) ↪→

C(J ; H3
p(Ω)) and ρ2 ∈ Z3(J) ↪→ L∞(J ; C2(Ω)). Thus, we end up

sup
‖B′ψ‖Y ′≤1

|〈∇·[ ε
2
0
γ0
∇(γ0

ε0
)ψ]|Aε0 [c1 − c2]〉| ≤ ‖ε0‖C1(Ω)‖

ε20
γ0
∇(γ0

ε0
)‖C1(Ω)‖∇ψ‖Ls′ (J;Lp′ (Ω;Rn))

· ‖c1 − c2‖Ls(J;H2
p(Ω)) ≤ C(R0, R1)T

1
4 ‖c1 − c2‖Lp(J;H2

p(Ω))

and

sup
‖B′ψ‖Y ′≤1

〈[γ1 − γ2]∇ψ|∇[Aε0c2 − g(ρ2, c2)]〉 ≤ ‖γ1 − γ2‖Ls(J;C(Ω))‖∇ψ‖Ls′ (J;Lp′ (Ω;Rn))·

‖∇[Aε0c2 − g(ρ2, c2)]‖C(J;Lp(Ω;Rn)) ≤ C(R0, R1)T
1
4 + 1

p ‖γ1 − γ2‖0B(J;H1
p(Ω)).

Observe that g(ρ2, c2) only consists of terms comprising ρ2, c2 and their derivatives up to
order 2. Therefore, by exploiting the embeddings ρ2 ∈ Z3(J) ↪→ B(J ; C2(Ω)), for p > n,
and c2 ∈ Z2(J) ↪→ Lp(J ; C3(Ω)) ∩ C(J ; C2(Ω)) ∩ C(J ; H3

p(Ω)), for p > p̂, it is easy to show
that ∇(Aε0c2 − g(ρ2, c2)) lies in C(J ; Lp(Ω; Rn)). Finally, the estimates above bring forth
(3.23). We also underline that the constants C above, arising from embedding inequalities,
are independent of T , which is caused by working with di�erences having time trace 0 at
t = 0. This fact can be seen by means of extending these functions to the whole positive
line R+. �
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4. Proof of Theorem 2.1

At �rst, keep in mind that problem (2.1)-(2.8) could equivalently rewritten as (2.17) with
ρ(t, x) = L[u, ρ0](t, x) where

L : Br(0) ⊂ Z1,Γ(J)×H3
p(Ω)→ Bc(r)(0) ⊂ Z3(J),

Br(0) denoting a ball with radius r and centre 0, and Z1,Γ(J) := {v ∈ Z1(J) : (v|ν)Γ ≥ 0},
see Lemma 3.1. Furthermore, due to the Theorems 3.1 and 3.2 we have maximal Lp-
regularity for the associated inear problem, that is, L is a continuous one-to-one mapping
from the space of data to the class of maximal regularity,

L ∈ Lis(Z1,B(J)×Z2(J),D1(J)×D2(J)),
D1(J) := {ϕ ∈ X1,Γ(J)× Y0,d(J ; Rn)× Y0,s(J)× Y1,s(J ; Rn)×W4−2/p

p (Ω; Rn) :

ϕ ful�ls 4.-7. of Thereom 3.2}
D2(J) := {ϕ ∈ X2(J)××Y1(J)× Y2(J)×W4−4/p

p (Ω) : ϕ ful�ls 4. of Theorem 3.1 }.

Using this property and Lemma 3.1, it is easy to verify that Fi, see (2.18), maps Z(J) to
Di(J) and hence L(u′, c′) = (F1(u, c, ρ), u0,F2(u, c, ρ), c0) can be solved uniquely, meaning
that the �xed point mapping G is well-de�ned. As elucidated in section 2.1 we shall prove
selfmapping in Σ′ := {(u, c) ∈ Σ : u ∈ Z1,Γ(J) ∩ Z1,B(J)} and the contraction inequality
with respect to the norm of Z(J). Now, we give an answer to the choice of (u, c) entering in
the de�nition of Σ. Let (ũ, c̃) ∈ Z1,B(R+)∩Z1,Γ(R+)×Z2(R+) be given, so that (ũ, c̃)|t=0 =
(u0, c0) and additionally ∂tũ|t=0 = −∇u0 ·u0 +ρ−1

0 ∇·[S|t=0 +P|t=0]+f|t=0, in view of higher
regularities. We further set R2 := ‖(ũ, c̃)‖Z1(R+)×Z2(R+). Then by ρ̃ we mean the unique
solution of

∂tρ̃+∇·(ρ̃ũ) = 0, (t, x) ∈ J × Ω,
ρ̃(0) = ρ0, x ∈ Ω.

This kind of approximation for ρ ensures ∂kt ρ̃|t=0 = ∂kt ρ|t=0, k = 0, 1. Then we just put

L(u, c) = (F1(ũ, c̃, ρ̃), u0,F2(u0, c0, ρ0), c0). (4.1)

Notice that the right side (F1(ũ, c̃, ρ̃), u0) belongs to D1(J) and, in view of the constraint
p > p̂, (F2(u0, c0, ρ0), c0) ∈ D2(J) as well, in particular, all compatibility conditions are
satis�ed. Theorem 3.1 and 3.2 guarantee existence and uniqueness of (u, c) in Z1,B(J)×Z2(J)
with J = [0, T ], any T <∞. Hence (u, c) can be considered as the value of �one �xed point
iteration�.

4.1. Contraction and selfmapping

Let us �x R > 0 and T > 0. We consider R0 ∈ (0, R), T0 ∈ (0, T ) and set J0 = [0, T0]. It
follows that for any (u, c) ∈ Σ′

‖u‖Z1(J0) + ‖c‖Z2(J0) ≤ R0 + ‖u‖Z1(J0) + ‖c‖Z2(J0) ≤ R+R2,

and, due to Lemma 3.1, we also get ‖ρ‖Z3(J0) ≤ c0(R) with R := max{‖ρ0‖H3
p(Ω), R + R2}

which is independent of R0 and T0. Also, notice that for any (u, c) ∈ Σ′ and any function
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space Y (J0) being continuously embedded into Z1(J0)×Z2(J0) we have

‖(u, c)‖Y (J0) ≤ ‖(u, c)− (u, c)‖0Y (J0) + ‖(u, c)‖Y ([0,T ])

≤ cE‖(u, c)− (u, c)‖0Z1(J0)×0Z2(J0) + cER2,

hence independent of R0 and T0, cf. the �rst remarks in the proof of Lemma 3.1.

Step 1: Contraction. Let w1 = (u1, c1), w2 = (u1, c2) ∈ Σ′ be given and set ρi =
L[ui, ρ0]. Then by (u′1 − u′2, c′1 − c′2) we denote the unique solution of

L(u′1 − u′2, c′1 − c′2) = (F1(w1, ρ1)−F1(w2, ρ2), 0,F2(w1, ρ1)−F2(w2, ρ2), 0).

Using the maximal regularity result 6.1 and 3.4 we obtain

‖u′1−u′2‖0Z1(J0) ≤M1‖(F1(w1, ρ1)−F1(w2, ρ2), 0)‖0D1(J0) ≤M1

{
‖(ρ1 − ρ2)∂tu2‖X1(J0)+

‖(ρ0 − ρ1)∂t(u1 − u2)‖X1(J0) + ‖ρ1∇u1u1 − ρ2∇u2u2‖X1(J0) + ‖∇·([S1 − S̃](u1 − u2))‖X1(J0)

+ ‖∇·([S1 − S2](u2))‖X1(J0) + ‖(ρ1 − ρ2)fext‖X1(J0) + ‖∇(π1 − π2)‖X1(J0)

+ ‖(ρ2
1ερ,1∇c1 − ρ̃2ε̃ρ∇c̃) · ∇2[c1 − c2]‖X1(J0) + ‖(ρ2

1ερ,1∇c1 − ρ2
2ερ,2∇c2) · ∇2c2‖X1(J0)

+ 1
2‖∇(ρ2

1ερ,1)|∇c1|2−∇(ρ2
2ερ,2)|∇c2|2‖X1(J0) +‖[ρ1ε1∇c1− ρ̃ε̃∇c̃](∆I+∇2)[c1−c2]‖X1(J0)

+‖[ρ1ε1∇c1−ρ2ε2∇c2](∆c2I+∇2c2)‖X1(J0) +‖∇(ρ1ε1) ·∇c1∇c1−∇(ρ2ε2) ·∇c2∇c2‖X1(J0)

+‖[η̃ − η1]QD(u1 − u2) · ν|Γs‖Y1,s(J0;Rn) + ‖[η1 − η2]QD(u2) · ν|Γs‖Y1,s(J0;Rn)

}
,

with Si(v) := S(v, ρi), and

‖c′1− c′2‖0Z2(J0) ≤M2

{
‖φ‖Lp(J0;Lp(Ω)) + ‖ρ0 − ρ1‖

0C
1
2 +β(J0;C(Ω))

‖c1 − c2‖
0H

1/2
p (J0;Lp(Ω))

+

‖ρ1 − ρ2‖
0H

1/2
p (J0;Lp(Ω))

‖c2‖
C

1
2 +β(J0;C(Ω))

+ ‖Φ2‖Lp(J0;Lp(Ω))+

‖γ0 − γ1‖L∞(J0;C1(Ω))‖c1 − c2‖Lp(J0;H2
p(Ω)) + max{T

1
4

0 , T
1
4 + 1

p

0 }‖γ1 − γ2‖0B(J0;H1
p(Ω))

}
with an appropriate β > 0. In view of Lemma 3.3, each di�erence ρ1 − ρ2 can be estimated
by means of u1 − u2,

‖L[ρ0, u1]− L[ρ0, u2]‖0Z3(J0) ≤ κ(T0, c(R))‖u1 − u2‖0Z1(J0).

Recall that εi, γi and ηi were shortcuts for ε(ρi, ci), γ(ρi, ci) and η(ρi, ci), respectively.
Subsequently, it is decisive that the operator norm of L−1 is independent of the time interval
J0 = [0, T0], but might depend on T > T0. This can only be achieved in case of null initial
data, which is satis�ed by considering di�erences. This fact will also be used in the upcoming
estimates in which constants occur due to embedding and interpolation inequalities. The
latter estimate exemplarily shows how contraction will be achieved, since T0 ∈ (0, T ) can
be chosen freely and κ(T0) → 0 as T0 → 0. To see that the two inequalities above can be
estimated to a similar result, we will only demonstrate this proceedure by means of some
selected terms.

Let us begin with a few examples from the �rst inequality. Using the identity ρ1(t)−ρ0 =∫ t
0
∇· (ρ1u1)ds, the quasilinear term (ρ0 − ρ1)∂tu1 − (ρ0 − ρ2)∂tu2 can be estimated in
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X1(J0) = Lp(J0; Lp(Ω; Rn)) by

‖ρ0 − ρ1‖C(J0;C(Ω))‖u1 − u2‖0Z1(J0) + ‖ρ1 − ρ2‖B(J0;Lp(Ω))‖∂tu2‖Lp(J0;C(Ω;Rn)) ≤(
T0‖ρ1‖C(J0;C1(Ω))‖u1‖C(J0;C1(Ω;Rn)) + κ(T0)‖∂tu2‖Lq(J0;C(Ω;Rn))

)
‖u1 − u2‖0Z1(J0)

≤ C(R) max{T0, κ(T0)}‖u1 − u2‖0Z1(J0).

Typical nonlinear di�erences involving c are (ρ2
1ερ,1∇c1−ρ̃2ε̃ρ∇c̃)·∇2[c1−c2] and (ρ2

1ερ,1∇c1−
ρ2

2ερ,2∇c2) ·∇2c2, the �rst one of highest order but with a �small factor� and the second one
of lower order. The �rst di�erence can be estimated in X1(J0) by

‖ρ2
1ερ,1∇c1 − ρ̃2ε̃ρ∇c̃‖B(J0;C(Ω))‖∇

2(c1 − c2)‖Lp(J0;Lp(Ω;Rn×n)) ≤

T
1/4
0 ‖ρ2

1ερ,1∇c1 − ρ̃2ε̃ρ∇c̃‖0C1/4(J0;C(Ω))‖c1 − c2‖0Z2(J0) ≤ C(R)T 1/4
0 ‖c1 − c2‖0Z2(J0),

where we used c1−c̃ ∈ 0Z2(J0) ↪→ 0C1/2(J0; C1(Ω)), ρ1−ρ̃ ∈ 0Z3(J0) ↪→ 0C1/2(J0; C1(Ω)) and
triangle inequality along with di�erentiability of ε. The second di�erence can be approached
in the same way,

‖(ρ2
1ερ,1∇c1 − ρ2

2ερ,2∇c2) · ∇2c2‖X1(J0) ≤ T
1/p
0 ‖ρ2

1ερ,1∇c1 − ρ2
2ερ,2∇c2‖B(J0;Lp(Ω;Rn))

‖c2‖C(J0;C2(Ω)) ≤ C(R)T 1/p
0 (‖c1 − c2‖0Z2(J0) + ‖ρ1 − ρ2‖Z3(J0)),

as c1 − c2 ∈ 0Z2(J0) ↪→ C(J0; H1
p(Ω)) and ε is su�cient smooth, cf. below the treatment

of di�erences of the form a(ρ1, c1) − a(ρ2, c2) with a smooth. Next we study some norms
issuing from the Cahn-Hilliard equation. To begin with, we brie�y discuss the smallness of
ρ1 − ρ0 and γ1 − γ0 appearing in front of ‖c1 − c2‖0Z2(J0). Due to the relation ρ1(t)− ρ0 =∫ t

0
∇·(ρ1(s)u1(s))ds, we are able to proceed as follows

‖ρ1 − ρ0‖C1/2+β(J0;C(Ω)) ≤ T
1−1/2−β
0 ‖∇·(ρ1u1)‖C(J0;C(Ω)) ≤ T

1/2−β
0 C(R),

as Z1(J0), Z3(J0) ↪→ C(J0; C1(Ω)). Applying the mean value theorem to γ1 − γ0, smallness
of c1 − c0 and ρ1 − ρ0 can be exploited to the result

‖γ1 − γ0‖L∞(J0;C1(Ω)) ≤ ‖γ
′(c1 + θ(c0 − c1), ρ1 + θ(ρ0 − ρ1)‖L∞(J0;C1(Ω))

·
(
‖c1 − c0‖L∞(J0;C1(Ω)) + ‖ρ1 − ρ0‖L∞(J0;C1(Ω))

)
, θ ∈ (0, 1),

≤ max
(h,k)∈Br1 (0)×Br2 (0)

‖γ′(h, k)‖L∞(J0;C1(Ω))

(
T

1/4
0 ‖c1 − c0‖C1/4(J0;C1(Ω)) + C(R)T0

)
≤ C(T 1/4

0 [R0 + ‖c− c0‖C1/4(J0;C1(Ω))] + T0) ≤ C(R) max{T 1/4
0 , T0}.

Here, we have set r1 := 2R0 + ‖c‖L∞(J0;C1(Ω)) + ‖c0‖L∞(J0;C1(Ω)), r2 := 2c0(R) and Br(0) ⊂
L∞(J0; C1(Ω)) denotes a ball with radius r and centre 0. Further we have used the embed-
dings Z1(J0) ↪→ C(J0; C2(Ω)) and Z2(J0) ↪→ C1/4(J0; C1(Ω)), both valid for p > p̂. Next we
consider the di�erence ρ1 − ρ2 in H1/2

p (J0; Lp(Ω)). Since this di�erence has to be measured
in H1

r(J0; Lp(Ω)) with any r ∈ [1,∞), we may assume r > 4 at least; but this entails the
embedding H1

r(J0; Lp(Ω)) ↪→ C3/4(J0; Lp(Ω)) and thus the estimate

‖ρ1 − ρ2‖
0H

1/2
p (J0;Lp(Ω))

≤ T 2/p
0 ‖ρ1 − ρ2‖0C3/4(J0;Lp(Ω)) ≤ CT

2/p
0 ‖ρ1 − ρ2‖0Z3(J0).
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As a last estimate we study the norm involving η1−η2 and QD(u2)·ν on the boundary Γs. In
this case one has to use η1−η2 ∼ ρ1−ρ2 ∈ 0Z3(J0) ↪→ 0Hθ

r(J0; H1−θ
p (Ω)) ↪→ 0Cβ(J0; H1−θ

p (Ω))
with θ ∈ (0, 1), 0 < β < 3/4 and 1 − θ − 1/p > 0, and thus [ρ1 − ρ2]|Γs ∈ Cβ(J0; Lp(Γs)).
This embedding as well as Z1(J0) ↪→ H1/2

p (J0; C1(Ω; Rn)) ∩ Lp(J0; C2(Ω; Rn)) enables us to
proceed as follows

‖[η1 − η2]QD(u2) · ν|Γs‖Y1,s(J0;Rn) ≤ C(η′)
(
‖ρ1 − ρ2‖C1/2(J;Lp(Γs))‖u2‖W1/2−1/2p

p (J0;C(Ω;Rn))

+T 1/p
0 ‖ρ1 − ρ2‖B(J0;W

1−1/p
p (Γs))

‖u2‖C(J0;C1(Ω;Rn))

)
≤ C(R) max{T β−

1
2

0 , T
1/p
0 }‖ρ1 − ρ2‖0Z3(J0), β ∈ ( 1

2 ,
3
4 ).

Step 2: Selfmapping. In this case a very similar approach is possible, however we are
concerned with estimates in spaces including higher regularites (a drawback of spaces in-
volving high regularities). To begin with, let (u, c) ∈ Σ′ be given. We have to show
that (u′, c′) given as the solution of L(u′, c′) = F(u, c, L[u, ρ0]) lies in Σ′ as well, that is,
‖(u′− u, c′− c)‖0Z1,B(J0)×0Z2(J0) ≤ R0. By the Theorems 3.1 and 3.2 the following estimate
is again available

‖(u′, c′)− (u, c)‖0Z1,B(J0)×0Z2(J0) =

‖L−1(F1(u, c, ρ)−F1(ũ, c̃, ρ̃), 0,F2(u, c, ρ)−F2(u0, c0, ρ0), 0)‖0Z1,B(J0)×0Z2(J0) ≤
M
{
‖F1(u, c, ρ)− F1(ũ, c̃, ρ̃)‖0X1,Γ(J0) + ‖F2(u, c, ρ)− F2(u0, c0, ρ0)‖0X2(J0)

+‖σs(u, ρ)− σs(ũ, ρ̃)‖0Y0,s(J0)×0Y1,s(J0;Rn) + ‖∂ν [g0(ρ, c)− g0(ρ0, c0)]‖0Y3(J0)

}
.

Using (2.16) and (2.18) we further obtain for the boundary norm

‖σs(u, ρ)− σs(ũ, ρ̃)‖0Y0,s(J0)×0Y1,s(J0;Rn) = ‖η(ρ̃)−η(ρ)
η(ρ̃) QS̃(u) · ν|Γs‖0Y1,s(J0;Rn)

≤ C‖η(ρ̃)−η(ρ)
η(ρ̃) ‖0Y1,s(J0)‖QS̃(u) · ν|Γs‖Y1,s(J0;Rn)

≤ C‖η(ρ̃)−η(ρ)
η(ρ̃) ‖

0H
3/2
p (J0;Lp(Ω))∩Lp(J0;H3

p(Ω))
‖u‖Z1,B(J0)

≤ CR
(
T

1
p

0 ‖
η(ρ̃)−η(ρ)
η(ρ̃) ‖B(J0;H3

p(Ω)) + max{T0, T
2
p

0 }‖
η(ρ̃)−η(ρ)
η(ρ̃) ‖

0W
2+ 1

4
p (J0;Lp(Ω))

)
≤ CRk(T0)‖η(ρ̃)−1‖Z3(J0)‖η(ρ̃)− η(ρ)‖0Z3(J0)

≤ CRk(T0) max
‖%‖Z3(J0)≤2R1

‖η′(%)‖Z3(J)‖ρ− ρ̃‖0Z3(J0) ≤ Ck(T0),

because 0Y1,s(J0) and Z3(J0) form multiplication algebras, for p > p̂ at least, and the

embedding W
2+ 1

4
p (J0) ↪→ C

3
2 + 1

p (J0) holds for p > 4. Here, k(T0) tends to 0 as T0 → 0.
Observe that, in view of this estimate, viscosities of the form η(ρ, c) are not admissible.
Moreover, in this estimate we require that ρ̃, constructed in section 4, approximate ρ in
Z3(J0) which indeed is not the case for ρ̃ := ρ0. We continue with the estimate above by
considering the other boundary norm,

‖∂ν [g(ρ, c)− g(ρ0, c0)]‖0Y3(J0) ≤ C‖g(ρ, c)− g(ρ0, c0)‖0X1(J0;R) ≤ C {
‖∇·([ε0 − ε]∇c)‖0X1(J0;R) + ‖ρ−1ε∇ρ · ∇c− ρ−1

0 ε0∇ρ0 · ∇c0‖0X1(J0;R)

+‖ψc(ρ, c)− ψc(ρ0, c0)‖0X1(J0;R) + 1
2‖[εc(ρ, c)|∇c|

2 − εc(ρ0, c0)|∇c0|2]‖0X1(J0;R)

}
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where two kind of di�erences occur, the highest order term ∇·([ε0 − ε]∇c) and lower order
terms having additional time regularity. Let us exemplarily study this highest order term.
Using again that X1(J0; R) forms a multiplication algebra for p > p̂, we may estimate
‖∇ · ([ε0 − ε]∇c)‖0X1(J0;R) by

C‖ε0 − ε‖
0H

1/2
p (J0;H1

p(Ω))∩Lp(J0;H3
p(Ω))
‖c‖

H
1/2
p (J0;H2

p(Ω))∩Lp(J0;H4
p(Ω))

≤ RC(

T
1/p
0 ‖ε0 − ε‖B(J0;H3

p(Ω)) + T
2
p

0 ‖ε0 − ε‖
C

1
2 + 1

p (J0;H1
p(Ω))

) ≤ C(ε′, R) max{T 1/p
0 , T

2/p
0 },

where we used Z3(J0) ↪→ C
1
2 + 1

p (J0; H1
p(Ω)) ↪→ C

1
2 + 1

p (J0; C(Ω)), for p > p̂. Since the terms
of lower order possess more time regularity as needed, we are able to get similar results as
above. Next we insert the de�nitions of F1 and F2, see (2.16), to obtain the estimates

‖F1(u, c, ρ)− F1(ũ, c̃, ρ̃)‖0X1,Γ(J0) ≤ ‖(ρ̃− ρ)∂tu‖0X1(J0) + ‖∇ · [S(u)− S̃(u)]‖0X1(J0)+

‖π′(ρ, c)∇(ρ, c)− π′(c̃, ρ̃)∇(c̃, ρ̃)‖0X1(J0) + ‖∇(ρε) · ∇c∇c−∇(ρ̃ε̃) · ∇c̃∇c̃)‖0X1(J0)+
1
2‖∇(ρ2ερ)|∇c|2−∇(ρ̃2ε̃ρ)|∇c̃|2‖0X1(J0) +‖[ρ− ρ̃]fext‖0X1(J0) +‖ρ∇u ·u− ρ̃∇ũ · ũ‖0X1(J0),

as [F1(u, c, ρ)− F1(ũ, c̃, ρ̃)]|t=0,Γ = 0, and at last

‖F2(u, c, ρ)− F2(u0, c0, ρ0)‖0X2(J0) ≤ ‖ ε0γ0
‖C1(Ω)

(
‖[ρ0 − ρ]∂tc‖0X2(J0)

+‖ρu · ∇c− ρ0u0 · ∇c0‖0X2(J0) + ‖∇·([γ0 − γ]∇(∇·(ε0∇c) + g(ρ, c)))‖0X2(J0)

)
+ ‖∇·(ε0∇[g(ρ, c)− g(ρ0, c0)])‖0X2(J0)

+ ‖ ε
2
0
γ0
∇(γ0

ε0
)‖C1(Ω)

(
‖∇∇·(ε0∇[c− c0])‖0X2(J0) + ‖∇[g(ρ, c)− g(ρ0, c0)]‖0X2(J0)

)
.

We will not carry out all estimates in every detail, because it would go beyond the scope
of this work, but the forthcoming procedure can be adopted to all other cases. First of
all, notice that there are again two kinds of di�erences in the estimates above, higher order
terms multiplied with a 'small' di�erence and lower order terms (l.o.t.) with more time

regularity inducing a factor T β0 with β > 0. We start with the highest order di�erence
∇ · [ηD(u) − η̃D(u)] being a part of ∇·[S(u) − S̃(u)]. Having in mind that X1(J0) forms a
multiplication algebra, this di�erence can be treated as follows

‖∇ · [ηD(u)− η̃D(u)]‖0X1(J0) ≤ C‖η − η̃‖
0H

1/2
p (J0;H1

p(Ω))∩Lp(J0;H3
p(Ω))
‖u‖Z1(J0)

≤ CR
(

max
‖%‖Z3(J0)≤2c0(R)

‖η′(%)‖
H

1/2
p (J0;H1

p(Ω))
T

2/p
0 ‖ρ− ρ̃‖0C1(J0;H1

p(Ω))+

T
1/p
0 max
‖%‖Z3(J0)≤2c0(R)

‖η′(%)‖Z3(J0)‖ρ− ρ̃‖0B(J0;H3
p(Ω))

)
≤ C(R) max{T 2/p

0 , T
1/p
0 }.

Next we pick up the lower order term (l.o.t.) ρ∇u · u − ρ̃∇ũ · ũ to demonstrate how
such terms can be dealt with. Using the above embedding for Z3(J0) and Z1(J0) ↪→
C

1
2 + 1

p (J0; H1
p(Ω; Rn)) ∩ C(J0; H2

p(Ω; Rn)) as well as the fact that H2
p(Ω) forms a multipli-

cation algebra, we may proceed as follows

‖ρ∇u · u− ρ̃∇ũ · ũ‖0X1(J0) ≤ T
2
p

0 ‖l.o.t.‖
0C

1
2 + 1

p (J0;Lp(Ω;Rn))
+ T

1
p

0 ‖l.o.t.‖0B(J0;H2
p(Ω;Rn))

≤ C(R) max{T
2
p

0 , T
1
p

0 },
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As a last task we consider ∇· (γ∇∇· ([ε0−ε]∇c)) appearing in F2(u1, c1, ρ1)−F2(u0, c0, ρ0).
This highest order term involves third derivatives of ρ − ρ0 which indeed has more time
regularity as actually needed. More precisely, it holds

‖γ∆∇[ε0 − ε] · ∇c‖0X2(J0) ≤ ‖γ‖C 1
4 (J0;C(Ω))∩B(J0;C1(Ω))

‖|∇c|‖
C

1
4 (J0;C(Ω))∩C(J0;C1(Ω))

·

T
1/p
0 ‖ε0 − ε‖0B(J0;H3

p(Ω)) ≤ C(R)T
1
p

0 · ‖ε0 − ε‖0B(J0;H3
p(Ω)) ≤ C(R)T

1
p

0 .

Finally, putting together all estimates above and choosing T0 ∈ (0, T ) su�ciently small, we
obtain the inequality

‖(u′, c′)− (u, c)‖0Z1(J0)×0Z2(J0) ≤ C(R)r(T0)

with r(T0) tending to 0 as T0 → 0. Choosing T0 su�ciently small, such that C(R)r(T0) ≤
R0, we have accomplished selfmapping. Therefore G : Σ′ 7→ Σ′ is a strict contraction
w.r.t. the topology of Z(J0), hence by Lemma 2.1 and the contraction mapping admits
a unique �xed point in (u, c) ∈ Z1(J0) × Z2(J0) and thus ρ = L[u, ρ] ∈ Z3(J0) is unique
as well. Repeating the above arguments we obtain solutions in the maximal regularity
class on intervals [ti, ti+1]. Either after �nitely many steps we reach T , or we have an
in�nite strictly increasing sequence which converges to some T ∗(u0, c0, ρ0) < T . In case
limi→∞(u, c, ρ)(ti) =: (u(T ∗), c(T ∗), ρ(T ∗)) exists in Vp and ρ(T ∗) > 0, we may continue the
process, which shows that the maximal time is characterized by condition (2.12). �

5. The nonlinear problem with general boundary conditions

and unbounded domains

We now consider (2.1)-(2.5) with general inhomogeneous boundary conditions, that is, we
replace (2.6)-(2.8) by

u = Θd(t, x), (t, x) ∈ J × Γd, (u|ν)|Γs = Θ1(t, x), (t, x) ∈ J × Γs,
QS · ν|Γs = Θ2(t, x), (t, x) ∈ J × Γs, ∂νc = θ1(t, x), ∂νµ = θ2(t, x), (t, x) ∈ J × Γ,

where Θd and Θs := (Θ1,Θ2) are subject to the condition

(Θd(t, x)|ν(x))|Γd ≥ 0, ∀(t, x) ∈ J × Γd, Θ1(t, x) ≥ 0, ∀(t, x) ∈ J × Γs,

in order that the equation (2.3) can be uniquely solved by Lemma 3.1. The only modi�cation
in the proof of Theorem 2.1 is a natural alteration of boundary conditions in the �xed
point equation, see section 2.2, which then takes e�ect in the de�ntion of (u, c) as well.
Comparing the setting in section (2.2) and the boundary conditions above, we now have
to de�ne σd(u, ρ) := Θd and σs(u, ρ) := (Θ1,Θ2 +Q[S̃ − S] · ν), and this changes u and c
according to

u := L−1
1 (F1(ũ, c̃, ρ̃), u0) ≡ L−1

1 (F1(ũ, c̃, ρ̃),Θd,Θs, u0),

c := L−1
2 (F2(u0, c0, ρ0), c0) ≡ L−1

2 (F2(u0, c0, ρ0), θ1, θ2 + ∂νg0(ρ0, c0), c0).

These modi�cations permit the same approach as before, such that the following result is
available.
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Theorem 5.1 Let Ω be a bounded domain in Rn, n ≥ 1, with compact C4-boundary Γ
decomposing disjointly as Γ = Γd ∪ Γs, J = [0, T ] with T ∈ (0,∞] and p ∈ (p̂,∞). Further,
let ψ ∈ C5−(R2) and assume (2.9), (2.10). Then for each fext ∈ X1(J ; Rn) and initial data
(u0, c0, ρ0) in

V := W
4− 2

p
p (Ω; Rn)×W

4− 4
p

p (Ω)× {ϕ ∈ H3
p(Ω; R+) : ϕ(x) > 0, ∀x ∈ Ω}

and boundary data

Θd ∈ Y0,d(J ; Rn), (Θd|ν) ≥ 0, Θs = (Θ1,Θ2) ∈ Y0,s(J)× Y1,s(J ; Rn), Θ1 ≥ 0,

satisfying the compatibility conditions

u0|Γd = Θd|t=0 ∈W4−3/p
p (Γd; Rn), (u0|ν)|Γs = Θ1|t=0 ∈W4−3/p

p (Γs),

QS|t=0 · ν|Γs = Θ2|t=0 ∈W3−2/p
p (Γs; Rn),

∂νc0|Γ = θ1|t=0 ∈W3−5/p
p (Γ), ∂νµ(ρ0, c0)|Γ = θ2|t=0 ∈W1−5/p

p (Γ),

ρ0|Γd∂tΘd|t=0 −∇·S(u)|t=0,Γd = (∇·P|t=0 − ρ0∇u0 · u0 + ρ0fext|t=0)|Γd ∈W
2− 3

p
p (Γd; Rn),

ρ0|Γd∂tΘ1|t=0 − (∇·S(u)|t=0|ν)|Γs = (∇·P|t=0 − ρ0∇u0 · u0 + ρ0fext|t=0|ν)|Γs ∈W
2− 3

p
p (Γs),

∂tΘ2|t=0 −QS(ρ−1∇·S(u))|t=0,Γs · ν|Γs = [∂tηη Θ2]|t=0

+QS(ρ−1
0 ∇·P|t=0 −∇u0 · u0 + fext|t=0)Γs · ν|Γs ∈W

1− 3
p

p (Γs; Rn),

there is a unique solution (u, c, ρ) of (2.1)-(2.8) on a maximal time interval [0, T ∗), T ∗ ≤ T .
The solution (u, c, ρ) belongs to the class Z(J0) for each interval J0 = [0, T0] with T0 < T ∗.
The maximal time interval is characterised by the property:

lim
t→T∗

w(t) does not exist in V, or lim
t→T∗

ρ(t, x) 6> 0 ∀x ∈ Ω.

The solution map (u0, c0, ρ0) → (u, c, ρ)(t) generates a local semi�ow on the phase space
Vp := {v ∈ V : v satis�es (2.11) } in the autonomous case.

Another generalization concerns unbounded domains, which are treatable if the boundary
is again smooth and compact, which of course includes Rn. However, in these cases we further
need assumptions to the coe�cients which guarantee that the limit for |x| → ∞ exists for
all t ∈ J . We have to impose

lim
|x|→∞

a(t, x, v(t, x)) = a∞(t), ∀t ∈ J, v ∈ C(J ; C1(Ω;E)), E ∈ {R,R2},

a ∈ {η, λ, γ, ε}, a∞ ∈ {η∞, λ∞} ⊂ Cβ(J), β > 1/2, a∞ ∈ {γ∞, ε∞} ⊂ C(J),
(5.1)

These assumptions make possible to solve the linear problems via maximal Lp-regularity, in
particular, the Theorems 3.1 and 3.2 apply to unbounded domains as well.

Another discrepancy to the case of bounded domains concerns the assumptions of the
initial value ρ0. In fact, on the one hand we need ρ0(x) ≥ ρ > 0 to avoid vacuum and on
the other hand ρ0 has to be in H3

p(Ω), which is impossible in case of unbounded domains.
Therefore the initial condition for ρ has to be replaced by

ρ|t=0 = ρ0 − ρ ∈ H3
p(Ω), ρ ∈ R+\{0} and ∃ ρ > 0, such that ρ0(x) ≥ ρ ∀x ∈ Ω. (5.2)
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Then introducing the density �uctuation % := (ρ−ρ)/ρ, that is, using the identity ρ = 1 +%
in (2.1)-(2.8), the system for (u, c, %) can be treated in the same manner as before, leading
to the following result.

Theorem 5.2 Let Ω be a unbounded domain in Rn, n ≥ 1, with compact C4-boundary Γ
decomposing disjointly as Γ = Γd ∪ Γs, J = [0, T ] with T ∈ (0,∞] and p ∈ (p̂,∞). Further,
let ψ ∈ C5−(R2) and assume (2.9), (2.10) and (5.1). Then, replacing the initial value ρ0 by
(5.2), the same assertions of Theorem 5.1 hold true for (u, c, %) in unbounded domains Ω.

6. Appendix

The following proposition can be found in [18]

Proposition 6.1 Let 1 < p <∞, 1/p < β < 1, suppose A is an invertible pseudo-sectorial
operator in X with φA < π/2, and set u(t) = e−Atx, x ∈ X. Then the following statements
are equivalent:

(i) x ∈ DA(β − 1/p, p); (ii) u ∈ Lp(R+;DA(β, p)); (iii) u ∈Wβ

p(R+;X).

Lemma 6.1 Let Ω ⊂ Rn, n ≥ 1, p > max{1, n/2}, γ, δ > 0, and γ + δ ≥ 2. Then it holds

‖fg‖Lp(Ω) ≤ cE‖f‖Wγ
p (Ω)‖g‖Wδ

p(Ω), ∀ (f, g) ∈Wγ

p(Ω)×Wδ

p(Ω). (6.1)

Proof. W.l.o.g. we assume that γ ≥ 1 ≥ δ. Hölder's inequality entails

‖fg‖Lp(Ω) ≤ ‖f‖Lpσ(Ω)‖g‖Lpσ′ (Ω), 1/σ + 1/σ′ = 1,

so long as

Wγ

p(Ω) ↪→ Lpσ(Ω), σ :=


n

n−γp p < n
γ

<∞ p = n
γ

∞ p > n
γ

and Wδ

p(Ω) ↪→ Lq(Ω), q :=


np
n−δp p < n

δ

<∞ p = n
δ

∞ p > n
δ

,

and q ≥ pσ′. For p < n/γ ≤ n/δ the later condition is equivalent to p ≥ n/(γ + δ) ≥ n/2.
Otherwise, p ≥ n/γ, we have ‖fg‖Lp(Ω) ≤ ‖f‖Lpq/(q−p)(Ω)‖g‖Lq(Ω) for p < q. �

The next theorem states maximal Lp-regularity of (2.14), a direct consequence of [5].

Theorem 6.1 Let Ω be a bounded domain in Rn, n ≥ 1, with compact C2-boundary Γ
decomposing disjointly Γ = Γd ∪ Γs, J = [0, T ], and p ∈ (1,∞) with p 6= 3/2, 3. Further,
assume that ρ̃ ∈ C(J ; C(Ω)), η̃, λ̃ ∈ C(J ; C1(Ω)) and ρ̃(t, x), η̃(t, x), 2η̃(t, x) + λ̃(t, x) > 0
for all (t, x) ∈ J × Ω. Then problem (2.14) possesses a unique solution

u ∈ H1
p(J ; Lp(Ω; Rn)) ∩ Lp(J ; H2

p(Ω; Rn)),

if and only if the data f , σd, σs, u0 satisfy the following conditions
1. f ∈ Lp(J ; Lp(Ω; Rn))
2. (σd, σs) ∈ Y0,d(J ; Rn)× Y0,s(J)× Y1,s(J ; Rn) with σs := (σ1, σ2) and

Yi,k(J ;E) := W
(2−i− 1

p
) 1
2

p (J ; Lp(Γk;E)) ∩ Lq(J ; W
2−i− 1

p
p (Γk;E)), i = 0, 1, k = d, s;

3. u0 ∈W
2− 2

p
p (Ω; Rn);

4. u0|Γd = σd|t=0 in W
2− 3

p
p (Γd; Rn) if p > 3/2;

5. (u0|ν)|Γs = σ1|t=0 in W
2− 3

p
p (Γs), QS̃(u0) · ν|Γs = σ2|t=0 in W

1− 3
p

p (Γs; Rn) if p > 3.
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