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reduces the possibility that a subject will miss
an opportunity to get food. After all, there is
an asymmetry in much operant behavior: The
cost of making an operant response is usually
very small, but the cost of missing an available
food delivery is high. Hence, when in doubt,
respond. There is also the logical fact that
waiting time is defined by the first response
in the IFI. As we have pointed out elsewhere
(Higa et al., 1991; Wynne & Staddon, 1992),
a small tendency to respond early in an IFI
will dominate even a strong tendency to re-
spond later, simply because an early response
removes the possibility of producing a longer
waiting time (this is the problem with relying
exclusively on waiting time as a measure).

In conclusion, the studies reported here
have shown that, although adaptation to
changing IFIs can be rapid, nonetheless it is
not typically one back, as we had originally
proposed (Wynne & Staddon, 1988). Rather,
a model proposing that the last few IFIs in-
fluence waiting time in such a way that short
IFIs have a greater influence than longer
ones can account for the data from these ex-
periments and from a wide range of disparate
results in the literature. Further research
needs to analyze more closely the manner in
which IFIs are combined and the factors that
control the size of the window over which IFIs
are measured.
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