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Abstract
Governments spend hundreds of millions on evaluations to assess the performance of public organizations. In this article, we scrutinize whether variation in the institutional design of evaluation systems leads to biases in evaluation findings. Biases may emerge because influence over evaluation processes could enable the bureaucracy to present its work in a more positive way. We study evaluation reports published by nine international organizations (IOs) of the United Nations system. We use deep learning to measure the share of positive assessments at the sentence level per evaluation report as a proxy for the positivity of evaluation results. Analyzing 1082 evaluation reports, we find that reports commissioned by operative units, as compared to central evaluation units, systematically contain more positive assessments. Theoretically, this link between institutional design choices and evaluation outcomes may explain why policymakers perceive similar tools for evidence-based policymaking as functional in some organizations, and politicized in others.

Evidence for practice
- We show that the institutional design of evaluation systems in international organizations is associated with differences in evaluation findings (i.e., biases). Across more than 1000 evaluation reports, those commissioned by operative administrative units are on average systematically more positive than those commissioned by central evaluation units.
- Whether the senior management of the administration itself, or the organization’s governing body (here, member states) controls evaluation system resources (staff, budget, agenda) does not systematically affect how positive evaluation findings are.
- Our measurement relies on computational text analysis of evaluation reports, which enables automatic extraction of performance measures from evaluation reports, often hundreds of pages long.
- Publications such as this will likely increase the pressure on evaluators, because it is now clear that text-based performance statements can be quantified, which enables benchmarking. When designing evaluation systems, decision-makers should therefore focus on enlarging the institutional distance between evaluators and those evaluated to ensure independent evaluation and objective results.

INTRODUCTION

Over the past decades, evaluation has evolved to become the main tool to assess the performance and impact of public sector organizations. Following up on the features of modern public management, many national governments around the globe now commit to evidence-based policy-making and have installed novel units or entire agencies for the conduct of evaluation. A common definition describes evaluation as “an assessment, conducted..."
as systematically and impartially as possible, of an activity, project, program, strategy, policy, topic, theme, sector, operational area or institutional performance” (UNEG, 2016). As data-driven assessment, evaluation resembles empirical academic research, but on a pre-defined research question, along a standardized set of criteria such as effectiveness or coherence (the OECD-DAC criteria), and with a systematic process of stakeholder inclusion.

The ongoing proliferation of evaluation in public administration begs questions concerning its utility in the policy process. Can evaluation results, which are submitted to policymakers as lengthy and well-crafted reports, actually be seen as an objective source to inform policy decisions? Answering this question is crucial, given that evaluation results are used to enable policy learning, ensure accountability, and to trace the transformation pathways of major policies such as the international fight against climate change.

Two perspectives prevail in public administration literature: The one—we call it the functional perspective—depicts evaluation as an independent, value-free, and research-based assessment that contributes to learning and evidence-based policymaking in public administration (Lee, 2006; Rossi et al., 2004). The other approach—we call it the political perspective—stresses that evaluation in itself is a political activity that influences the allocation of resources and power in organizations. Questioning the independence of evaluation, scholars problematize that evaluators are rarely fully independent from the organization they assess and that evaluated bureaucracies seek for overly positive portrayals of their activities (Eckhard & Jankauskas, 2020; Jankauskas & Eckhard, 2023; Malik & Stone, 2018; O’Brien et al., 2010; Pleger et al., 2017; Raimondo, 2018; Taylor & Balloch, 2005; Wildavsky, 1972).

We argue that this dissent in the literature is due to a so far overlooked confounder of evaluation processes. From an institutionalist perspective, the conduct of evaluation should be dependent on the organizational context in which it takes place. More specifically, the extent to which the organizational design enables evaluated administrative units to influence the evaluation process should influence whether the resulting findings are biased (political perspective), or not (functional perspective).

In assessing this argument, we study evaluation in the context of international organizations (IOs), which offer a comparable class of cases. The secretariats of these organizations consist of an international civil service, similar to the domestic bureaucracy, which is why they are also called the international public administration (IPA) (Bauer et al., 2017; Eckhard & Ege, 2016; Stone & Moloney, 2019; Thorvaldsdottir et al., 2021). We focus on the United Nations (UN) system, comprised of over 20 organizations. They all subscribe to the same system-wide evaluation guidelines, using the same evaluation definition, principles and quality assurances, and are therefore suitable for comparison. Nevertheless, we do acknowledge certain differences between national and international administrations and address their implications on generalization in the discussion section.

In UN organizations, the institutional design of evaluation systems varies on two dimensions that provide higher or lower potential for the IO administration to influence evaluation results. These are the location of the commissioning unit (central evaluation unit vs. decentral operative units) and whether the member state board or the IO senior management controls financial, agenda and staff resources of the organization’s evaluation system (external versus internal control over evaluation system). This study therefore asks whether variation in the institutional design of evaluation systems leads to systematic differences in the positivity of evaluation findings.

Measuring and comparing whether evaluation results are more or less positive is challenging because most evaluation reports do not have a single outcome metric expressing success or failure. Following recent advances in literature on natural language processing (Eckhard et al., 2023), we compare the share of positive sentence-level assessments per report. Plausibly, bureaucrats whose work is being evaluated should be interested in a greater number of positive assessments as it signals a more successful activity.

For the analysis, we draw on a text corpus with 1082 evaluation reports by nine UN system IOs which were published between 2012 and 2020. We classify close to one million sentences and calculate the share of positive sentences per report. Reports vary along the two dimensions of the institutional design as described above. We use descriptive evidence and regression modeling to estimate differences in the share of positive sentences.

Our findings make important empirical and theoretical contributions to public administration literature and practice. Empirically, we find that whether member states or the administration’s senior management controls the evaluation system does not substantively affect the positivity of evaluation findings. By contrast, whether operative units commission evaluation themselves, compared with commissioning by central evaluation units, is associated with systematically more positive evaluation findings. These results also hold when including a set of control variables, such as the type of evaluated activity. Hence, going beyond the rich insights provided by interview and survey data used by previous studies, this is the first analysis of the politics of evaluation at the level of text-based evaluation reports and across multiple organizations.

Theoretically, we speak to ongoing disputes between political and ‘pragmatic’ (functional) perspectives in debates on evaluation and, more broadly, evidence-based policymaking (Cairney, 2016; see MacKillop & Downe, 2022; Sanderson, 2002). We do so by revealing the conditions under which the functional or the political perspective on such a technocratic tool like evaluation is likely to emerge. These conditions relate to the institutional
design of evaluation systems: Evaluation results are systematically more positive in organizational settings where the institutional distance between evaluators and those evaluated is reduced. Institutional design choices influence the production of evidence, such as evaluation, which may explain why policy-makers perceive similar knowledge-tools as functional in one organization, and political in another.

Next, we discuss the state of the art and present the theoretical argument. This is followed by our research design and data. After presenting the empirical analysis, we discuss our results and provide concluding remarks.

**A FUNCTIONAL AND POLITICAL PERSPECTIVE ON EVALUATION**

Domestically and at the international level, policymakers use evaluations to ensure accountability and organizational learning. Such a functional perspective assumes that evaluation reports are value-free technocratic documents that help improving the performance of public organizations (Lee, 2006; Rossi et al., 2004). Evaluation then serves as a final phase in the cyclic policy process, where existing policies are adjusted or new ones are initiated (Anderson, 1975; Boyne et al., 2004). The added value of evaluation thus lies in its potential to allow institutional learning, ensure organizational accountability, and offer objective course-corrections.

Another perspective emphasizes the politics of evaluation. Studies accentuate that decision-makers in public organizations may use evaluation results to justify their pre-defined bargaining positions: “Whenever an evaluation affects the future allocation of resources and, hence, a change in power relationships, it is a political activity” (Wergin, 1976, p. 76). Scholars therefore expect that evaluators may be put under pressure “to misrepresent findings” (Pleger et al., 2017, p. 316) or to select “evaluation questions and methods that make convenient outcomes more likely” (van Voorst & Mastenbroek, 2019, p. 626). Surveys among evaluation practitioners (Pleger et al., 2017; The LSE GV314 Group, 2014) indeed find that evaluators are frequently pressured to misrepresent their results by making them “look more positive or less negative than the evaluator thought was warranted” (Morris & Clark, 2012, p. 57).

While most studies draw on domestic level evidence, scholars recently shifted their attention to evaluation in international organizations as well. The literature has focused on policy implementation by the World Bank in particular, because it publishes quantitative performance scores alongside the evaluation reports (Denizer et al., 2013; Dreher et al., 2013; Honig et al., 2022). There is a widespread impression of evaluation as a “gold standard” for assessing organizational performance at the international level (Lall, 2017, p. 246). But there are also studies highlighting the possibility that evaluation findings may be biased (Eckhard & Jankauskas, 2020; Jankauskas & Eckhard, 2023; Malik & Stone, 2018; Raimondo, 2018).

Studies that scrutinize evaluations and test for political biases at the level of reports remain scarce and inconclusive, both for evaluation in domestic and international organizations. At the national level, Vaganay (2016), for example, looks for biases in outcome reporting of government-sponsored policy evaluations, yet analyzes only 13 reports. At the international level, Malik and Stone (2018, 104) show that involvement of multinational corporations in the World Bank’s projects leads to “inflated” evaluation results, caused by “corporate lobbying for disbursements and collusion by Bank staff to influence evaluation”. Denizer et al. (2013) use data from 6000 World Bank evaluations to examine correlates of aid-financed project outcomes, acknowledging the possibility that political biases undermine the reliability of results (2013, p. 291). Hence, we still lack comparative empirical research about findings of evaluation reports and their potential biases.

**INSTITUTIONAL DESIGN AND EVALUATION BIASES**

The dissent between empirical studies that support the functional or the political perspective on evaluation indicates that there may be a neglected confounding factor. Indeed, from an institutionalist perspective, the surrounding organizational context should condition the conduct of evaluation. The core conundrum sustaining the political perspective is that evaluation is supposed to provide independent assessment, but it is also a function located within the organization. Therefore, scholars have been skeptical of the independence and objectivity of such self-evaluation. In one of the first studies on the topic, Wildavsky even concluded that “evaluation and organization, as it turns out, are to some extent contradictory terms” (Wildavsky, 1972, p. 509). We hypothesize that this is true only under certain configurations of the institutional design.

The argument proceeds along two steps. On the one hand, we know from public choice literature that civil servants working in bureaucracies are generally interested in positive self-portrayal and resource maximization (Dunleavy, 1991; Niskanen, 1994). International administrations, too, have been described as entrepreneurial actors (Knill et al., 2016) who have strong evaluation-related interests that could lead to biases in evaluation outcomes (Gutner & Thompson, 2010; Weaver, 2010). In this regard, positive evaluation findings may serve as a form of “impression management” (O’Brien et al., 2010, p. 441), when administrations use evaluation results for justifying their own initiatives or requesting further funding and support. Negative evaluation results, by contrast, reveal faults in the bureaucratic operations and may lead to a backlash from political principals, legitimacy losses, cuts in funding,
or tensions within the organization. Indeed, as reported above, surveys among evaluators have shown that “being pressured to misrepresent findings is a common occurrence in evaluation” (Morris & Clark, 2012, p. 66).

For instance, evaluated units may be interested in evaluation reports containing positive assessments about their work, such as the following one taken from an evaluation of the UN WOMEN’s Tanzania portfolio: “the management structure of the CO [country office] was found efficient and suitable” (UN WOMEN, 2016, p. 10). By contrast, evaluated officials may seek to avoid critical assessments, such as the following one from an evaluation on the Food and Agricultural Organization’s (FAO) strategy on nutrition, stating that FAO “failed to address operational issues in sufficient depth and lacked an accountability framework …” (FAO, 2019b, p. 2).

On the other hand, an organization’s institutional design may shield evaluation processes from the undue influence of those being evaluated. Evaluation research is by definition supposed to be independent and impartial. As a result, evaluations are typically assigned to independent experts who can be sourced from within or outside the organization, or a combination of both. The process starts with the publication of terms of references, which serve as guidelines for the evaluation. External experts, such as companies or academic institutions, apply for the evaluation. Once a team is formed, the evaluation commences with the creation of an inception report that outlines the methodology and data involved. The commissioning unit and other stakeholders provide feedback, which then leads to the actual evaluation research being conducted. A draft report is then prepared, which is subsequently discussed and reviewed. Finally, after incorporating feedback, the final report is published.

However, in practice, organizations vary in the specific design of their evaluation processes, which can grant the units being evaluated varying degrees of influence over the evaluation research and its outcomes. We propose that within IOs, there are two significant dimensions in the institutional design of evaluation systems that determine the proximity between the evaluand and the evaluators (see Figure 1). The closer this proximity is, the greater the potential for administrative influence on the evaluation.

The first dimension refers to the extent to which the political principal—the member state governing board in the context of IOs—exercises control over an organization’s evaluation system (see Eckhard & Jankauskas, 2019). These systems consist of an evaluation policy and a centralized evaluation unit. The UN-wide evaluation norms and guidelines formally specify that evaluation units must remain impartial and conduct evaluations “free from undue pressure” (UNEG, 2016, p. 11). Yet, these units inevitably operate under a chain of command in terms of budgetary, personnel and agenda decisions. As one striking feature, IOs differ in terms of who approves such evaluation system resources: In some IOs, it is the member states’ collective in the IO governing body who approves the evaluation unit’s budget, staff (the head of unit) and agenda (what is to be evaluated). In some IOs, these decisions are taken jointly with the IO administration (management), and in other IOs senior management decides alone. These differences are defined in each organization’s evaluation policy (excerpts can be found in Appendix I).

Such institutional control over the evaluation system could enable the administration to realize its strategic evaluation-related interests. The reason is that evaluation units may lean towards that principal (stakeholder) who possesses more resources for sanctioning, rewarding, or controlling them (Eckhard & Jankauskas, 2020; Leeuw & Furubo, 2008, p. 166; O’Brien et al., 2010, p. 432).

**FIGURE 1** Two dimensions of evaluation systems’ institutional design in IOs.
Accordingly, if IO administrations maintain their control over evaluation systems, they can signal their bureaucratic interests to evaluation units, thereby explicitly or implicitly pressuring evaluators to present the administration more positively, to ignore more negative findings, to prevent publication of critical reports or to evaluate activities which are known to be functioning well. If, however, member states control IO evaluation resources, they are more involved in the process, and it is harder for administrations to realize evaluation-related interests.

The second institutional design dimension is where the commissioning unit is located in the hierarchy of the IO. Following Wildavsky’s (1972) theory on self-evaluating organizations, when there is limited institutional distance between the evaluator and the evaluand, conflicts of interest are more likely to arise. In IOs, evaluations can be commissioned and managed by either the central evaluation unit—or by the IO’s operative units that are responsible for policy implementation (see JIU, 2014). When the central evaluation unit commissions an evaluation, its professional and structural independence creates a greater distance between the evaluand and the evaluation team. Conversely, self-evaluation is at its highest when operative units themselves commission evaluations, such as a country office or a substantive unit at headquarters. In such cases, central evaluation units usually only provide remote oversight and quality assurance by commenting on the terms of reference, inception report, and draft final report. Commissioning by operative units minimizes the institutional distance between evaluators and the evaluand and accordingly exposes evaluation reports to the risk of influence by evaluated administrative units.

Overall, we argue that the ability of the evaluated administration to influence evaluation results and make them seem more positive depends on the control of evaluation system resources and the location of the commissioning unit (see Figure 1 above). As explained in more detail below, we can measure the positivity of evaluation findings by calculating the share of positive versus negative assessments about the evaluated activity at the sentence level in an evaluation report (dependent variable). The three hypotheses below summarize our expectations. In the analysis, we also consider a number of potentially confounding factors, such as the activity that is being evaluated.

**H₁,₁:** Evaluation reports conducted in evaluation systems controlled by IO administrations contain a higher share of positive assessments than those conducted under member states’ control.

**H₁,₂:** Evaluation reports commissioned by decentral operative units contain a higher share of positive assessments than those commissioned by central evaluation units.

**H₁,₃:** Evaluation reports conducted in evaluation systems controlled by IO administrations and commissioned by decentral operative units contain the highest share of positive assessments.

### EMPIRICAL STRATEGY AND MEASUREMENT

We focus on international organizations of the UN system. As in the domestic context, these organizations have seen a proliferation of evaluation in recent years. In the UN system, the number of annual evaluations grew from several dozens in the late 1990s to over 1000 reports since the 2020s. The UN system organizations are similar in terms of their basic structural and management functions. Since they also subscribe to the same system-wide evaluation guidelines of the UN Evaluation Group (UNEG, 2016), they can be treated as a comparable class of cases. Within these cases, we exploit variation in the institutional design of evaluation systems: Who—member states or IO administrations—controls evaluation system resources and who—the central evaluation unit or an operative unit—commissions a given evaluation report.

We estimate the association between these independent variables and the share of positive assessments in evaluation reports. Below, we explain how we measured this variable by compiling a text corpus of evaluation reports and classifying close to one million sentences as containing positive, negative, or neutral assessments of the evaluated activity. Primary focus of the analysis are executive summaries of evaluation reports, as these are the most crucial part of any evaluation (results hold when considering the main text only as well as the whole report). Usually about four to six pages long, they outline key findings of the report. In background conversations with IO officials and member state representatives, we often heard that policymakers are usually unable to read the whole evaluation report (oftentimes several hundred pages long). Thus, well-crafted executive summaries are important for communicating evaluation findings.

**Explanatory variables: Institutional design of evaluation systems**

Who exercises control over the evaluation system is defined by the evaluation policy of each organization. Following previous studies that identify key evaluation resources (Azzam, 2010; Eckhard & Jankauskas, 2020; Rossi et al., 2004), we measure which actor—the member state board or the IO administration/management—takes decisions on the appointment of the head of the evaluation unit, the evaluation budget, and the evaluation agenda. We use a scoring system by coding for each resource the scope of administrative involvement as low, medium, or high. We then sort every IO into one of three
categories denoting either predominant IO public administration (IPA), member states (MS), or mixed control (see Appendix I).

Regarding the location of the commissioning unit, IOs have developed their own ‘business models’ over time and now vary in their share of centered versus decentral reports (JIU, 2014). Central evaluation units regularly compile a workplan for specific evaluations to be conducted. Decentral evaluations are being conducted on a more ad hoc manner by the operative IO units or at request by a donor. We hand-coded the commissioning unit dichotomously as indicated on each evaluation report (1 decentral and 0 central). See Appendix I for further details.

**Dependent variable: The share of positive sentence assessments in evaluation reports**

As the dependent variable, we measure the share of positive versus negative assessments of evaluated activities at the sentence level in reports as a proxy for the positivity of evaluation findings. Descriptive background information classifies as neutral. This operationalization follows Eckhard et al. (2023), who also validate that this procedure enables to extract performance measures on the evaluated activity from text-based reports. Written evaluation reports typically break down a broader evaluation question into sub-categories which are then individually assessed. It is plausible, given this structure, that the more positive or negative assessments can be found in the text, the stronger the signal to a reader that the evaluated activity has been successful, or not. Neutral sentences describing the background of the evaluated activity as well as statements on methods, structure, or proceedings are excluded from the measure. This facilitates the interpretation of the outcome variable as the share of positive assessments compared with the share of negative assessments.

The following example sentences from evaluation reports contain a positive, negative, and neutral assessment, respectively:

- **Positive**: “The project was found to be successful in forming partnerships and building synergies with other organizations…” (ILO, 2018, p. 9).
- **Negative**: “FAO has not systematically used its recognized knowledge of the agricultural/rural sector to build strategic and long-term partnerships with key actors working on gender” (FAO, 2019a, p. 3).
- **Neutral**: “The primary goal of the evaluation is to assess the performance—that is, the activities, outputs, and outcomes—of WWAP [World Water Assessment Programme]...” (UNESCO, 2015, p. 1).

For the classification of sentences, we use the deep learning-based language model published by Eckhard et al. (2023). Such deep learning language models advance previous approaches relying solely on hand-crafted features to analyze natural language. The model used here has been developed based on the pre-trained language model BERT (Bidirectional Encoder Representations from Transformers), originally published by Google in 2018. The language model classifies sentences with an accuracy of 89%, providing for each sentence the probability that the prediction is correct.

To summarize, we construct our dependent variable based on the predicted probabilities that a sentence in a report is positive or negative. At the level of reports as the unit of analysis, and excluding neutral sentences, we calculate the *share of positive sentence assessments* in a report. This is a continuous measure reaching from 0 to 1, whereby 1 denotes that 100% of assessments are positive.

**Control variables**

In our regression models, we account for possible confounders that could affect the institutional design of the evaluation system and the share of positive assessments in a report. One possibility is that the original configuration of the evaluation system design is related to the administration’s general autonomy from member states. For instance, IOs that enjoy more delegated powers could be more likely to have evaluation units controlled by the administration, and such IOs are also known to perform better than IOs tightly controlled by member states (Honig, 2020; Sommerer et al., 2022). We thus control for IO autonomy (as measured by Lall (2017)).

It is also possible that an IO’s overall performance across its activities affects the share of positive assessments in a single evaluation (Gutner & Thompson, 2010). We add a performance measure provided by Lall (2017) that is based on the average IO performance ratings provided by national donors such as the British or Australian governments.

We also control for the size of an IO considering their budgets and staff (logged): larger IOs might have more evaluation capacities and more complex organizational activities, which could affect evaluation results (JIU, 2014).

Another possibility is that not all IO activities are equally easy or difficult to achieve. The UN system IOs conduct evaluation at the level of projects (single activities), programs (a bundle of projects), institutional processes, and broader organization-wide activities, such as thematic areas or corporate strategies. As an example, studies have shown that specific project-level activities are easier to accomplish than broader, corporate-level IO objectives (Feeney & Vuong, 2017, p. 329). We control for type of evaluated activity, which we code manually from evaluation reports (see Appendix I).

Finally, we account for unobserved time variant confounders by including year fixed effects. In some models, we additionally include IO fixed effects to control for unit specific heterogeneity.
Case selection and compilation of the text corpus

The UN system’s Evaluation Group’s member organizations have jointly published several thousand evaluation reports by 2020. Their database however does not contain all reports, which is why we hand-collected from individual organization webpages or sent out written requests to get access. This process is labor intensive, which implies that we had to select a sample of organizations.

For the selection, we considered the control of the evaluation system variable, which was feasible to obtain before manually collecting evaluation reports. Measuring all UNEG organizations, we found that control in eight IOs was predominantly exercised by member states, in eight by the administration and five IOs revealed mixed control (see Appendix I). We then selected three organizations from each group, choosing those who had published the largest number of evaluation reports. The resulting sample of nine organizations includes ILO, UNDP, UNICEF (member state control); FAO, UNESCO, WHO (mixed control); and IOM, UNHCR, UN WOMEN (administrative control). From these nine IOs, we gathered all available evaluation reports compiled under the same evaluation policy that we identified to be valid in 2020 (see Appendix II for the whole procedure). The final text corpus includes a total of 1082 evaluation reports published from 2012 to 2020 (Figure 2). After compiling the dataset, we hand-coded the second independent variable: We found that seven IOs publish both central and decentral reports, but there are also two organizations where all reports are commissioned by the central evaluation unit (UNESCO and FAO, both mixed control). Below, we discuss resulting limitations for the analysis.

Raw text scraped from the PDFs was cleaned by applying standard procedures of natural language processing (e.g., the removal of special characters and numbers) and split into sentences. We then used the above language model to classify all 995,743 sentences as containing a positive or negative assessment (or descriptive text). For more details, see Appendix II.

ANALYSIS

We test whether variation in the institutional design of evaluation systems is associated with differences in the share of positive assessments in evaluation reports. We begin with descriptive evidence, present the regression models, and offer robustness tests. The focus of the analysis is on executive summaries, but we also present results for the main body of the reports.

Descriptive evidence

Figure 3a depicts the average share of positive assessments in the executive summary, grouped by the two independent variables. Every dot in the graphic shows the share of positive assessments in an executive summary. Variation between reports is large. The most negative executive summaries contain a share of close to 5% of positive assessments and the most positive summaries 100%. The difference in the positivity of reports between IPA and MS groups is small (H1,1): Executive summaries under administrative control contain 54% positive assessments on average compared to 51% in the member state control group (see also Table A III.4 in Appendix III).

By contrast, the differences between central and decentral reports are more pronounced (H1,2). Figure 3b shows that executive summaries in reports conducted by decentral operative units contain on average 55% of positive assessments, whereas reports conducted by central evaluation units contain 46% of positive assessments.

Figure 4 shows the share of positive assessments in an executive summary per control group and commissioning unit. Reports with most positive summaries are commissioned by a decentral operative unit in an organization where the evaluation system is under administrative control, which points towards our theoretical expectations (H1,3).

As shown in Figure A III.1, results are comparable when considering the main text of reports. To test our hypotheses more rigorously and exploit the within organization variation of commissioning unit over time, we turn towards regression analysis in the next section.

Regression models

For the regression analysis, we focus on the association between the operative commissioning unit and positivity of executive summaries. We discuss differences in evaluation system control alongside as only the data concerning the commissioning unit follow a panel structure that allows to control for unobserved IO specific and time variant confounders. We include a set of additional control variables to account for confounding factors, as discussed above.

We run several ordinary least squares (OLS) models at a unit of analysis of executive summary in an evaluation report (Table 1). All models in the main table include standard errors clustered by IO (see Table A III.5 in Appendix III for all coefficients).

Model 1 shows the bivariate relation of decentral evaluation report with the share of positive assessments in an executive summary as the dependent variable. In model 2, we include both year and IO fixed effects (FE) to control for unobserved time variant and time invariant unit specific heterogeneity. The point estimate remains 0.093 and is statistically significant at a p-value below 0.01. The model suggests that the executive summaries in evaluation reports are 9 percentage points more positive if they were commissioned by an IO’s operative unit (decentral report).
Figure 5 plots the predicted means of the share of positive assessments in an executive summary based on model 2. The bars show the 95% prediction intervals around the predicted mean. In line with Table 1, the figure shows that a change in the commissioning unit from decentral (left hand side) to central shifts the predicted mean in the share of positive assessments in an executive summary from 58% to 49%.

To account for differences in control over evaluation systems, and considering alternative explanations, we include the variable regarding MS, mixed or IPA control as well as several control variables in model 3 in Table 1. Controls account for IO performance, de facto IO autonomy, an IO’s size (in terms of budget and staff), as well as the type of evaluated activity (project, program, institutional, or thematic). We drop IO fixed effects, as the indicators for IO performance and autonomy are constant per organization. The estimate for decentral reports remains statistically significant. Differences in evaluation system control are not significantly distinct from each other and are not associated with the positivity of an executive summary. Thus, model 3 adds to the descriptive insight that who controls evaluation system resources does not systematically affect evaluation results in executive summaries (H1.1).

In contrast, models 2 and 3 provide strong evidence for the positive association between the location of the commission unit and positivity of evaluation reports.
FIGURE 3  Average share of positive assessments in an executive summary. Figure 3a differentiates between control over IO evaluation systems, whereas Figure 3b differentiates between commissioning from decentral or central evaluation units. Horizontal black lines indicate the median, rhombuses the mean.

FIGURE 4  Average share of positive assessments in an executive summary per control group and commissioning unit. Horizontal black lines indicate the median, rhombuses the mean.
Executive summaries tend to be about two pages long and contain on average 60 assessment sentences. Thus, substantially, our models predict that an evaluation report commissioned by an IO’s operative unit contains on average five to six positive assessment sentences more than a central report by the independent evaluation unit.

We move on to the interaction between operative commissioning unit and administrative control over the evaluation system in model 4 (see H1.3). While the coefficient denoting this interaction is statistically significant at a p-value below 0.05 and results point in the expected direction, effect sizes are small after inclusion of controls.

### TABLE 1 OLS regression models.

<table>
<thead>
<tr>
<th>Dependent variable</th>
<th>Share of positive assessments</th>
<th>( \text{Constant} )</th>
<th>( \text{Year FE} )</th>
<th>( \text{IO FE} )</th>
<th>( \text{Controls} )</th>
<th>( \text{Observations} )</th>
<th>Adjusted ( R^2 )</th>
<th>( F \text{ Statistic} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>Decentral report</td>
<td>( 0.092^{***} )</td>
<td>( 0.090^{***} )</td>
<td>( 0.049^{***} )</td>
<td>( 0.070^{***} )</td>
<td></td>
<td>1082</td>
<td>0.065</td>
<td>76.261*** (df = 1; 1080)</td>
</tr>
<tr>
<td></td>
<td>(0.018)</td>
<td>(0.023)</td>
<td>(0.018)</td>
<td>(0.004)</td>
<td></td>
<td></td>
<td>(0.017)</td>
<td>(df = 1; 1080)</td>
</tr>
<tr>
<td>Mixed control</td>
<td>(-0.028^*)</td>
<td>(-0.023)</td>
<td>(0.016)</td>
<td>(0.017)</td>
<td></td>
<td></td>
<td>(0.038)</td>
<td>9.015*** (df = 18; 1063)</td>
</tr>
<tr>
<td>IPA control</td>
<td>(-0.030)</td>
<td>(0.001)</td>
<td>(0.036)</td>
<td></td>
<td></td>
<td></td>
<td>(0.033)</td>
<td>11.458*** (df = 19; 1055)</td>
</tr>
<tr>
<td>IPA control ( \times ) Decentral</td>
<td>(-0.006)</td>
<td>(0.062^{**})</td>
<td>(0.025)</td>
<td></td>
<td></td>
<td></td>
<td>(0.023)</td>
<td>10.635*** (df = 21; 1053)</td>
</tr>
</tbody>
</table>

Note: Standard errors are clustered by IO. Complete results with all variables in Appendix III, Table A III.5.

\( ^* p < 0.1; ^{**} p < 0.05; ^{***} p < 0.01. \)

**FIGURE 5** Prediction plot for model 2 from Table 1 with 95% prediction intervals around the prediction.
(see also Figure A III.2 in the Appendix). Further robustness tests described below show that these results do not hold across different model specifications.

Overall, the findings from Table 1 and descriptive insights in the section above suggest that differences in who controls an IO’s evaluation system affects the reporting of positive assessments to limited extent. Thus, the results do not provide evidence for Hypothesis 1.1. Reports that are commissioned by an IO’s operative unit itself, however, are significantly more positive, allowing us to maintain Hypothesis 1.2. We further reject Hypothesis 1.3 as the analysis provides only indicative but not robust support for the interaction. In the following, we probe these findings with a series of robustness tests.

Robustness tests

We run a series of additional models at the report as well as at the sentence level. Results remain highly comparable and are displayed in Appendix III. We first check whether our results hold for the main text of an evaluation report (excluding the executive summary) as well as reports as a whole (Tables A III.6 and A III.7).

Next, we turn towards the explanatory variables. We re-run our analysis with a continuous indicator capturing the control over evaluation systems (Table A III.8, see Appendix I for information on the continuous measure). Table A III.9 displays the results when including the percentage of staff employed outside an organization’s headquarters to account for the degree of decentralization of an IO that could affect whether a report is decentral. In addition, we show that results are robust when excluding FAO and UNESCO that have only published central reports within our time of observation (Table A III.10).

Further, we test an alteration to our outcome and include neutral sentences. The dependent variable changes to a measure that captures the positivity of a report compared to all other remaining sentences. We re-run our main analysis with the share of positive assessments compared with negative and neutral sentences (Table A III.11) and negative compared to positive and neutral sentences (Table A III.12). In addition, we replicate our main analysis including evaluation reports that were identified to have overly long or short executive summaries or main texts (Table A III.13).

Next, we re-run all discussed model specifications at the sentence level in Tables A III.14 to A III.18 to include weights for the language model’s classification accuracy per sentence. In these models, the dependent variable is a bivariate measure indicating whether a sentence is positive (1) or negative (0).

Last, we address that our outcome measure treats all sentences as equally important. We check that results are robust when including the relative order in which a sentence appears to account that sentences at the very beginning of an executive summary might be more important to the reader than other sentences (Table A III.19).

DISCUSSION

In the analysis, we scrutinized whether differences in the institutional design of IO evaluation systems are systematically associated with differences in the share of positive assessment sentences across 1082 IO evaluation reports. On the one hand, our findings show no evidence that the control structure of IO evaluation systems (IPA vs. MS control) is associated to such biases. Descriptive evidence shows only small differences between IOs in which either member states or the administration controls evaluation system resources, these differences turn out insignificant in the regression analysis. We therefore reject Hypothesis 1.1.

On the other hand, however, we do find evidence that reports commissioned by decentral operative administrative entities are systematically more positive than those commissioned by central evaluation units. For executive summaries, that is, sections that decision-makers are most likely to read, the predicted difference is more pronounced (9 percentage points) than differences in the main text (4.8 percentage points). These results are robust to a series of additional tests. Therefore, we hold that the empirical findings support Hypothesis 1.2 related to the commissioning evaluation unit. But we cannot confirm Hypothesis 1.3 postulating an interaction between the two independent variables.

As a limitation, our findings apply only to specific operationalizations of the two explanatory variables, that is, control over evaluation system and the commissioning unit of an evaluation report. It is possible that additional political dynamics are at play, such as individual factors linked to the evaluation team drafting a report. This analysis was unable to consider such factors. Furthermore, the measurement of the dependent variable also reveals a limitation: Whereas the measure treats all sentences equally, it is possible that certain sentences are more salient than others. Although we considered the order of sentences as a robustness check, there may be other differences that only a qualitative in-depth analysis could capture. As another limitation, we scrutinized the political perspective on evaluation only from one possible perspective, namely that evaluated units may seek to have their performance portrayed in the most positive light. In addition to this, other substantive political interests may also manifest in evaluation reports.

Regarding generalization, this article focused on evaluation in the context of international public administrations. These are public service organizations operating at the international level, guided by Weberian principles of bureaucracy (Bauer et al., 2017; Eckhard & Ege, 2016; Stone & Moloney, 2019; Thorvaldsdottir et al., 2021). Furthermore, evaluation principles and guidelines (i.e., the OECD-DAC criteria) applied in the UN system also guide
the conduct of evaluation elsewhere. And last but not least, pressure by evaluated units on evaluators has been frequently documented for the domestic level, too (Azzam, 2010; Bjørnholt & Larsen, 2014; Morris & Clark, 2012). It is therefore plausible that our findings generalize to other types of public service organizations. But there are also relevant differences between domestic and international bureaucracies. Most importantly, the political principal of an international public administrations comprises a collective of member states, which potentially causes idiosyncratic political dynamics between the principal and agent, which have been well documented by a rich literature in international relations (Hawkins et al., 2006; Jankauskas, 2022; Trondal et al., 2010). It is possible that this leads to higher degrees of politicization of IO activities, including evaluation, or more pronounced administrative interests in the evaluation results. Further research is therefore needed to explore whether our results replicate beyond the international level, and how exactly the ideal institutional distance between evaluator and evaluand manifests in a domestic context.

CONCLUSION

This article set out to address a missing puzzle in the discussion that emerged from Wildavsky’s (Wildavsky, 1972, p. 509) longstanding argument that evaluation and organization are contradictory terms. This literature on the politics of evaluation put forth interview and survey data, showing that evaluators are frequently confronted with undue pressure from members of an organization to present evaluation results more positively. We expand this discussion by arguing that the institutional design of an organization conditions whether evaluation outcomes are functional or politicized. And we break new ground by offering the first comparative study on evaluation politics with data gained from a text analysis of evaluation reports.

Based on the operationalization and analysis presented above, we show that whether the member states board or the IO administration controls the evaluation system is not associated with systematic differences in the positivity of reports’ findings. But we do find that evaluation reports commissioned by an IO’s operative units are on average more positive than evaluation reports commissioned by central evaluation units. These remaining differences cannot be accounted for by a range of plausible factors, such as the general performance of an organization or the type of the evaluated activity.

We therefore conclude that the increased positivity of decentral evaluation reports emerges due to a lack of independence of evaluators, who are either pressured to present findings more positively, or do so in anticipation of the interests of commissioning units—sometimes maybe even unconsciously. Both these dynamics have been identified from survey and interview-based studies (Azzam, 2010; Morris & Clark, 2012). Our study therefore contributes to the literature by revising Wildavsky’s initial claim: Evaluation and organization are contradictory terms, but only in the absence of institutional safeguards that enhance the distance between evaluator and those evaluated.

Our findings also speak to ongoing disputes between political and ‘pragmatic’ (functional) perspectives on evidence-based policymaking (Cairney, 2016; see MacKillop & Downe, 2022; Sanderson, 2002) by revealing the mechanisms that may lead to evaluation as evidence being perceived in either way. An overly positive portrayal of evaluated activities may undermine trust in evaluation results. And it may undermine the ability of policymakers to gain a realistic understanding of policy impact and administrative performance, which are necessary conditions for organizational and policy learning.

For international public administrations, we found that central evaluation units successfully protect the independence of evaluation, even if IO management takes key budgetary, staff and agenda setting decisions on the evaluation system (rather than member states). This implies that evaluation units can be de facto independent, even if they are de jure part of the organization they assess.

This finding should also be relevant for other public organizations which consider where to allocate the evaluation function in their institutional architecture. This may even include domestic bureaucracies. Studies on evaluation in the domestic context point to the presence of outside lobbying or political pressure on evaluators, which may be reduced or avoided by reducing the distance between the evaluators and those evaluated, for instance, through the installation of a central evaluation unit.
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ENDNOTES


2 For an overview, see https://www.oecd.org/dac/evaluation/daccriteriaforevaluatingdevelopmentassistance.htm.


4 The nine organizations are the International Labor Organization (ILO), the UN Development Program (UNDP), the UN International Children’s Emergency Fund (UNICEF), the Food and Agricultural Organization (FAO), the UN Educational, Scientific and Cultural Organization (UNESCO), the World Health Organization (WHO), the International Organization for Migration (IOM), the UN High Commissioner for Refugees (UNHCR) and the UN entity for Gender Equality and the Empowerment of Women (UN WOMEN).

5 As per number of published evaluation reports in the database of the UN Evaluation Group (http://www.uneval.org/evaluation/reports).

6 Data retrieved from UN System Chief Executives Board for Coordination: https://unsceb.org/.

7 See previous footnote 5.
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