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ABSTRACT

Using hand-collected and web-scraped data on 7208 matches and 3266 players from the highest division of German male football, this paper examines how birthplace diversity affects team performance. The results of two instrumental variable analyses suggest that birthplace diversity has a hump-shaped effect on team performance. To explain our result, we argue that nationally diverse teams have a wider range of skills and face greater communication barriers.

1. Introduction

The importance of team-based production increased notably over the last three decades (see e.g. Deming, 2017; Jones, 2009; Wuchty et al., 2007). Understanding which factors determine successful collaboration is thus at the very heart of various studies in labor, business, and organizational economics. In particular, a large body of literature studies whether working groups whose members differ in their sociodemographic characteristics are more or less productive than homogeneous working groups.

Making a prediction about how diversity in sociodemographic worker characteristics affects the performance of a team is difficult as diversity can have both positive and negative effects (see van Knippenberg et al., 2004; Prat, 2002; Williams and O'Reilly, 1998). For instance, on the one hand, diversity may broaden the range of skills, which in turn may raise team performance (Cox et al., 1991). However, on the other hand, diversity may lower team performance because of lower group cohesion or higher risk of conflict (O'Reilly et al., 1989). In addition, since various characteristics exist in which members of a team can differ from each other (e.g. gender, tenure, religion), the relevance of the positive and negative aspects of diversity may depend on the characteristic. It is also possible that surrounding factors moderate the effects of diversity (van Knippenberg et al., 2004).

This paper complements the existing literature by providing causal evidence on the relationship between birthplace diversity and team performance. We choose this type of diversity for three main reasons. First, the number of multinational working groups increased considerably in the last decades (see e.g. Freeman and Huang, 2015; Kahane et al., 2013). Second, compared to other sociodemographic worker characteristics, only little research exists on the effects of birthplace diversity on team performance. Finally, managers are interested in this type of diversity and differ in their beliefs regarding its effects (see e.g. Stahl-Rolf et al., 2018).

Providing causal evidence on the effect of birthplace diversity on team performance is challenging for a number of reasons. A main challenge is to find an environment where working teams are clearly identifiable and people from different countries collaborate. Another difficulty is to satisfy the data requirements for such an empirical analysis. In particular, we need objective measures of performance and data on workers’ abilities. Finally, we must develop an identification strategy that is appropriate for establishing causality.
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We exploit hand-collected and web-scraped data from the highest division of men’s football in Germany (1. Bundesliga)\(^2\) to address the problems that arise when studying the relationship between birthplace diversity and team performance.\(^3\) The Bundesliga is an attractive environment for our purposes since we clearly observe who collaborates with whom and have objective measures of team performance. In addition, freely accessible sources provide detailed information about football players, including their country of birth. Especially remarkable in this regard are time-varying measures of quality that we obtain from the video game series FIFA and the web platform Transfermarkt. In total, our dataset consists of 7038 Bundesliga matches and 3266 players, coming from almost 100 countries.

The most common approach when investigating how diversity affects team (or firm) performance is to estimate two-way fixed effect regression models. In these models, the measures of diversity are typically based on ex-post observable information about the composition of the team (see Dezsö and Ross, 2012; Haas and Nüesch, 2012; Kahane et al., 2013; Prinz and Wicker, 2016, among others). An objection against this popular approach is that it neglects compositional changes that happen during the production process. This neglect is problematic since the performance of a team may influence the extent to which the composition of a team changes over time. For instance, imagine a research unit of three junior scientists that has limited time to develop a new software package. Suppose further that these junior researchers realize after three-fourth of the time that they are stuck and thus ask a senior scientist to join the team. The ex-post observable information on the composition of the team therefore provides an inaccurate picture in this example and hides important dynamic adjustments.

In our specific case, such adjustments are a severe issue. In particular, we illustrate that the level of birthplace diversity increases throughout a match if a team does not perform well (in the case above, it would be the tenure level of the research group). We explain this pattern with the fact that team managers replace defensive with offensive players if their team is behind. These performance-based substitutions increase the level of birthplace diversity since the share of foreigners in Bundesliga clubs is often larger among offensive than among defensive players. Consequently, when applying a two-way fixed effect approach in our setting, we underestimate the optimal level of birthplace diversity.\(^4\)

To address the aforementioned and other endogeneity problems, we use instrumental variable approaches. The first of these approaches exploits predicted starting line-ups published by the leading football magazine Kicker. More specifically, we compute how diverse the players in these predicted starting line-ups are and use this measure as an instrument for the diversity of the fielded players. Our second approach resembles the approach by Bettger and Long (2005) who exploit unexpected absences of university lectures to study the importance of role models for study choice. In our case, we use unexpected replacements in the starting line-ups. Conditional on our large set of fixed effects and control variables, we believe that these changes produce plausible exogenous variation in team structures. In a robustness check, we only exploit those unexpected replacements for which we know that they are caused by an injury.

Our instrumental variable regressions provide evidence for a non-linear relationship between birthplace diversity and team performance. In particular, we observe that the effect of birthplace diversity on team performance increases up to a certain level and becomes smaller beyond this threshold. Put differently, our estimates imply that an intermediate level of birthplace diversity maximizes team performance. A variety of robustness checks substantiates this view. We also present estimates suggesting that the optimal level of birthplace diversity varies across tasks and depends on the importance of interpersonal communication.

This paper contributes to the literature that links birthplace diversity to economic performance. At the macro level, most existing studies have identified positive effects of birthplace diversity (for country-level studies, see e.g. Alesina et al., 2016; Bove and Elia, 2017; for regional-level studies, see e.g. Ager and Brueckner, 2013; Docquier et al., 2020; Hornung, 2014; Ottaviano and Peri, 2005; Suedekum et al., 2014). The common explanations are complementary skills and business specializations. However, the macro studies remain inconclusive about situations in which diverse individuals are forced to directly collaborate. At the micro level, two types of studies exist. The first consists of studies that conduct (field or laboratory) experiments. The results of these experiments are mixed. For instance, Earley and Mosakowski (2000) conclude that the relation between birthplace diversity and team performance is U-shaped, whereas Lyons (2017) finds negative effects. To explain her result, Lyons (2017) provides evidence, suggesting that nationally diverse teams suffer from communication problems. The second type of studies analyzes observable data with fixed effect approaches. In many cases, this data comes from the sports industry. An exception is Freeman and Huang (2015) who study research groups and find that birthplace diversity enhances performance. By contrast, most of the studies that exploit sports data conclude that birthplace diversity reduces team performance (see e.g. Addesa et al., 2022; Haas and Nüesch, 2012; Kahane et al., 2013; Maderer et al., 2014).\(^5\) We show results from instrumental variable regressions, suggesting that the relationship between birthplace diversity and team performance is hump-shaped. We also illustrate that the classical fixed effect approach produces much lower estimates for the optimal level of birthplace diversity. More specifically, we show that neglecting performance-based substitutions creates results that are consistent with prior studies, considering comparable circumstances. To the best of our knowledge, our instrumental variable procedures have not been used in other studies that examine how birthplace diversity affects team performance.

More generally, we contribute to the literature that analyzes how diversity in socio-demographic worker characters affects team performance. This literature consists of numerous studies, considering several types of diversity and applying various empirical methods (for detailed reviews, see Guillame et al., 2017; Horvitz and Horvitz, 2007; Joshi and Roh, 2009; van Knippenberg and Mell, 2016; Williams and O’Reilly, 1998).\(^6\) Apart from providing causal evidence on the role of one specific type of diversity, our paper has three contributions.\(^7\) First, we illustrate that regression results can be severely biased if an empirical approach neglects that the composition of a team changes during the production process, depending on how it performs. Since such changes can occur in many industries, we think that such an illustration is important to further improve the awareness for this endogeneity problem. Second,

\(^2\) Henceforth, we use the term Bundesliga to improve the reading flow.

\(^3\) Due to great data quality, using data from the professional sports industry is a popular approach in economics. Examples of studies that exploit such data include: Alvarez et al. (2011); Arcidiacono et al. (2017); Bryson and Chevalier (2015); Dohmen and Sauermann (2016); Dohmen (2008a,b); Frick (2011); Guryan et al. (2009); Kleven et al. (2013); Krumer and Lechner (2017, 2018); Lichter et al. (2017); Papps et al. (2011), and Price and Wolters (2010).

\(^4\) Unobserved time-varying manager characteristics are another notable source of bias in our fixed effect regressions.

\(^5\) A notable exception is the study by Balsmeier et al. (2019) who show that the increase in birthplace diversity that was caused by the Bosman ruling enhanced team performance. Their result is consistent with our results since prior to this ruling birthplace diversity was much lower than the optimal level of birthplace diversity.

\(^6\) Several studies provide evidence for a non-linear relationship between diversity and team performance. Examples include Kesavan et al. (2014); Staits et al. (2012); Tan and Netesnine (2014, 2019), as well as Schwab et al. (2016).

\(^7\) Compared with the huge number of studies that exploit observable data to analyze how diversity affects performance, relatively few studies apply methods that allow for a causal interpretation of the results. Examples include Delis et al. (2017); Kesavan et al. (2014), and Tan and Netesnine (2019). All these studies apply an instrumental variable approach. Hoogendoorn et al. (2013) design a randomized field experiments to establish causality (see also Lyons, 2017).
our paper establishes instrumental variable approaches. Because variants of our methods can be applied to other types of diversity and in other institutional environments, our paper may help other scholars to address their problems. Finally, we support the view that external factors moderate the effect of workplace diversity on team performance by showing that the optimal level of diversity depends on the importance of interpersonal communication. In particular, we exploit the division of tasks on the pitch between forwards and defenders and show that the optimal level of birthplace diversity is higher for offensive players than for defensive players. We consider this difference as notable because offensive players have to solve creative tasks, whereas defensive players need to rely more on communication skills to fulfill their duties.

This paper proceeds as follows. Section 2 informs about the Bundesliga and our data. Section 3 describes our empirical approaches. Section 4 presents our estimation results. Section 5 concludes.

2. Institutional framework and data

The first challenge when examining how birthplace diversity affects team performance is to find an appropriate institutional environment. Kahane et al. (2013) suggest that such an environment has to meet four requirements. First, individuals from various countries must collaborate with each other. Second, we need to observe who works together with whom. Third, information regarding workers’ origins, skills, and experiences have to be available. Fourth, the performance of each team must be objectively measurable. This section shows that these four requirements are satisfied when using the Bundesliga as institutional environment.

2.1. Institutional background

The Bundesliga is the first division of German male football. It includes 18 clubs and is organized as a double round-robin system. Each club therefore plays 34 matches per season, 17 of these matches at home. Every match day consists of 9 matches, whereby each club participates in one of them. Matches are assigned to match days prior to the start of the season. Usually, matches take place on a weekend. Between the first round (August–December) and the second round (January–May) of every season, a winter break of four or five weeks without matches is made. In both of the rounds, every club plays against all others. The home field advantage changes between the first and second round.

A soccer match lasts 90 min and consists of two halves. Prior to each match, the team manager nominates eleven starting players (one goal keeper, ten field players) and seven substitutes. During the match, the manager can substitute up to three players. At the end of the match, the winner obtains three ranking points, while the loser gets no points. In case of a draw, both clubs obtain one point. At the end of a season, the total number of ranking points determines the position in the table. If clubs have the same number of points, the difference between the goals scored and goals conceded serves as decision criterion.

The starting players and the substitutes are chosen out of the squad, which in turn consists of all players hired by the club. Typically, the squad is compiled by the club managers. As in most other football leagues, the club managers can change the squad twice per year. The first transfer period is from July to August, while the second is in January. There are no rules determining the size of the squad, salary caps do not exist, and budgets differ across clubs. The club budget depends on various factors, including ticket and fan article sales, transfer revenues, sponsorship contracts, TV revenues, and monetary rewards for participation in a European club tournament.

The rule governing the fielding of foreign players has only changed twice since the introduction of the Bundesliga in 1963. The initial regulatory scheme lasted until the middle of the 1995/96 season and allowed the fielding of three foreign players. In late 1995, the European Court of Justice declared the initial form of the three-players rule illegal on the grounds that it is incompatible with the treaties of the European Union. Afterwards, the three-players rule only applied to non-European players. As of to the 2004/05 season, also this restriction was abolished.

Fig. 1 illustrates that the Bundesliga is an environment where people from many countries collaborate. The dashed red line in Fig. 1 shows how the share of foreign players changed over time (right scale). In the 1995/96 season, only about one quarter of the Bundesliga players was not German-born. Caused by the relaxation of the three-players rule, the share of foreign players started to increase in the 1996/97 season and peaked at 60 percent in the 2002/03 season. Since the 2010/11 season, about half of the Bundesliga players are German-born.

Fig. 1 also includes a bar chart, suggesting that foreign Bundesliga players come from various countries (left scale). The lengths of the bars reflect the total number of birth countries. Between the 1995/96 season and the 2003/04 season, this number grew from 39 to 61. Since then, the number of birth countries varies between 52 and 64.

2.2. Data

For our analysis, we create a unique data set, including information on all Bundesliga matches from the 1995/96 season up to the 2017/18 season. For each of these 7038 matches, we know the date, the participating clubs, the final result, and the place at which the match took place. We also observe the starting line-ups, have information on substitutions, and know the ranking position of each club. Furthermore, we compile the names of the team managers and several manager characteristics (e.g. age, tenure, birth country). Finally, we produce dummies that indicate whether a club participated in a match of a European club tournament or the national cup in the week just before or immediately after a Bundesliga match. Our key source of information was the German football magazine Kicker and its homepage (www.kicker.de).

In total, 3266 players participated in the 7038 matches that are included in our database. For each of them, we know the country of birth. The total number of birth countries is 98 (for a full list, see Table D.1). Apart from Germany, the most frequent countries are Brazil, France, Poland, and Denmark. For all players, we also know their date of birth, the date when they were hired by a Bundesliga club, and the number of matches that they have played prior to a match in (i) the Bundesliga, (ii) the highest league in France, England, Italy, and Spain, (iii) European club tournaments, and (iv) European and world championships.

All information are collected by hand and come from the website of Kicker and the web platforms Transfermarkt (www.transfermarkt.com) and World Football (www.worldfootball.net). Lastly, we complement our objective information with two expert-based measures of players’ quality. The first is the market value of the player as reported by Transfermarkt. Our second measure comes from the video game FIFA which is

---

8 For organizational reasons, some match days have to take place during midweek days (Tuesday and Wednesday). For details, see Krumm and Lechner (2018).
9 In some seasons, the first match day of the second round takes place before the winter break starts.

10 This landmark decision is known as Bosman ruling and is named after the Belgian Jean-Marc Bosman who sued his club, RFC Liège, because of contractual disputes. For details, see Dobson and Goddard (2011); Kleven et al. (2013), and Simmons (1997).
11 This rule had, however, rather little practical relevance since most of the non-Europeans had a dual citizenship of their country of birth and an European country.
12 We began the data collection with the 1995/96 season for three reasons: (i) prior to this season, it was prohibited to field more than three foreigners, (ii) as of this season, the winner of a match got three ranking points rather than two, and (iii) data quality.
13 We choose the leagues of France, England, Italy, and Spain because the level of play in these league is similar to the level of play in Germany.
released by the video game company Electronic Arts. In this very popular video game, each player has a playing strength ranging from 0 to 100. We develop a PHP script to download the ratings from the FIFA web platform (www.fifa-index.com). A common feature of our quality measures is that they are updated at the beginning of each season and thus time-variant. Unfortunately, both measures are only available for the 13 latest seasons (2005/06–2017/18).  

3. Empirical framework

3.1. Fixed effect approach

Our analysis of the impact of birthplace diversity ($B$) on team performance ($Y$) begins with the following regression model:

$$Y_{isrd} = \beta_0(B_{isrd}) + \gamma \cdot X_{isrd} + \Lambda_{isrd} + \Theta_d + \epsilon_{isrd}$$  

(1)

where $i$ denotes a club, $s$ a season, $m$ a manager, and $d$ a match day. The subscript $r \in \{1, 2\}$ indicates whether a match took place in the first or the second round of a season. $X$ is the set of controls, $\Lambda$ the set of club-by-season-by-round-by-manager fixed effects, and $\Theta$ the set of match day fixed effects.

In contrast to most other sectors, team performance can be directly and objectively measured when using data from professional sports (Kahane et al., 2013). As in most studies that exploit such data, we apply two measures of team performance. The first performance measure is the difference between the goals scored and goals allowed. Our second measure of team performance is the total number of ranking points that a club obtained at the end of a match.

Our key explanatory variable is the birthplace diversity of a team. As Alesina et al. (2016), we define birthplace diversity as the likelihood that two randomly drawn team members were born in two different countries. Consequently, we measure the birthplace diversity of a team with the following fractionalization index:

$$B = 1 - \frac{1}{n^2} \sum_{i=1}^{n} \sum_{k=1}^{n} b_{ik}$$  

(2)

where $b_{ik}$ denotes a dummy that equals 1 when players $i$ and $k$ have the same country of birth, and 0 otherwise. The parameter $n$ reflects the total number of players that participate in a match. In theory, our measure of birthplace diversity can range from 0 (homogeneous) to 1 (completely diverse). In Fig. 2, we present a histogram that illustrates how the level of birthplace diversity is distributed in Bundesliga teams. We observe that homogeneous teams are rather rare and that most teams have a level of birthplace diversity between 0.55 and 0.85.

As sketched in Section 1, birthplace diversity may have both positive and negative aspects. The effect of birthplace diversity on team performance might therefore be non-linear. To test for non-linearity, we assume a quadratic functional form in our main analysis:

$$\beta(B_{isrd}) = \beta_1 \cdot B_{isrd} + \beta_2 \cdot B^2_{isrd}$$  

(3)

The optimal level of birthplace diversity is then:

$$B^* = -\frac{\beta_1}{2 \cdot \beta_2}$$  

with $\beta_1 \in [0, -2 \cdot \beta_2]$ and $\beta_2 < 0$.  

(4)

To alleviate potential concerns regarding our procedure, we relax the functional form assumptions in our robustness checks. Of course, we also present estimates from linear regressions.

When estimating (1), we exploit variation within clubs, while controlling for a large number of potential confounders. First, our cross-sectional fixed effects ($\Lambda$) capture all factors that are specific to a club in a round of a particular season if a specific team manager is in charge. Among others, such factors are the abilities of the manager and other staff members, the composition of the squad, the budget and prestige of a club, cultural differences between manager and players, the quality of training facilities and youth sections, and the fan base. Our fixed effects also ensure that our results are not biased due to general time trends. In addition, to control for team characteristics that vary between matches,

---

14 A question may be whether our the market values reported by Transfermarkt and the FIFA ratings constitute meaningful measures of players’ quality. To provide some evidence on this matter, we check how our two measures correlate with individual performance outcomes, such as minutes played, goals scored, and assists made. The results are shown in Figures C.1 and C.2. We find a strong positive correlation.

15 As combinations with $i = k$ are not excluded when calculating $B$ (see Bossert et al., 2011), $B = 1$ is possible only if $n \to \infty$. In our case, the maximum value of $B$ is $\frac{1}{2}$.  

16 In Appendix A, we present a simple theoretical framework that illustrates why the this effect may be non-linear and concave.
we add variables to our regression models that reflect players’ experience and quality (for details, see Section 2.2). Lastly, we control for a variety of time-varying manager and opponent characteristics, and the home field advantage. In Table D.2, we list all match-specific control variables.

3.2. Instrumental variable approaches

Our OLS estimates of $\beta_1$, $\beta_2$, and $B^*$ might be biased for two major reasons. First, the composition of a team changes endogenously during a match due to substitutions. In particular, as shown in Appendix B with within-match data, poorly (well) performing teams increase (decrease) their birthplace diversity in the course of a match. The key reason for this change is that the managers replace defensive (offensive) with offensive (defensive) players if their team is behind (in front). In the Bundesliga, this (rational) behavior reduces (increases) birthplace diversity because the share of foreign offensive players is much larger than the share of foreign defensive players. From an empirical perspective, this development is problematic since it biases our OLS estimates of $B^*$ downwards. The second potential source of bias is that our comprehensive sets of fixed effects and control variables do not suffice to control for all confounding factors. For instance, it might be that the relationship between the manager and the players (or at least some of them) changes between two games, which in turn might affect both the line-up and the performance of the team. It might also be the case that a manager has more knowledge about specific opponents, for instance, because he or one of his staff members worked for this club in the past. The direction in which an unobserved confounder biases our OLS estimates is unclear.

In our empirical analysis, we use two instrumental variable approaches to address the aforementioned endogeneity problems. Below, we first describe them (see Sections 3.2.1 and 3.2.2) and then explain why they complement each other (see Section 3.2.3).

3.2.1. Diversity in predicted starting line-ups

In the literature that investigates how diversity affects team performance, only a few studies apply an instrumental variable approach to allay endogeneity concerns (see e.g. Delis et al., 2017; Kesavan et al., 2014; Tan and Netessine, 2014; Tan and Netessine, 2019). Among these studies, a popular approach is to exploit a lagged value of the variable of interest as instrument. Obviously, when using this approach, the regression coefficients cannot be biased due to reverse causality. In addition, the first-stage relationship is likely to be strong in this case because working groups often change slowly over time. However, a general objection against using a lagged value as an instrument is that the exclusion restriction might not be satisfied (Angrist and Pischke, 2009; Angrist and Pischke, 2010; Bazzi and Clemens, 2013). In our case, the risk that the exclusion restriction is violated when the level of birthplace diversity in the previous match is used as instrument is non-negligible. For instance, as outlined above, we are worried about unobserved manager characteristics. Since the previous line-up is usually made by the same manager and thus affected by these characteristics, we think that it is legitimate to question whether using a lagged value of our main variable ($B_{isrm}$) addresses this endogeneity concern in a convincing manner.

Our alternative to the standard instrumental variable approach is a procedure from which we think that it shares the strength of the standard approach and decreases the likelihood that the exclusion restriction does not hold. More specifically, we exploit the birthplace diversity in predicted line-ups published by Germany’s best selling football magazine (Kicker) at the day before the first match of a match day starts. To realize our approach, we first manually digitize all 7956 expected starting line-ups that were published between 07/2005 and 06/2018.17 In the second step, we compute the level of birthplace diversity in all predicted starting line-ups. Finally, we estimate the first-stage equations:

$$B_{isrm} = \beta_1 \cdot K_{isrm} + \beta_2 \cdot K_{isrm} + \alpha \cdot X_{isrm} + \Lambda_{isrm} + \Theta_0 + \eta_{isrm}$$

$$B_{isrm}^2 = \delta_1 \cdot K_{isrm} + \delta_2 \cdot K_{isrm} + \lambda \cdot X_{isrm} + \Lambda_{isrm} + \Theta_0 + \mu_{isrm}$$

where $K$ denotes the level of birthplace diversity in the starting line-up predicted by Kicker.18

In Fig. 3, we inform about the relationship between the starting line-ups and the line-ups predicted by Kicker. The upper graph illustrates that 87 percent of all starting players also belong to the predicted starting line-up. The share of correctly predicted German players differs only

![Birthplace diversity in Bundesliga teams. Notes: This figure illustrates the distribution of birthplace diversity among fielded players in Bundesliga teams.](image-url)

---

17 We do not expand the sample to the earlier seasons because of limited data availability and low data quality.

18 A potential question is why we exploit the starting line-up predicted by Kicker instead of the actual starting line-up to build our instruments. The advantage of the former is that it is made by journalists rather than the manager. Therefore, our estimates are less likely to be confounded by an unobserved manager characteristic when using the birthplace diversity in the line-up predicted by Kicker.
slightly from the share of correctly predicted non-German players. The strong overall overlap is reassuring because it suggests a strong first-stage relationship. A concern might be that *Kicker* correctly predicts the starting line-up in most cases and makes serious mistakes in a few specific cases. In the middle graph of Fig. 3, we try to allay this concern. In particular, we illustrate that *Kicker* correctly predicts the line-up in only 23 percent of the cases. We also show that the number of incorrect predictions per starting line-up is usually small. The lower graph of Fig. 3 highlights which consequences the incorrect predictions have for the predicted levels of birthplace diversity. In 48 percent of the cases, the level of birthplace diversity is the same in the actual and the predicted starting line-up. Great discrepancies are relatively rare.

### 3.2.2. Unexpected replacements

Our second instrumental variable approach is inspired by several studies in education economics, especially *Bettinger and Long* (2005) and *Herrmann and Rockoff* (2012). The common feature of these influential studies is that they exploit unexpected absences of instructors. We adapt their idea and thus aim to use the extent to which the level of birthplace diversity changes due to unexpected replacements as an instrument for the actual level of birthplace diversity among the fielded players.

To implement our second instrumental variable approach, we proceed as follows. In a first step, we define three different groups of players (for an example, see Figure C.3). Group $A$ consists of all players that are not starting players but belong to the line-up predicted by *Kicker*. Group $B$ includes starting players that are not part of the expected starting line-up. Group $C$ includes all remaining starting players. In a second step, we calculate the dissimilarity between the players in $C$ and $A (B)$:

$$
\Delta(A, C) = \frac{1}{|A|} \cdot \frac{1}{|C|} \sum_{j \in A} \sum_{k \in C} (1 - s_{jk})
$$

(7)

$$
\Delta(B, C) = \frac{1}{|B|} \cdot \frac{1}{|C|} \sum_{j \in B} \sum_{k \in C} (1 - s_{jk})
$$

(8)

where $s_{jk}$ denotes a dummy that is equal to 1 if players $j$ and $k$ come from the same country, and 0 otherwise. In the final step, we create the instrument $Z \in [-1, 1]$ as the difference of two dissimilarity scores:

$$Z = \Delta(B, C) - \Delta(A, C).
$$

(9)

Our instrumental variable only differs from 0 if there is an unexpected change in the starting line-up and if the players in $A$ and $B$ were not born in the same countries. In particular, $Z$ is positive only if the dissimilarity between the players that unexpectedly belong to the starting line-up and the other starting players ($\Delta(B, C)$) is larger than the dissimilarity between the players that unexpectedly dropped out from the starting line-up and the players that belonged to both the actual and the expected starting line-up ($\Delta(A, C)$). As intended, we observe a positive correlation between $Z$ and the birthplace diversity of the fielded players (see Figure C.5).

As mentioned in Section 3.1, we test for a hump-shaped relationship between team performance and birthplace diversity in our analysis. To this end, we need instrumental variables for both the level of birthplace diversity and its squared term. As *Ashraf and Galor* (2013), we use a three-stage approach to meet this challenge. First, we perform a zero-stage regression in which our measure of birthplace diversity is regressed on $Z$ and the controls of the second-stage equation:

$$
B_{irst} = \phi \cdot Z_{irst} + \pi \cdot X_{irst} + \Lambda_{irst} + \Theta_d + \zeta_{irst}.
$$

(10)

$^{19}$ For details about the econometric foundation of the approach used by *Ashraf and Galor* (2013), see *Angrist and Pischke* (2009) and *Wooldridge* (2010). We need a zero-stage regression since $Z^2$ and $B^2$ are only weakly correlated. Two reasons exist for this weak correlation: first, $Z \in [-1, 1]$ and $B \in [0, 1]$ have different domains, and second, squaring is a non-monotonic transformation if the domain is $[-1, 1]$, while it is a monotonic transformation if the domain is $[0, 1]$. 

---

Fig. 3. Accuracy of the predicted starting line-up. Notes: The upper graph shows how likely it is that a player who is part of the line-up predicted by *Kicker* also belongs to actual starting line-up. The middle graph shows how likely it is that there are no (one, two, or more than two) discrepancies between the starting line-up predicted by *Kicker* and the actual starting line-up. The lower graph shows how much the level of birthplace diversity in the line-up predicted by *Kicker* deviates from the level of birthplace diversity in the starting line-up.
Afterwards, we use the point estimates that we get when estimating (10) to compute predicted values of birthplace diversity (\( \hat{B} \)). Finally, we use these predicted values and their squared terms as our instrumental variables. Therefore, the first-stage equations are:

\[
\begin{align*}
B_{iS\text{irm}} &= \rho_1 \cdot \hat{B}_{iS\text{irm}} + \rho_2 \cdot \hat{B}_{iS\text{irm}}^2 + a \cdot X_{iS\text{irm}} + \Lambda_{iS\text{irm}} + \Theta_d + \eta_{iS\text{irm}} \quad (11) \\
B_{iS\text{irm}}^2 &= \delta_1 \cdot \hat{B}_{iS\text{irm}} + \delta_2 \cdot \hat{B}_{iS\text{irm}}^2 + a \cdot X_{iS\text{irm}} + \Lambda_{iS\text{irm}} + \Theta_d + \mu_{iS\text{irm}} \quad (12)
\end{align*}
\]

3.2.3. Discussion

At the beginning of this section, we explain that our OLS estimates on the effects of birthplace diversity on team performance are likely to be biased for two main reasons. The first reason is reverse causality because the way of how the composition of teams changes in the course of the match is determined by their performance (for details, see also Appendix B). We can allay this endogeneity issue with both of our instrumental variable approaches because when producing our instruments, we only use information that is already available prior to the kick-off of a match. The performance during the match thus plays no role for the instrumental variables.

The second source of bias in the OLS estimates is unobserved confounding factors. In particular, we are concerned about time-varying manager characteristics. With our two instrumental variable approaches, we can allay this concern if (i) our instruments affect (conditional on our fixed effects and controls) team performance only via the level of birthplace diversity and (ii) the first-stage relationships are sufficiently strong. In our analysis, we report first-stage F-statistics to show that the second condition is satisfied. Regarding the exclusion restriction, concerns may exist with respect to each of our two strategies. For instance, a legitimate concern about our second instrumental variable procedure is that differences between the starting line-up predicted by Kicker and the actual starting line-up have multiple reasons and that only some of them (e.g. injuries, late arrivals after international matches, birth of a child) are plausibly exogenous. Put differently, it is plausible to wonder whether some of the discrepancies are due to an unobserved manager characteristic. If so, the exclusion restriction may not hold in the second instrumental variable approach. Importantly, our first approach is unaffected by manager characteristics that cause last-minute changes in the starting line-up because Kicker exploits publicly available information and releases its predictions one to three days before a match starts. Of course, this fact does not imply that using the predicted line-ups is necessarily the superior approach. For instance, since Kicker journalists are experts, it may be that they have all information that determines the decisions of the manager, while our controls and fixed effects fail to capture all determinants. If so, the exclusion restriction is violated when applying our first approach. However, if journalists are perfectly informed, they are able to anticipate the last-minute changes that are not caused by injuries or other unforeseeable events. Consequently, the differences between the line-up predicted by Kicker and the true line-up can then be fully explained with such plausibly exogenous factors, which in turn validates our second instrumental variable approach.

Taken together, we think that both of our instrumental variable strategies allay the problem of reverse causality, while they may violate the exclusion restriction. However, the reasons for why our two approaches might not satisfy the exclusion restriction are different and we are thus convinced that they nicely complement each other. In Section 4.2.1, we present an additional way to address concerns against our two instrumental variable approaches. Basically, our idea is to exploit only those unexpected changes for which we have evidence that they are due to injuries. While the exclusion restriction is more likely to be met when applying this extended version of our second instrumental variable approach, the first-stage relationship weakens. Because of the large number of studies that warn against weak instruments, we consider this extension as a robustness check for our two baseline approaches rather than using it as our primary identification strategy.

4. Results

4.1. Main results

4.1.1. Fixed effect estimates

Table 1 shows the main results of our empirical analysis. Columns 1 and 2 report our fixed effect estimates, while Columns 3 and 4 present results from instrumental variable regressions. In all specifications, we use the goal difference at the end of the match as measure of team performance and cluster the standard errors at the club-by-season-by-round-by-manager level. In Panel A, we test for a linear relationship between birthplace diversity and team performance. Panel B investigates whether this relationship is non-linear. When testing for non-linearity, we assume a quadratic functional form. To keep Table 1 manageable, we only show the estimates of \( \beta_1 \), \( \beta_2 \), and \( B^* \). In parentheses, we report the \( p \)-values of our estimates.

When making a quadratic functional form assumption, the common way to examine whether a relationship is hump-shaped is to check

<table>
<thead>
<tr>
<th>Table 1</th>
</tr>
</thead>
<tbody>
<tr>
<td>Birthplace diversity and team performance (main results).</td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td>Birthplace divers. (( \beta_i ))</td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td>First-stage F-statistic</td>
</tr>
<tr>
<td>Panel B: Non-linear regression model</td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td>Optimal level of birthplace diversity (( B^* ))</td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td>Birthplace divers. (( \beta_i ))</td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td>Birthplace divers. sq. (( \beta_i^2 ))</td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td>First-stage F-statistic (B)</td>
</tr>
<tr>
<td>First-stage F-statistic (B^*)</td>
</tr>
</tbody>
</table>

Notes: The table reports results from fixed effect and instrumental variable regressions. We cluster standard errors at the club-by-season-by-round-by-manager level and show \( p \)-values in parentheses. *, **, and *** indicate statistical significance at the 10%, 5%, and 1% level, respectively.
whether the quadratic term has a negative and statistically significant impact on the outcome variable. Lind and Mehlum (2010) argue that this conventional procedure creates misleading results if the optimal level is not within the lower and upper bound of the data range (see also Simonsohn, 2018). More specifically, the estimate of \( \beta_2 \) indicates whether the relationship between birthplace diversity and team performance is concave, but it does not show whether the optimal level of birthplace diversity is between 0 and 1. Lind and Mehlum (2010) also present a statistical test that addresses this issue. We apply this test and thus structure Panel B in the following manner. The upper part shows the results of the Lind–Mehlum-Test, consisting of an estimate of the optimal level of birthplace diversity (\( B^* \)) and a p-value that reveals the presence of a hump-shaped relationship within the data range. In the lower part, we report the estimates of \( \beta_1 \) and \( \beta_2 \) and their p-values.

Column 1 uses a sample that consists of 7038 Bundesliga matches to examine the relationship between birthplace diversity and team performance (for summary statistics, see Table D.3). In the linear regression, we find evidence for a negative and statistically significant correlation between birthplace diversity and team performance (see Panel A). The non-linear model suggests that the optimal level of birthplace diversity is 0.148. However, the Lind–Mehlum-Test suggests that \( B^* \) is not statistically different from 0 (p-value: 0.39). According to our first fixed effect model, we therefore need to reject the hypothesis that the relationship between birthplace diversity and team performance is hump-shaped.

A concern regarding our first fixed effect analysis might be that we do not adequately control for the quality of the teams. This problem might exist since our two measures of players’ quality (market value, strength in the video game FIFA) are only available for the 13 latest Bundesliga seasons. Column 2 of Table 1 thus analyzes a reduced sample, including 3978 matches (for summary statistics, see Table D.4). Our estimates hardly change compared to the estimates reported in Column 1. More specifically, in Panel B, the estimated optimal level of birthplace diversity is still fairly small (\( B^* = 0.129 \)) and not statistically different from 0 (p-value: 0.44). In Panel A, the estimate of \( \beta_1 \) remains negative and statistically significant at conventional levels.

In sum, our fixed effect analyses provide evidence for a negative rather than a hump-shaped relationship between birthplace diversity and team performance. Our results are therefore consistent with other studies that use data from the sports industry and fixed effect approaches (see e.g. Addesa et al., 2022; Haas and Nüesch, 2012; Kahane et al., 2013; Maderer et al., 2014). These studies also suggest explanations for why nationally diverse teams perform less well than nationally homogeneous teams. The most common arguments are that heterogeneous teams suffer from cultural and/or linguistic barriers, have lower group cohesion, and are more prone to inter-group biases. A weak spot of these explanations is that they leave open why the actual levels of birthplace diversity differ from 0. For instance, the average level of birthplace diversity is 0.67 in our full sample (for the distribution, see Fig. 2). Put differently, it remains unclear why the managers field nationally diverse teams if birthplace diversity has a (strong) negative impact on team performance.\(^{22}\) One potential answer to this question is that managers might heavily overestimate (underestimate) the positive (negative) aspects of birthplace diversity. However, as the managers and their staff members are experts and frequently analyze the performance of their team, we have some doubts whether such gross mis-judgment is plausible.\(^{23}\)

4.1.2. Instrumental variable estimates

We propose another explanation for why conventional two-way fixed effect approaches create estimates of the optimal level of birthplace diversity that are much smaller than the average birthplace diversity of the fielded players. Our key explanation is that these approaches do not account for endogenous changes in the team structure that happen during a match. The consequence of this problem is that we underestimate the optimal level of birthplace diversity. More specifically, as shown in detail in our Appendix B, we argue that managers replace defensive with offensive players during the match if their team performs poorly. In the Bundesliga, this rational behavior increases the level of birthplace diversity since the share of foreign offensive players is much larger than the share of foreign defensive players. Put differently, we are convinced that our fixed effect estimates are biased due to reverse causality. As explained in Section 3.2, we use two instrumental variable approaches to address this and other endogeneity concerns. The first exploits the birthplace diversity in the line-up predicted by the football magazine Kicker as instrumental variable. Our second approach uses unexpected replacements in the starting line-up as source of plausibly exogenous variation.

Column 3 of Table 1 presents the results of our first instrumental variable approach (first-stage and reduced-form estimates can be found in Tables D.5 and D.6). Compared with the results of our fixed effect models, we observe four key differences. First, the estimate of \( \beta_1 \) is now statistically significant at the 10 percent level. Second, the implied optimal level of birthplace diversity is 0.609 and thus much larger than the fixed effect estimates of \( B^* \). Third, the results of the Lind–Mehlum-Test provide statistical evidence for the presence of a hump-shaped relationship between birthplace diversity and team performance (for a graphical illustration of this relationship, see Fig. 4). Finally, the linear model produces an estimate of \( \beta_1 \) that does not differ from 0 in a statistically significant manner (p-value: 0.95). This model thus implies that birthplace diversity has no impact on team performance. By contrast, our non-linear model shows that changing the birthplace diversity by 10 percentage points in either direction at the optimal level reduces the goal difference by 0.044, which is about 3.15 percent of the sample mean. Projected to the season as a whole, such a change amounts to a decrease in the goal difference by more than one goal. Of course, when interpreting this result, some caution is necessary because of the strong functional form assumptions. In Sections 4.2.10 and 4.2.11, we provide some supporting evidence for this assumption.

Column 4 of Table 1 shows that our second instrumental variable approach produces similar results as our first approach. A notable difference is that the estimates of \( \beta_1 \) and \( B^* \) are now statistically significant at the five rather than the ten percent level. Another difference is that the strength of the first-stage relationship considerably declines when applying the second approach. A weak-instrument bias is nonetheless unlikely since the first-stage F-statistics are well above 10.

Taken together, our two instrumental variable approaches provide empirical evidence for a causal non-linear effect of birthplace diversity on team performance.\(^{24}\) Our result is consistent with economic models implying that teams benefit from diversity up to a certain degree but that diversity beyond this level has no further benefits or negative effects due to increased communication problems (see e.g. Ashraf and Galor, 2013; van Knippenberg et al., 2004).\(^{25}\) Interestingly, we also find that both instrumental variable approaches identify an optimal level of birthplace diversity.

---

\(^{22}\) The fixed effect estimates reported in Columns 1 and 2 of Table 1 suggest that the goal difference decreases by almost one goal per match if a nationally homogeneous team will be replaced by a highly heterogeneous team.

\(^{23}\) Another potential explanation might be that foreign players are substantially cheaper than domestic players and that the benefits of increasing team quality thus outweigh the potential adverse effects of diversity.

\(^{24}\) In Figures C.7 and C.8, we report results of leave-one-out analyses in which we iteratively drop one season or club. We do not find that our estimates are driven by a particular season or club.

\(^{25}\) In Section 4.3, we will present qualitative and quantitative evidence, suggesting that misunderstandings that are caused by linguistic barriers indeed play an important role.
diversity (≈ 0.61) that resembles the average birthplace diversity of the fielded players (≈ 0.70).  

4.2. Robustness checks

4.2.1. Using injuries as a source of variation

A concern regarding our second instrumental variable strategy may be that some of the unexpected changes are not caused by exogenous events, but strategic decisions by the manager. Our estimates might thus be biased due to unobserved time-varying manager characteristics. Ideally, we would like to produce an indicator that reflects whether a discrepancy between the line-up predicted by Kicker and the actual starting line-up is caused by a truly exogenous event or the result of a manager decision. Unfortunately, building such an indicator is impossible due to data availability reasons. An alternative approach is to focus on one plausibly exogenous reason for unexpected changes and to identify which discrepancies happen due to this reason. We pursue this idea and try to figure out which discrepancies can be traced back to injuries. To obtain the necessary information, we read numerous match reports and use the web platform Transfermarkt. We observe that injuries explain at least 30 percent of the cases where Kicker makes a wrong prediction. Importantly, the true share is likely to be higher since reporting on injuries is incomplete, especially if it is a small injury.

To exploit the unexpected replacements that are caused by injuries as our source of plausibly exogenous variation, we must make some small adjustments to the three-step procedure described in Section 3.2.2. These changes concern the first step in which we divide the players into groups. Group A includes players that belonged to the starting line-up predicted by Kicker, but did not participate in the match because of an injury. Group B consists of those starting players that were not part of the expected starting line-up and replaced injured players. Group C includes all other starting players (for an example, see Figure C.4).

The other steps of the procedure are the same as in Section 3.2.2. The second step calculates the average dissimilarity between the players in C and A (B):

$$\Delta(A, C) = \frac{1}{|A|} \cdot \frac{1}{|C|} \cdot \sum_{j \in A, k \in C} (1 - s_{jk})$$  \hfill (13)

$$\Delta(B, C) = \frac{1}{|B|} \cdot \frac{1}{|C|} \cdot \sum_{j \in B, k \in C} (1 - s_{jk})$$  \hfill (14)

where \(s_{jk}\) denotes a dummy that is equal to 1 only if the players \(j\) and \(k\) come from the same country. The last step generates the instrumental variable \(Z \in [-1, 1]\) as the difference of two dissimilarity scores:

$$Z = \Delta(B, C) - \Delta(A, C).$$  \hfill (15)

As expected, we find a positive correlation between our instrumental variable and the birthplace diversity of the fielded players (see Figure C.6). However, compared to the baseline approach, this correlation is weaker. This result is not surprising because the main approach uses all unexpected replacements, while our augmented approach only exploits a subset.

Column 1 of Table D.7 reports the results from the instrumental variable regression that exploits injuries. We see only small changes when comparing these results with the baseline results. For example, the estimated optimal level of birthplace diversity is now 0.631 (p-value: 0.049) rather than 0.605 (p-value: 0.023) and the p-value of \(\beta_2\) increases from 0.043 to 0.093. However, caution is needed when interpreting these results as the first-stage F-statistics are only around 10. Nevertheless, we believe that this robustness check confirms the presence of a hump-shaped relationship between birthplace diversity and team performance.

4.2.2. Alternative measure of team performance

As many related studies, our baseline analysis uses the difference between goals scored and goals allowed as measure of team performance. An objection against this approach might be that maximizing the goal difference is only a secondary objective because the ranking position is predominately determined by the number of ranking points. The goal difference is only of relevance if two (or more) clubs have the same number of ranking points. Put differently, a legitimate question is why we use the goal difference instead of the number of ranking points to measure the performance of teams. We prefer the goal difference due to its greater discriminating power.  

26 We must leave open why the average level of birthplace diversity exceeds the predicted optimal level. A potential reason is that managers overestimate (underestimate) the positive (negative) aspects of birthplace diversity. Another explanation is that there are internal constraints (e.g. budget restrictions) or market frictions (e.g. limited supply of appropriate players) that prevent managers from fielding a team with the optimal level of birthplace diversity.

27 Frequently, the number of ranking points does not indicate performance differences even if they exist. For example, if a team loses a match zero to one,
To allay the concern that our findings are driven by our measure of performance, we rerun our main analyses with the number of ranking points as dependent variable. We observe that the results of these robustness checks differ only little from our baseline regression results (see Table D.9). In particular, we find that both of our instrumental variable approaches provide statistical evidence for a hump-shaped effect of birthplace diversity on team performance. The optimal level of birthplace diversity is 0.58 in both cases. However, compared with our main analyses, the estimates of \( \beta_1 \) and \( \beta_2 \) are on average slightly less statistically significant. We consider this change as fairly plausible because the number of ranking points is a less sensitive measure of team performance than the goal difference.

Another concern may be that our measures of team performance are noisy since the outcome of a match depends (at least to some extent) on luck. Although this fact does not constitute a problem for our identification strategy, we believe that it needs to be discussed. To this end, we pay attention on seasonal performance because luck plays a much smaller role for aggregated outcomes. More specifically, Figure C.9 suggests that teams that deviate (on average) less from the optimal level of birthplace diversity have more ranking points and a better ranking position at the end of a season. We also find that the level of birthplace diversity in high quality teams differs less from the optimal level of birthplace diversity than in medium or low quality teams (see Figure C.10).

### 4.2.3. Alternative definition of team

In our baseline analyses, a team consists of all players who participate in a match for at least one minute. This approach might be criticized since it is debatable whether players who are fielded for a few minutes actually have a notable effect on the performance of a team. As a robustness check, we thus count only those players as team members who played for at least 30 min. Columns 2 and 3 of Table D.7 show that our results hardly change if we use this alternative definition of “team”. We also find similar results if we weight players according to the minutes that they played (see Columns 4 and 5 of Table D.7).

### 4.2.4. Alternative procedure for measuring unexpected changes

In our second instrumental variable approach, we differentiate three groups of football players and apply a three-stage procedure to create an instrumental variable (Z) that reflects the extent to which the level of birthplace diversity changes unexpectedly (for details, see Section 3.2.2). An alternative is to calculate the difference of the birthplace diversity in the actual line-up and the birthplace diversity in the line-up predicted by Kicker. Column 6 of Table D.7 shows that this alternative approach produces almost the same results as our basic approach. We prefer the latter for two reasons: first, the first-stage F-statistics are slightly higher, and second, it is easier to restrict the analysis to those unexpected replacements that are caused by injuries.

### 4.2.5. Past performance

Another concern may be that we do not adequately control for past performance of a team. Controlling for the performance in previous matches might be important because it affects the self-confidence of the players. Furthermore, the likelihood that a manager unexpectedly changes his starting line-up might depend on the past performance of his team. To rule out that this omitted factor causes a violation of the exclusion restriction and thus biases our estimates, we augment our regression models by the first two lags of the dependent variable. For our first approach, we find that the estimates of \( \beta_1 \), \( \beta_2 \) and \( B' \) become statistically more significant if we control for teams’ past performance (see Column 1 of Table D.8). The results that we obtain when using our second instrumental variable approach remain virtually unchanged (see Column 2 of Table D.8).

### 4.2.6. Migration during childhood

An argument for why birthplace diversity might be conducive to team performance is that people from different countries were trained under different education systems and thus have different skills (Alesina et al., 2016; Freeman and Huang, 2015). Obviously, this argument can only apply if workers receive their basic training in their country of birth. Among others, in our case, this key condition does not necessarily hold because clubs might scout and hire players at very young ages.

To investigate whether migration during childhood indeed gives cause for concern, we proceed in two steps. In the first step, we exploit the online platform Transfermarkt to identify for each player the country where he lived during his youth. For 222 out of our 3266 players (6.8 percent), this county differs from the country of birth. About half of them lived in Germany during their childhood. For almost 100 of the players who are not German-born but grew up in Germany, we have biographical information that suggests why they moved to Germany. In virtually all cases, the parents of the players migrated to Germany in order to work there or since they fled from their home country for political reasons. For only three players, we find some evidence suggesting that they moved to Germany due to an offer from a football club.

To illustrate that our baseline results are not driven by players who moved from one country to another in their childhood, we rerun our main analyses using the country in which the players lived during their youth rather than the country of birth. Columns 3 and 4 of Table D.8 suggest that our instrumental variable estimates are robust to this methodological change.

### 4.2.7. Alternative measure of birthplace diversity

From a conceptual perspective, it is straightforward that two individuals either have the same country of birth or were born in two different countries. As a consequence, most studies assume a binary similarity matrix when measuring birthplace diversity (see e.g. Alesina et al., 2016). In our baseline analyses, we follow these studies and treat all the country differences as equivalent. A potential concern regarding this common way for measuring birthplace diversity is that some countries are perceived to be more similar to each other than others and that neglecting these differences in the degree of similarity might create a systematic bias. To address this issue, Bossert et al. (2011) propose a fractionalization index that takes into account different degrees of similarities. The key problem when using this more general fractionalization index is to operationalize the similarity matrix. Put differently, while probably most people agree that the similarities between German and Swiss players are larger than the similarities between players from Japan and Serbia, creating an uncontroversial measure for the extent to which German and Swiss players are more similar is nearly impossible.

Columns 5 and 6 of Table D.8 present results from instrumental variable regressions in which we use a more distinctive approach for measuring the similarity of players from different countries. More specifically, as robustness check, we exploit data on linguistic distance from Spolaore and Wacziarg (2016) to operationalize the degree of similarity.

---

20 We classify clubs into high, medium, and low quality teams based on their long-run performance. Table D.13 reports which clubs belong to which category.

21 To produce the weighted measures of birthplace diversity, we first divide the match into 90 1-min intervals and calculate the level of birthplace diversity in each interval. In the second step, we compute the average over these 90 interval-level measures to obtain a weighted overall measure of birthplace diversity.

30 For example, the parents of the former German national team players Miroslaw Klose and Lukas Podolski were labor migrants. The father of the former German national team player Gerald Asamoah was a political refugee. The current captain of the Austrian national team, Julian Baumgartlinger, was hired by a German football club (TSV 1860 München) at the age of 13.
ity.\textsuperscript{31} Compared with our baseline estimates, we observe only minor changes. If anything, we obtain slightly smaller estimates of $B^* \approx 0.56$. We believe that the robustness of our results is not surprising since our alternative measure of birthplace diversity is highly correlated with our baseline measure.

4.2.8. Dynamic assessment of player’s quality

Our basic regression models include two control variables that reflect the quality of the fielded players. The first is the market value as indicated by the web database Transfermarkt. The second measure is the playing strength in the popular video game FIFA. A concern about both measures might be that they are only updated once a year at the beginning of a season. Thus, at the team level, our quality controls change only if the line-ups change, but not due to form fluctuations. For our analysis, this fact might be problematic because form fluctuations are a reason for changes in the line-up.

To produce an index that reflects the current form of the fielded players, we exploit individual-level information provided by Kicker. After each match, Kicker grades the individual performance of all players that played at least 30 min. The grade scaling ranges from 1.0 (very good) to 6.0 (very bad) in increments of 0.5.

We proceed in three steps to measure player’s current form. The first is to manually digitize the 163,971 grades. In the second step, we compute for each player ($p$) and each match ($q$) the difference between his grade ($G$) and his average grade during the season ($\bar{G}$):

$$
\Delta_{p,q} = G_{p,q} - \bar{G}_p
$$

In the third step, we calculate a team-level measure of the extent to which the fielded players deviated from their normal form in the previous match:

$$
F_{i,q} = \frac{1}{n_q} \sum_{p=1}^{n_q} \Delta_{p,q-1}
$$

where $i$ denotes a team and $n$ the number of fielded players.\textsuperscript{32} $F$ is positive (negative) when the players underperformed (overperformed) in the last match.

Columns 7 and 8 of Table D.8 show how our instrumental variable estimates react when controlling for the current form of the players. Compared with our baseline regressions, we only observe minor changes. For example, the optimal level of birthplace diversity estimated by our first instrumental variable approach shifts from 0.608 (p-value: 0.073) to 0.593 (p-value: 0.066) if $F$ serves as an additional control variable in our regression models.

4.2.9. Alternative clustering methods

In our main regressions, we cluster the standard errors at the club-by-season-by-round-by-manager level and thus in accordance with our main panel dimension. An objection against this strategy may be that the number of observations per cluster is too low for obtaining reliable estimation results.\textsuperscript{33} To allay this concern, we show in Table D.10 how our results change when using alternative clustering methods. In Columns 1 and 2, we cluster at the club-by-season level. The number of observations per cluster is 34 in this case. In Columns 3 and 4, we apply a two-way clustering. Following the guidelines of Cameron et al. (2012) and Cameron and Miller (2015), we cluster at the cross-sectional (club-by-season-by-round-by-manager) and the panel dimension (match day). In Columns 5 and 6, we use standard errors that are clustered at the club-by-season and the match day level to determine how statistically significant our estimates are. For each of the alternative clustering methods and both instrumental variable approaches, we find that the Lind–Mehlum-Test confirms the hump-shaped effect of birthplace diversity on team performance.

4.2.10. Piecewise linear regressions

Our baseline estimates suggest that the optimal level of birthplace diversity is around 0.6. This result implies that an increase in birthplace diversity enhances (reduces) team performance if the actual level of birthplace diversity is below (above) this threshold. Put differently, if we estimate a linear regression model and restrict the sample to the observations with $B < B^*$ ($B > B^*$), we should observe that birthplace diversity has a positive (negative) effect on team performance. Using our first instrumental variable approach, we show in Columns 1 and 2 of Table D.11 that this hypothesis indeed holds. Notably, the slope parameters of the two regression lines have similar absolute values. This finding suggests that the quadratic functional form assumption made by the Lind–Mehlum-Test is appropriate.

Combining the piecewise regression approach with our second instrumental variable approach is slightly more difficult because it exploits changes in birthplace diversity to create plausibly exogenous variation. More specifically, assume that the actual level of birthplace diversity exceeds the ideal level ($B > B^*$) and that an unexpected change in birthplace diversity takes place ($Z \neq 0$). If this change is positive (negative), birthplace diversity moves away from (towards) the optimal level of birthplace diversity. We thus expect a negative (positive) effect when estimating a linear model and restricting the sample to those observations with $Z > 0$ ($Z < 0$). Columns 3 and 4 of Table D.11 are consistent with this expectation.\textsuperscript{34}

4.2.11. Simonsohn’s two-lines test

So far, we have used the Lind–Mehlum-Test to check whether the relationship between birthplace diversity and team performance is hump-shaped. A valid concern regarding this approach is that it imposes a quadratic functional form. To address this issue, we exploit an procedure proposed by Simonsohn (2018). The idea behind this method is to estimate two regression lines (one for low and another for high levels of the variable of interest) and to test whether the slope parameters of these regression lines differ in their sign. To determine the threshold value that splits the sample in two parts, Simonsohn (2018) proposes a method, called Robin–Hood-Algorithm, that consists of five steps. In the first step, this algorithm estimates a cubic spline for the relationship between the explanatory variable ($x$) and the dependent variable ($y$). Afterwards, it computes the most extreme internal fitted value ($\hat{y}_{\text{max}}$). In the second step, the Robin–Hood-Algorithm identifies the predicted values that differ from $\hat{y}_{\text{max}}$ by at most one standard deviation. Predicted values that meet this condition belong to the set of potential threshold values ($Y_{\text{thr}}$). In the next step, an interrupted regression model is estimated, using the median value of $x$ within $Y_{\text{thr}}$. The output of this regression will be two slope parameters ($z_{1.2}$). In the last step, the Robin–Hood-Algorithm produces the actual threshold value as the $z_{1.2}$.th percentile of the x values that are associated with $Y_{\text{thr}}$ (for details and illustrative examples, see Simonsohn (2018)).

When applying Simonsohn’s procedure to our data, we obtain a threshold value of 0.62. Reassuringly, this threshold is virtually the same as the predicted optimal level of birthplace diversity that we find when using the Lind–Mehlum-Test. Column 5 of Table D.11 shows that the results of an interrupted instrumental variable regression which uses 0.62

\textsuperscript{31} Leaving aside that the measurement of linguistic distances is a controversially debated issue, we think for two major reasons that using linguistic distance as measure for similarity is not ideal. The first is that we treat players whose countries of birth differ but have the same official language as equal. The second key weak point is that we put too much emphasis on one particular channel (communication) through which birthplace diversity might affect team performance.

\textsuperscript{32} If a particular player did not attend in the previous match, we set $\Delta$ equal to 0 and thus implicitly assume that he has his average form.

\textsuperscript{33} The maximal number of observations per cluster is 17 when using our baseline approach. The average number of observations per cluster is 13.74.

\textsuperscript{34} We cannot conduct this robustness check for the case $B < B^*$ since the sample size is too small.
as the threshold as threshold value confirm the presence of a non-linear effect of birthplace diversity on team performance. Importantly, we also observe that both of the slope parameters are statistically significant at conventionally used levels (p-values: 0.069, 0.060).

4.3. Mechanisms and moderating factors

The regression results presented in the previous sections provide strong evidence for a hump-shaped effect of birthplace diversity on team performance. This section discusses potential explanations for this relationship. In addition, we study whether the optimal level of birthplace diversity depends on contextual factors.

Several existing theories suggest that diversity increases the range of skills and thus enhances team performance (see e.g. Alesina et al., 2016; Lazear, 1999). In our setting, this implies that our results are only plausible if football players have country-specific skills. We are convinced that this key prerequisite holds because various sports science studies suggest that country-specific football skills exist. For example, Basevitch et al. (2013) and Sarmiento et al. (2013) suggest that players from Italy have particularly high tactic skills, whereas Spanish players have outstanding passing skills (for more further evidence, see Dellal et al., 2011; Mitrotasios et al., 2019; Sarmiento et al., 2014).35

A common argument for why an increase in birthplace diversity does not necessarily improve team performance is that highly diverse groups are more likely to suffer from communication problems (Lang, 1986; Lazear, 1999).36 Unfortunately, we cannot run an empirical analysis that directly confirms this assumption. The main reason is that the language skills of Bundesliga players cannot be systematically measured due to limited data availability. However, we know various interviews in which players and managers stress the great importance of language skills and interpersonal communication on the pitch (for some examples, see Table D.14). In addition, linguistic studies suggest that communication barriers influence the performance of football teams. More specifically, Kellerman et al. (2005) and Ringboom (2012) run surveys among managers and players in the Netherlands and Finland and find that language problems are perceived as a key reason for misunderstanding if teams consist of players from multiple countries (see also Lavric et al., 2008).

Another potential explanation for why teams might benefit from birthplace diversity only up to a certain degree is that social categorization leads to performance-reducing inter-group biases when the team members are highly diverse (van Knippenberg et al., 2004; O’Reilly et al., 1989). Although we lack data that allows us to precisely assess the relevance of this mechanism, we think for two reasons that severe inter-group biases are relatively unlikely in our case. First, Price et al. (2013) provide evidence from the NBA, suggesting that racial differences do not produce inter-group biases in sports teams. Of course, ethnic diversity is not the same as birthplace diversity, but we think that inter-group biases are more prevalent in racially diverse working groups than in nationally diverse working groups. Second, some studies suggest that the risk of inter-group biases is relatively low if a team has a common goal or competes with another team (see e.g. Gaertner et al., 1993; Gaertner et al., 2000; Lowe, 2021).

To empirically support our explanations, we exploit the facts that the performance of football teams depends on two different aspects (goal scoring, goal preventing) and that interpersonal exchange on the field is more important for the defensive performance than for the offensive performance. Put differently, if our hunch about the channels at work is correct, we should find that the ideal level of birthplace diversity is larger for offensive than for defensive players. Table D.12 suggests that this is indeed the case because we find that the optimal level of birthplace diversity for offensive performance (B’ = 0.65) exceeds the optimal level for defensive performance (B’ = 0.52). However, for two key reasons, we need to interpret this result with some caution. First, the two estimates of the optimal levels of birthplace diversity are only statistically significant at relatively low levels, according to the Lind-Mehlum-Test (p-val.: 0.171, 0.097). Second, this test does not allow to check whether the two predicted optimal levels of birthplace diversity are statistically different from each other. However, to substantiate that the importance of interpersonal exchange is likely to be a moderating factor for the relationship between birthplace diversity and team performance, we can argue that the difference of the two estimates is larger than one standard deviation.

5. Conclusion

Multinational working groups are becoming more and more common in most advanced economies. For many practitioners, it is thus important to know whether a nationally diverse team performs better than a homogeneous team. We study this question, using rich information on 7208 matches and 3266 players from the Bundesliga, the highest division of German male football. In our analysis, we apply two instrumental variable strategies to identify the causal effect of birthplace diversity on team performance. Our results suggest that this effect is hump-shaped. In other words, we find that birthplace diversity positively affects team performance only up to a certain level. Beyond this threshold, birthplace diversity reduces team performance.

An objection against our work might be that professional soccer is a rather special industry and that the external validity of our findings is thus low. We doubt that this is the case since effective exchange and diversity in skills are factors for success in various sectors. Examples include consultancy, arts and music, research and development, and marketing. Obviously, the optimal level of birthplace diversity differs within as well as between these working fields. In line with the view that this level is moderated by task-specific factors, we present suggestive evidence implying that the optimal structure of a team depends on how important interpersonal exchange is throughout the production process.

We believe that the contribution of our paper goes beyond the result that birthplace diversity has a hump-shaped effect on team performance. This is the case because we illustrate how and why our results considerably differ from the results reported in other studies with comparable settings. More specifically, we illustrate that the two-way fixed effect approach leads to (downward-)biased estimates of the optimal level of birthplace diversity. The key reason for this bias is that team compositions endogenously change during the production process. In our particular setting, we observe that the managers (unintentionally) increase the birthplace diversity of their team during a match if their team does not perform well. We show that neglecting this pattern largely changes the interpretation of the results. An important question in this regard is whether we must expect similar problems when studying other types of diversity or when using data that does not come from the sports industry. From our perspective, this question cannot be negated because endogenous changes in team compositions exist in various fields.37 We therefore believe that conclusions should always be drawn with a lot of

35 We found some interviews in which players and managers suggest that country-specific skills exist in soccer. For example, Nuri Sahin, a famous soccer player in Germany, mentioned in an interview with the football magazine Kicker that Japanese offensive players have special tactical skills (see https://www.kicker.de/732654/artikel).

36 For evidence on the negative effect of linguistic diversity on team performance, see Dale-Olsen and Finseraas (2020).

37 We also think that such a pattern could hardly be explained with inter-group biases since such an explanation needs that the defensive players are more likely to discriminate their co-workers than the offensive player. If anything, our anecdotal evidence suggests the opposite.

38 For instance, young researchers may be more likely to ask a senior researcher to join their team if they have problems with their project. Similarly, managers may change the age or gender composition of a team depending on how it performs.
caution when detailed information on changes of team structures during the production process is not available.\textsuperscript{39}

Our study suggests two paths for future research. First, we think that it is crucial to examine whether the fixed effect estimates reported in related studies can be confirmed when using a method that addresses the problem of reverse causality. Our paper helps to answer this question because our two instrumental variable approaches can easily be adjusted to different types of diversity and institutional environments. Second, we believe that future studies should provide more evidence on factors that moderate the effect of diversity and team performance. Without such evidence, we can hardly provide specific practical advices on how to structure a working group.
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\textsuperscript{39} Of course, if the problem of reverse causality exists, it depends on the specific research environment whether a fixed effect approach creates a downward-biased or an upward-biased estimate of the optimal level of diversity.