The choice property in tame expansions of o-minimal structures
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We establish the choice property, a weak analogue of definable choice, for certain tame expansions of o-minimal structures. Most noteworthy, this property holds for dense pairs of real closed fields, as well as for expansions of o-minimal structures by a dense independent set.
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1 Introduction

In this paper we establish a weak analogue of definable choice in certain important expansions of o-minimal structures. Throughout \( \mathcal{M} = \langle M, <, +, \ldots \rangle \) is an o-minimal expansion of a densely ordered abelian group whose language is \( \mathcal{L} \). Let \( \tilde{\mathcal{M}} = \langle \mathcal{M}, P \rangle \) be an expansion of \( \mathcal{M} \) by a set \( P \subseteq M \) in the language \( \mathcal{L}(P) = \mathcal{L} \cup \{ P \} \), where we identify the set \( P \) with a new unary predicate. ‘Definable’ means ‘definable in the language \( \mathcal{L}(P) \)’ and ‘\( \mathcal{L} \)-definable’ means ‘definable in the language \( \mathcal{L} \)’. When we want to specify parameters, we write \( A \)-definable in the first case and \( \mathcal{L}_A \)-definable in the second. For a subset \( X \subseteq M \), we write \( dcl(X) \) for the definable closure of \( X \) in \( \mathcal{M} \). Let \( X \subseteq M^n \) be a definable set. We call \( X \) small if there is no \( m \) and no \( \mathcal{L} \)-definable function \( f : M^{+m} \to M \) such that \( f(X^m) \) contains an open interval in \( M \).

Pairs \( \tilde{\mathcal{M}} = \langle \mathcal{M}, P \rangle \) with tame geometric behavior on the class of all definable sets have been extensively studied in the literature, and they include dense pairs [6], expansions of \( \mathcal{M} \) by a dense independent set [2], and expansions by a multiplicative group with the Mann property [8]. In [5], all these examples were unified under a common perspective, and a structure theorem was proved for their definable sets, in analogy with the cell decomposition theorem for o-minimal structures. Namely, after imposing three conditions on the theory of \( \tilde{\mathcal{M}} \) [5, § 2, Assumptions (I)-(III)], it was proved that every definable set is a finite union of cones. We do not need to elaborate on the results from [5], but it is worth pointing out that they imply the failure of definable Skolem functions in that setting.

Fact 1.1 (Dolich, Miller, & Steinhorn; [1, 5.4]) Suppose that \( \tilde{\mathcal{M}} = \langle \mathcal{M}, P \rangle \) satisfies Assumptions (I)-(III) from [5]. Let \( f : M \to P \) be definable. Then there is a small set \( S \) such that \( f(M \setminus S) \) is finite. In particular, there is no definable function \( h : M \to M \) such that \( h(x) \in P \cap (x, \infty) \) for all sufficiently large \( x \in M \).

Proof. Using [5, Corollary 3.26] instead of [6, Theorem 3(1)], the same proof as for [1, 5.4] works in this case as well.

In [5, § 5.3] we introduced the following weak version of definable choice.

Definition 1.2 Let \( h : Z \subseteq M^{n+k} \to M^\ell \) be an \( \mathcal{L}_A \)-definable continuous map and \( S \subseteq M^n \) be an \( A \)-definable small set. We say \( \mathcal{M} \) has weak definable choice for \( (h, S) \) if there are

1. \( \mathcal{L}_A \)-definable continuous maps \( h_1, \ldots, h_p \) mapping \( M^{n+k} \) into \( M^\ell \),
2. \(A\)-definable sets \(X_1, \ldots, X_p \subseteq M^{m+k}\), and
3. \(A\)-definable small sets \(Y_1, \ldots, Y_p \subseteq M^m\).

such that for every \(a\) in the projection of \(Z\) onto the last \(k\) coordinates, and for \(i = 1, \ldots, p\),

1. The set \(X_{i,a} := \{b \in M^m : (b, a) \in X_i\}\) is contained in \(Y_i\),
2. \(h_1(-, a) : X_{i,a} \to M^\ell\) is injective, and
3. \(h(S \cap Z_{i,a}, a) = \bigcup_{i=1}^p h_1(X_{i,a}, a)\).

We say that \(\hat{M}\) has the choice property if it has weak definable choice for every pair \((h, S)\) as above.

Note that in this definition, the sets \(Y_i\) could be chosen to be the same small set by taking their union, but we keep it this way as this is how it appears in [5]. The intuition behind the definition is that although definable Skolem functions fail in many settings (Fact 1.1), some choice is retained when restricted to small sets. More precisely, if \(h\) is as in Definition 1.2, with \(k = 0\) and \(Z = M^{n+k}\), then \(h(S)\) can be re-written as the finite union of sets of the form \(h_i(X_i)\), where each \(h_i[X_i]\) is injective. Moreover, this can be done uniformly as we vary the function \(h\) in an \(L\)-definable family of dimension \(k\).

We now give an example of \((h, S)\) as in Definition 1.2, where the conditions do not hold for \(h, Z, S\) themselves, but they do after we refine the latter to \(h_i, X_i, Y_i\).

**Example 1.3** Let \(M\) be the real field and \(P\) the subfield of algebraic numbers. Let \(h : M^3 \to M\) be given by \(h(x, y, a) = x + ay\), and let \(S = P^2\). Then for \(a \notin P\), \(h(-, a) : P^2 \to M\) is injective, but for \(a \in P\), it is not. Let \(D_P = \{(x, x) \in M^2 : x \in P\}\), and \(Y_1 = Y_2 = P^2, X_1 = P^2 \times (M \setminus P)\), and \(X_2 = D_P \times P\). Define \(h_1, h_2 : M^3 \to M\) with \(h_1(x, y, a) = x + ay\) and \(h_2(x, y, a) = x\). It is then easy to verify the conditions of Definition 1.2 for \(h_i, X_i, Y_i\).

An important consequence of the choice property is that it implies a strong structure theorem for \(\hat{M}\) ([5, Theorem 5.12]), which says that every definable set is a finite disjoint union of strong cones. By [5, Theorem 5.12] and Theorem 1.4 below, this strong structure theorem holds in many settings, among others when \(P\) is a dense \(dcl\)-independent set. In this last setting, the theorem has already been crucially used in applications, such as in the description of definable groups in \(\hat{M}\) in [3], as well as in the point counting theorems in [4]. We expect that similar applications will soon be found in the rest of the settings of Theorem 1.4.

The aforementioned strong structure theorem was shown to fail in [5, § 5.2] for general dense pairs, with the counterexample being \(\hat{M} = (M, P)\), where \(M = \langle \mathbb{R}, +, \cdot, x \mapsto \pi x \mid [0, 1]\rangle\) and \(P = dcl(\varnothing) = \mathbb{Q} \langle \pi \rangle\). In particular, the choice property fails for the above dense pair. Similarly, it can be shown to fail for the case when \(M = \langle \mathbb{R}, +, \cdot, \exp \mid [0, 1]\rangle\) and \(P = dcl(\varnothing)\). In [5, Question 5.13] we asked for conditions on \(M\) or \(\hat{M}\) that guarantee the choice property, and in this paper we establish the following theorem in that regard.

**Theorem 1.4** Suppose that \(\hat{M} = (M, P)\) satisfies one of the following statements:

1. \(M\) is an ordered \(K\)-vector space, where \(K\) is an ordered field.
   So the language is \(L = \{\lt, +, 0, (x \mapsto ax)_{a \in K}\}\).
2. \(P\) is a dense \(dcl\)-independent set,
3. \(M\) is a real closed field—so \(L = \{\lt, +, \cdot, 0, 1\}\).

Then \(\hat{M}\) satisfies the choice property.

In § 2, we handle the first two cases. The bulk of the work is in the last case, which is established in § 4. In § 3, we study a property equivalent to the choice property and prove some technical results that are used in this case.

**Notations and conventions.** We shall use \(i, j, k, \ell, m, n\) for natural numbers, and \(\pi\) always denotes a coordinate projection. Let \(X, Y\) be sets. We denote the cardinality of \(X\) by \(|X|\). If \(Z \subseteq X \times Y\) and \(x \in X\), then \(Z_x\) denotes the set \(\{y \in Y : (x, y) \in Z\}\). For a set \(Z_i\), we may write \(Z_{i,x}\) instead of \((Z_i)_x\). For a function \(f\), we denote the graph of \(f\) by \(\text{gr}(f)\). If \(f : Z \subseteq X \times Y \to Z'\) and \(x \in X\), then \(f(x, -)\) denotes the function that maps \(y \in Z_x\) to \(f(x, y)\). If \(a = (a_1, \ldots, a_n)\), we sometimes \(Xa\) for \(X \cup \{a_1, \ldots, a_n\}\), and \(XY\) for \(X \cup Y\). For an \(L\)-definable set \(X\), we denote by \(\dim X\) its usual \(o\)-minimal dimension.
2 Vector spaces and dense independent sets

2.1 Expansions of ordered vector spaces

Let $K$ be an ordered field and $\mathcal{M}$ be an ordered $K$-vector space, which is considered as a structure in the language $\mathcal{L}$ of ordered $K$-vector spaces. Recall that the theory of ordered $K$-vector spaces has quantifier elimination in $\mathcal{L}$ (cf. [7, Chapter 1]). It is also well-known that definable functions in $M$ are piecewise affine linear transformations. This is to say that for a definable function $f : X \subseteq M^q \to M$, there is a decomposition of $X$ into semi-linear sets $C_1, \ldots, C_t$ such that for each $j = 1, \ldots, t$ there are $r \in K^q$ and $b \in M$ such that $f(x) = r \cdot x + b$ for all $x \in C_j$, where $\cdot$ denotes the usual dot-product of tuples with elements in $K$.

Let $P \subseteq M$. We now show that $(\mathcal{M}, P)$ has the choice property. Let $h : Z \subseteq M^{n+k} \to M^\ell$ be $\mathcal{L}_A$-definable and $S \subseteq M^n$ be an $A$-definable small set. Let $\pi_i : M^\ell \to M$ denote the projection onto the $i$-th coordinate. After decomposing $Z$ into finitely many semi-linear sets, we may assume that each $\pi_i \circ h$ is an affine linear function from $M^{n+k}$ to $M$ restricted to the $\mathcal{L}_A$-definable set $Z$. Then there are $r_1, \ldots, r_\ell \in K^n, s_1, \ldots, s_\ell \in K^k$ and $b_1, \ldots, b_\ell \in M$ such that for each $(g, a) \in Z$, we have $h(g, a) = (r_1 \cdot g + s_1 \cdot a + b_1, \ldots, r_\ell \cdot g + s_\ell \cdot a + b_\ell)$. We set

$$X := \{(t_1, \ldots, t_\ell, a) \in M^\ell \times M^k : \exists g \in S \cap Z_a \bigwedge_{j=1}^\ell r_j \cdot g = t_j\},$$

and

$$Y := \{(t_1, \ldots, t_\ell) \in M^\ell : \exists g \in S \bigwedge_{j=1}^\ell r_j \cdot g = t_j\}.$$

Then $Y$ is small and for each $a \in M^k$ we have $X_a \subseteq Y$.

Let $h_0 : M^\ell \times M^k \to M^\ell$ map $(t, a)$ to $(t_1 + s_1 \cdot a + b_1, \ldots, t_\ell + s_\ell \cdot a + b_\ell)$. It can be checked easily that $h(S \cap Z_a, a) = h_0(X_a, a)$ and $h_0(\cdot, a)$ is injective for each $a \in \pi(Z)$. This proves the choice property for $(\mathcal{M}, P)$.

2.2 Expansions by a dense independent set

Let $\mathcal{M}$ be an o-minimal expansion of an ordered group and let $P$ be a dense dcl-independent subset of $M$. We shall show that the pair $(\mathcal{M}, P)$ has the choice property. Before we do so, we recall a bit of notation from [2, 7]. We say a set $X \subseteq M^n$ is regular if it is convex in each coordinate, and strongly regular if it is regular and all points in $X$ have pairwise distinct coordinates. A function $f : X \to M$ is called regular if $X$ is regular, $f$ is continuous and in each coordinate, $f$ is either constant or strictly monotone.

**Fact 2.1** (Dolich, Miller, & Steinhorn; [2, 1.5], cf. [7, p. 58]) Let $h : Z \subseteq M^m \to M$ be an $\mathcal{L}_A$-definable function. Then there are $\mathcal{L}_A$-definable cells $C_1, \ldots, C_r$ such that and

(i) $Z = \bigcup_{i=1}^r C_i$,

(ii) if $C_i$ is open, then $C_i$ is strongly regular and the restriction of $h$ to $C_i$ is regular.

**Theorem 2.2** The structure $\mathcal{M}$ has the choice property. Moreover, the sets $Y_i$ from Definition 1.2 are all equal to $P^m$.

**Proof.** By [5, Lemma 3.11] we may assume that $S \subseteq P^n$. It is also easy to see that it is enough to consider the case when $\ell = 1$. (This fact actually follows from Lemma 3.5 and the proof of Proposition 3.3.)

We now prove the Choice Property by induction on $n + k$. When $n + k = 0$, the Choice Property holds trivially. So now suppose that $n + k > 0$. By Fact 2.1 we can assume that $Z$ itself is a regular cell, $h$ is regular on $Z$, and that if $Z$ is open, then $Z$ is strongly regular. We shall first show that we can reduce to the case that $Z$ is open.

Suppose that $Z$ is not open. Since $Z$ is a cell, there is a coordinate projection $\sigma : M^{n+k} \to M^{n+k-1}$ that is bijective on $Z$. Suppose that $\sigma$ is a coordinate projection onto the $n + k - 1$ coordinates that remain if we omit one of the last $k$ coordinates. By induction the Choice Property holds for $h' : Z' \to M$ and $S$, where $Z' = \sigma(Z)$.
and \( h' := h \circ \sigma^{-1} \). From this, the weak definable choice for \( h \) and \( S \) can be deduced easily. Suppose now that \( \sigma \) is a coordinate projection onto the \( n + k - 1 \) coordinates that remain if we omit one of the first \( n \) coordinates. Let \( \tau : M^n \to M^{n-1} \) be the coordinate projection onto the same coordinates as \( \sigma \). Then \( \tau(S) \subseteq M^{n-1} \). By induction the weak definable choice holds for \( h' : Z' \to M \) and \( \tau(S) \), where \( h' := h \circ \sigma^{-1} \) and \( Z' := \{(z, a) \in M^{n-1+k} : (z, a) \in \sigma(Z), z \in \tau(S)\} \). The weak definable choice for \( h \) and \( S \) follows easily.

We have reduced to the case that \( Z \) is open. Thus \( Z \) is a strongly regular cell. Using a similar argument as in the case when \( Z \) is not open, we can reduce to the case that \( h(-, a) \) is strongly regular on \( Z_a \) for every \( a \in \pi(Z) \). By [2, 1.8] and the fact that \( S \subseteq P^n \), we have that for every \( a \in \pi(Z) \) and \( x \in M \) the set \( \{ y \in S \cap Z_a : h(y, a) = x \} \) is finite. We define \( X \subseteq M^{n+k} \) to be the set of tuples \((g, a) \in Z \) such that \( g \in S \) and \( g \) is the lexicographic minimum of \( \{ y \in S \cap Z_a : h(y, a) = h(g, a) \} \). The lexicographic minimum always exists, because the set is finite and nonempty. It follows immediately that \( X_a \subseteq P^n \), \( h(-, a) \) is injective on \( X_a \) and \( h(S \cap Z_a, a) = h(X_a, a) \).

\[ \Box \]

### 3 The choice property and uniform families of small sets

In this section we restate the choice property in terms of definable families of small sets. The new statement is better suited for the bookkeeping necessary to handle the third case of Theorem 1.4 in the next section. We also establish several technical facts that will be useful in the sequel.

**Definition 3.1** Let \( Z \subseteq M^{m+k+\ell} \) be \( L \)-definable, \( S \subseteq M^m \) definable and small, and \( X \subseteq M^{m+k} \) definable. The triple \((Z, S, X)\) is called a uniform family of small sets (UFSS) if for all \( a \in M^k \), we have

1. \( X_a \subseteq S \), and
2. \( Z_{b,a} \) is finite for each \((b, a) \in \pi(Z)\), where \( \pi \) is the projection onto the first \( m + k \)-coordinates.

We say that such a family is injective if in addition the following condition holds for each \( a \in M^k \):

3. \( Z_{b,a} \cap Z_{c,a} = \emptyset \) for distinct \( b, c \in X_a \).

For \( A \subseteq M \), we say that \((Z, S, X)\) is \( A \)-definable if \( Z \) is \( L_A \)-definable, \( S \) is \( A \)-definable and \( X \) is \( A \)-definable.

Observe that the fact \( X_a \subseteq S \) guarantees that \( \bigcup_{a \in M^k} X_a \) is small.

When we say \((Z, S, X)\) is a UFSS and \( Z \subseteq M^{m+k+\ell} \), this will not only mean that \( Z \subseteq M^{m+k+\ell} \), but also that \( S \subseteq M^m \) and \( X \subseteq M^{m+k} \).

We fix some notation. Let \((Z, S, X)\) be a UFSS with \( Z \subseteq M^{m+k+\ell} \). We say that \((Z, S, X)\) is a union of UFSSs \((Z_1, S_1, X_1), \ldots, (Z_p, S_p, X_p)\) if

\[
\bigcup_{a \in M^k} Z_{b,a} = \bigcup_{b \in X_a} Z_{1,b,a} \cup \cdots \cup \bigcup_{b \in X_p} Z_{p,b,a}
\]

for all \( a \in M^k \). Note that the ambient spaces of the sets \( Z_i \) might be different than \( M^{m+k+\ell} \), the ambient space of \( Z \); likewise for the sets \( S_i \) and \( X_i \).

The point of the next lemma is that one can reduce to a union of UFSS’s where the fibers in \( Z \) are singletons.

**Lemma 3.2** Let \((Z, S, X)\) be an injective \( A \)-definable UFSS. Then there is \( p \in \mathbb{N} \) and for each \( i = 1, \ldots, p \) there is an \( L_A \)-definable continuous map \( h_i : Z_i \subseteq M^{m+k} \to M^{\ell} \), such that for every \( a \in M^k \),

1. \( h_i(-, a) : X_a \to M^{\ell} \) is injective, and
2. \( \bigcup_{b \in X_a} Z_{a,b} = \bigcup_{i=1}^p h_i(Z_{i,a} \cap X_a, a) \).

In particular, \((\text{gr}(h), S, X)\) is an injective \( A \)-definable UFSS for each \( i = 1, \ldots, p \) and \((Z, S, X)\) is a finite union of these UFSSs.

**Proof.** Since \((Z, S, X)\) is a UFSS, \( Z_{b,a} \) is finite for each \((b, a) \in \pi(Z)\). Since \( Z \) is \( L_A \)-definable and \( M \) is o-minimal, there is \( q \in \mathbb{N} \) such that \( |Z_{b,a}| \leq q \) for all \((b, a) \in \pi(Z)\); given such \((b, a)\) order elements of \( Z_{b,a} \) as \( y_{b,a,1} \leq y_{b,a,2} \leq \cdots \leq y_{b,a,q} \) (if \( |Z_{b,a}| = s \), then repeat the smallest element \( q - s + 1 \) times). Thus there are
\( \mathcal{L}_A \)-definable functions \( f_1, f_2, \ldots, f_q : \pi(Z) \subseteq M^{n+k} \to M^\ell \) such that \( f_j(b, a) = y_{b,a,j} \) for each \((b, a) \in \pi(Z)\). It is clear from the construction that \( \bigcup_{b \in X_i} Z_{b,a} = \bigcup_{j=1}^q f_j(X_i, a) \). Since \((Z, S, X)\) is injective, it follows immediately that for every \( a \in M^k \), each \( f_j(-, a) \) is injective. Using cell decomposition in o-minimal structures, we obtain \( p \in \mathbb{N} \) and for each \( i = 1, \ldots, p \) an \( \mathcal{L}_A \)-definable continuous map \( h_i : Z_i \subseteq M^{m+k} \to M^\ell \) such that \( h_i(-, a) \) is injective for every \( a \in M^k \), and \( \bigcup_{i=1}^p h_i(z_i \cap X_a, a) = \bigcup_{b \in X_a} Z_{b,a} \).

The next result relates UFSSs with the choice property.

**Proposition 3.3** The following are equivalent:

(i) Every A-definable UFSS is a finite union of injective A-definable UFSSs,

(ii) \( \tilde{M} \) has the choice property.

**Proof.** (i)⇒(ii): Let \( h : Z \subseteq M^{n+k} \to M^\ell \) be an \( \mathcal{L}_A \)-definable continuous map and \( S \subseteq M^a \) be an A-definable small set. Set \( W := \{(y, x, h(y, x)) : (y, x) \in Z\}, \quad X := Z \cap (S \times M^\ell) \). Then it is immediate to check that \((W, S, X)\) is an A-definable UFSS. By our assumption, there are injective A-definable UFSSs \((Z_1, S_1, X_1), \ldots, (Z_p, S_p, X_p)\) such that \((W, S, X)\) is union of these UFSSs. Thus, we have \( h(S \cap X_a, a) = \bigcup_{b \in X_a} W_{b,a} = \bigcup_{b \in X_a} Z_{1,b,a} \cup \cdots \cup \bigcup_{b \in X_a} Z_{p,b,a} \).

We can easily modify \( S_1, \ldots, S_p \) such that there is \( m \in \mathbb{N} \) with \( S_i \subseteq M^m \) for all \( i = 1, \ldots, p \). By Lemma 3.2 each of the \( \bigcup_{b \in X_a} Z_{i,b,a} \) is of the desired form. (ii)⇒(i): Let \((Z, S, X)\) be an A-definable UFSS with \( Z \subseteq M^{m+k+\ell} \).

By cell decomposition and since \( Z_{b,a} \) is finite for every \((b, a) \in M^{m+k} \), we may assume that there is an \( \mathcal{L}_A \)-definable continuous function \( h : \pi(Z) \to M^\ell \) such that \( Z = \text{gr}(h) \). By the choice property we get an \( \mathcal{L}_A \)-definable continuous maps \( h_1, \ldots, h_p \) mapping \( M^{m+k} \) into \( M^\ell \), A-definable sets \( X_1, \ldots, X_p \subseteq M^{m+k} \), and A-definable small sets \( Y_1, \ldots, Y_p \subseteq M^m \), such that for every \( a \in \pi(Z) \) and \( i = 1, \ldots, p \),

1. \( X_{i,a} \subseteq Y_i \),
2. \( h_1(-, a) : X_{i,a} \to M^\ell \) is injective, and
3. \( h(S \cap X_a, a) = \bigcup h_i(X_{i,a}, a) \).

Now for each \( i = 1, \ldots, p \) define \( X'_i := \{(x, a) : X_i : \exists y \in M^m \, (y, a) \in X \land (y, a) = h_i(x, a)\} \). It is straightforward to see that by (1) & (2) the triples \( \text{gr}(h_1), Y_1, X'_1 \), \ldots, \( \text{gr}(h_p), Y_p, X'_p \) are injective A-definable UFSSs. By (3) and the definition of \( X'_i \), we have that \( \text{gr}(h), S, X \) is a union of these UFSSs. \( \square \)

We now collect a few easy lemmas about UFSSs that are helpful showing that in a given structure every UFSS is a finite union of injective UFSSs.

**Lemma 3.4** Let \( S \subseteq M^a \) be small and let \((Z_1, S, X_1), (Z_2, S, X_2)\) be A-definable UFSSs, where \( Z_1, Z_2 \subseteq M^{n+k+\ell} \). If

1. \( Z_{1,a} \subseteq Z_{2,a} \) for all \( a \in M^k \),
2. \((Z_2, S, X)\) is a finite union of injective A-definable UFSSs,

then \((Z_1, S, X)\) is a finite union of injective A-definable UFSSs.

**Proof.** Suppose there are injective A-definable UFSSs \((W_1, S_1, X_1), \ldots, (W_p, S_p, X_p)\) such that \((Z_2, S, X)\) is a union of these UFSSs. By Lemma 3.2 we may assume that \( |W_i| = 1 \) for \( i = 1, \ldots, p \) and \((b, a) \in M^{m+k} \) where \( W_i \subseteq M^{n+k+\ell} \). Now define

\[ Y_i := \{(b, a) \in X_i : \exists c \in X_a \, W_{i,b,a} \subseteq Z_{1,c,a}\} \].

It is easy to check that each \((W_i, S_i, Y_i)\) is an injective UFSSs, because \((W_i, S_i, X_i)\) is. From our definition of \( Y_i \), it follows easily that \((Z_1, S, X)\) is a union of the injective UFSSs \((W_1, S_1, Y_1), \ldots, (W_p, S_p, Y_p)\). \( \square \)

**Lemma 3.5** If every UFSS \((W, S, Y)\) with \( W \subseteq M^{m+k+1} \) is a finite union of injective A-definable UFSSs, then \( \tilde{M} \) has the choice property.

**Proof.** By Proposition 3.3, it suffices to show that every UFSS is a finite union of injective A-definable UFSSs. So let \((Z, S, X)\) be a UFSS with \( Z \subseteq M^{m+k+\ell} \) where \( \ell > 1 \). For \( i = 1, \ldots, \ell \), let \( Z_i := \pi_i(Z) \subseteq M^{m+k+1} \) where \( \pi_i \) is the projection onto the first \( m + k \) coordinates and the \( m + k + i \)-th coordinate. It is clear that
each \((Z', S, X)\) is an A-definable UFSS; hence by assumption, it is a finite union of injective A-definable UFSSs.

We define \(W := \{(b, a, x) \in M^{m+k+\ell} : \pi(b, a, x) \in Z_i \text{ for } i = 1, \ldots, \ell \}\) and observe that for each \((b, a) \in \pi(Z)\), we have that \(Z_{b,a} \subseteq W_{b,a}\) and \(W_{b,a}\) is finite, since \(Z_{b,a}\) is finite. Therefore \((W, S, X)\) is a UFSS. By Lemma 3.4 it is left to show that \((W, S, X)\) is a finite union of injective A-definable UFSSs.

Now for each \(i = 1, \ldots, \ell\), let \((Z_{i,1}, S_{i,1}, X_{i,1}), \ldots, (Z_{i,p}, S_{i,p}, X_{i,p})\) be injective A-definable UFSSs such that \((Z', S, X)\) is a union of these UFSSs. Without loss of generality we can assume that the same \(p\) works for all \(i\). For \(\sigma : \{1, \ldots, \ell\} \to \{1, \ldots, p\}\) we define

\[
Z_\sigma := \{(b_i, \ldots, b_{\ell}, a_i, z_1, \ldots, z_\ell) : (b_i, a_i, z_i) \in Z_{i,\sigma(i)} \text{ for } i = 1, \ldots, \ell\},
\]

\[
S_\sigma := S_{1,\sigma(1)} \times \cdots \times S_{\ell,\sigma(\ell)}, \text{ and}
\]

\[
X_\sigma := \{(b_i, \ldots, b_{\ell}, a) : (b_i, a) \in X_{i,\sigma(i)} \text{ for } i = 1, \ldots, \ell\}.
\]

It is easy to check that each \((Z_\sigma, S_\sigma, X_\sigma)\) is an injective A-definable UFSS and that for each \(a \in M^k\)

\[
\bigcup_{b \in X_a} W_{b,a} = \bigcup_{\sigma: \{1, \ldots, \ell\} \to \{1, \ldots, p\}} \bigcup_{c \in X_a} Z_{\sigma,c,a}.
\]

□

**Lemma 3.6** Let \(S \subseteq M^n\) be small and A-definable, and \(Z \subseteq M^{n+1}\) be an \(\mathcal{L}_A\)-definable cell such that \(\text{dim } Z_x = 0\) for each \(x \in \pi(Z) \subseteq M^n\). Then there is an A-definable small set \(S'\) such that

\(\begin{align*}
1) \quad \bigcup_{x \in S} Z_x & = \bigcup_{h \in S} Z_h, \\
2) \quad Z_{h_1} \cap Z_{h_2} & = \emptyset \text{ for } h_1, h_2 \in S' \text{ with } h_1 \neq h_2.
\end{align*}\)

**Proof.** Since \(Z\) is a cell and \(\text{dim } Z_x = 0\) for each \(x \in \pi(Z)\), we have that \(|Z_x| = 1\) for each \(x \in \pi(Z)\). By definable choice in o-minimal structures, there is an \(\mathcal{L}_A\)-definable function \(f : M^n \to M^n\) such that for each \(x, y \in M^n\), we have

\(\begin{align*}
1) \quad Z_{f(x)} & = Z_x, \text{ and} \\
2) \quad Z_{f(x)} \cap Z_{f(y)} & = \emptyset \text{ whenever } f(x) \neq f(y).
\end{align*}\)

Note that \(f(S)\) is small and A-definable. Therefore the conclusion holds with \(S' := f(S)\). □

**Corollary 3.7** Let \((Z, S, X)\) be an A-definable UFSS such that \(Z \subseteq M^{m+k+\ell}\). If \(k = 0\), then \((Z, S, X)\) is a finite union of injective A-definable UFSSs.

We collect two more lemmas whose very easy, but technical proofs we leave for the reader.

**Lemma 3.8** Let \((Z, S, X)\) be an A-definable UFSS such that \(Z \subseteq M^{m+k+\ell}\), and let \(f : M^m \to M^n\) be \(\mathcal{L}_A\)-definable. If \((Z, S, X)\) is a finite union of A-definable injective UFSSs, then so is \((Z', S', X')\) where

\[
Z' := \{(b, f(b), a) \in M^{m+n+k+\ell} : (b, a, c) \in Z\},
\]

\[
S' := \{(b, f(b)) : b \in S\}, \text{ and}
\]

\[
X' := \{(b, f(b), a) \in M^{m+n+k} : (b, a) \in X\}.
\]

**Lemma 3.9** Let \((Z, S, X)\) be an A-definable UFSS such that \(Z \subseteq M^{m+k+\ell}\), and let \(f : M^{m+k} \to M^n\) be \(\mathcal{L}_A\)-definable. If \((Z, S, X)\) is a finite union of injective A-definable UFSSs, then so is \((Z', S', X')\) where \(Z' := \{(b, a, f(b, a), c) \in M^{m+k+n+\ell} : (b, a, c) \in Z\}\) and \(X' := \{(b, a, d) \in M^{m+k+n} : (b, a) \in X, d = f(a, b)\}\).

Note that in Lemma 3.9, \(m\) and \(\ell\) are preserved and \(k\) is replaced with \(k + n\).

## 4 Expansions of real closed fields

Let \(M\) be a real closed field. Let \(P\) a subset of \(M\). In this section, we shall show that \(\tilde{M} = \langle M, P \rangle\) has the choice property. We start by fixing some notation we shall use in the proof.
Define the following order on \( \mathbb{N}^k \times \mathbb{N}^k \): \((i_1, \ldots, i_k, r) < (j_1, \ldots, j_k, s)\) if and only if one of the following two conditions holds:

1. \(i_1 + \cdots + i_k + r < j_1 + \cdots + j_k + s\).
2. \(i_1 + \cdots + i_k + r = j_1 + \cdots + j_k + s\) and \((i_1, \ldots, i_k, r) <_{\text{lex}} (j_1, \ldots, j_k, s)\).

Observe that \((\mathbb{N}^k \times \mathbb{N}, <)\) has order type \(\omega\). We denote the order isomorphism between \(\mathbb{N}\) and \(\mathbb{N}^k \times \mathbb{N}\) by \(\sigma\).

Let \(K\) be a field and consider the polynomial ring \(K[X_1, \ldots, X_k, Y]\) in \(n + 1\) variables. For \(p \in K[X_1, \ldots, X_k, Y]\), order \(p\) is the \(<\)-maximal element \((i_1, \ldots, i_k, r)\) in \(\mathbb{N}^k \times \mathbb{N}\) such that the monomial \(X_1^{i_1} \cdots X_k^{i_k} Y^r\) appears with a non-zero coefficient in the polynomial \(p\). Now we are ready to prove the last part of Theorem 1.4.

**Theorem 4.1** The structure \(\tilde{M}\) has the choice property.

**Proof.** Let \((Z, S, X)\) be an \(A\)-definable UFSS where \(Z \subseteq M^{n+k+\ell}\). By Proposition 3.3, it suffices to show that \((Z, S, X)\) is finite union of injective \(A\)-definable UFSSs. We proceed by induction on \(k\). The case \(k = 0\) is just Corollary 3.7.

So now suppose that \(k > 0\) and the statement holds for \(k' < k\). By quantifier elimination for real closed fields, we can assume that \(Z\) is a finite union of sets of the form

\[
\{(b, a, c) \in M^{n+k+\ell}: p(b, a, c) = 0, q_1(b, a, c) > 0, \ldots, q_s(b, a, c) > 0, (a, b) \in U\}.
\]

(\(*)\)

where \(p, q_1, \ldots, q_s\) are polynomials in \(\mathbb{Q}(A)(x_1, \ldots, x_N)[y, z]\) and \(U\) is some \(L_A\)-definable set. We can directly reduce to the case that \(Z\) is of the form (1). By Lemma 3.4, we can reduce to the case that \(q_1 = \cdots = q_s = 1\). By Lemma 3.5, we can assume that \(\ell = 1\).

We now show the following statement:

Let \(\alpha \in \mathbb{N}^k \times \mathbb{N}\). If \((Z, S, X)\) is an \(A\)-definable UFSS such that there is \(p \in \mathbb{Q}(A)(x)[y, z]\), and \(L_A\)-definable set \(U\) such that

1. \(Z = \{(b, a, c) \in M^{n+k+1}: p(b, a, c) = 0, (a, b) \in U\}\)
2. \(\text{order}(p(b, -, -)) \leq \alpha\) for every \(b \in M^k\),

then \((Z, S, X)\) is a finite union of injective \(A\)-definable UFSSs.

We prove this statement by induction on \(\alpha\) with respect to the well-order \(<\). So let \(\alpha \in \mathbb{N}^k \times \mathbb{N}\) and let \((Z, S, X)\) be an \(A\)-definable UFSS, \(p(x, y, z) \in \mathbb{Q}(A)(x)[y, z]\) and \(U \subseteq M^{n+k} L_A\)-definable such that (1) and (2) hold.

Let \(f_i: M^n \rightarrow M\) be rational functions over the field \(\mathbb{Q}(A)\) such that \(p(x, y, z) = \sum_{(i, j) \in I} f_{i,j}(x) y^i z^j\).

Let \(I\) be the finite set of all \((i, j) \in \mathbb{N}^k+1\) such that \(f_{i,j} \neq 0\). For each \((i, j) \in I\) define \(W_{i,j} := \{b \in M^n: \text{order}(p(b, -, -)) = (i, j)\}\). Note that \(W_{i,j} = \{b \in M^n: f_{i,j}(b) \neq 0\}\) and \(f_{i,j}(b) = 0\) for every \((s, t) \in I\) with \((i, j) <_{\text{lex}} (s, t)\). So each \(W_{i,j}\) is \(L_A\)-definable. We can directly reduce to the case that \(Z \subseteq W_{v,w} \times M^{k+1}\) for some \((v, w) \in I\). By replacing some of the \(f_{i,j}\)’s by 0, we can further assume that \((v, w)\) is the \(<\)-maximum of \(I\). By dividing \(p\) by \(f_{v,w}(x)\), we can assume that \(f_{v,w}(x) = 1\) for every \(x \in W_{v,w}\).

Let \(n_1, \ldots, n_{|I|} \in \mathbb{N}\) such that \(I = \{\sigma(n_1), \ldots, \sigma(n_{|I|})\}\). Define \(h: M^n \rightarrow M^{|I|}\) to be the function given by \(x \mapsto (f_{\sigma(n_1)}(x), \ldots, f_{\sigma(n_{|I|})}(x))\). For \(d = (d_{n_1}, \ldots, d_{n_{|I|}}) \in M^{|I|}\), let \(q_d\) denote the polynomial \(q_d(y, z) := \sum_{(i, j) \in I} d_{\sigma(n)} y^i z^j\). Set \(S_0 := h(S)\). Observe that \(S_0\) is small, since \(S\) is. Since \(f_{\sigma(n)}(b) = 1\) for all \(b \in S\), we get \(\text{order}(q_d(b)) = \text{order}(p(b, -, -)) \leq \alpha\). Define \(Z_0 := \{(d, a, c) \in M^{|I|+k+1}: q_d(a, c) = 0, q_d(a, -) \neq 0\}\) and \(X_0 := \{(h(b, a), b) \in X_a, a \in M^k\}\). Observe that for each \(a \in M^k\) we have \(\bigcup_{d \in X_a} Z_0, d, a \supseteq \bigcup_{b \in X_a} Z_0, a, b\).

By Lemma 3.4 it is enough to check that \((Z_0, S_0, X_0)\) is a finite union of injective \(A\)-definable UFSSs.

Let \(W\) be the \(L_A\)-definable set \(\{(d_1, d_2, a, c) \in M^{|I|+k+1}: d_1 \neq d_2 \wedge (d_1, d_2, a, c) \in Z_0 \wedge (d_2, a, c) \in Z_0\}\). Define \(X_1 \subseteq M^{|I|+k+1}\) by \((d, a) \in X_1 \iff \forall d' \in S_0 \exists c \in M (d, a, c) \in Z_0 \wedge (d', a, c) \in Z_0 \Rightarrow (d = d')\). Observe that for all \(a \in M^k\) we have \(\bigcup_{d \in X_a} Z_0, d, a \supseteq \bigcup_{(d_1, d_2) \in X_1} W_{d_1, d_2, a, c}\). Therefore it is enough to

\[\]
show that both $(Z_0, S_0, X_1)$ and $(W, S_0^+, X_0^+)$ are finite unions of injective $A$-definable UFSSs. It follows directly from the definition of $X_1$ that $(Z_0, S_0, X_1)$ is an injective UFSS. It is only left to consider $(W, S_0^+, X_0^+)$. We now show that $(W, S_0^+, X_0^+)$ is a finite union of injective $A$-definable UFSSs. For $(d_1, d_2) \in M^{2|I|}$, let $r_{d_1, d_2}(y, z)$ be the polynomial $q_{d_1}(y, z) - q_{d_2}(y, z)$. Because $d_1, d_2 \in S_0$, we have that order$(r_{d_1, d_2}) \prec$ order$(q_{d_1}) \prec$ $\alpha$ for every $d_1, d_2 \in S_0$. We split up $W$ into $V_1 := \{(d_1, d_2, a, c) \in W : r_{d_1, d_2}(a, -) \neq 0\}$ and $V_2 := W \setminus V_1$. It is left to show that both $(V_1, S_0^+, X_0^+)$ and $(V_2, S_0^+, X_0^+)$ are finite unions of injective $A$-definable UFSSs.

We first prove this for $(V_1, S_0^+, X_0^+)$. For the following let $\pi : M^{2|I|+|k|} \rightarrow M^{2|I|}$ be the coordinate projection onto the first $2|I| + k$ coordinates. Let $U_1 := \{(d_1, d_2, a, c) \in M^{2|I|+|k|} : r_{d_1, d_2}(a, c) = 0, (d_1, d_2, a) \in \pi(V_1)\}$. Observe that $U_1 \supseteq V_1$. By Lemma 3.4 it is enough to show that $(U_1, S_0^+, X_0^+)$ is a finite union of injective UFSSs. Since $r_{d_1, d_2}(a, -) \neq 0$, we have that $U_{1, d_1, d_2, a}$ is finite for each $(d_1, d_2, a) \in \pi(U)$. Since order$(r_{d_1, d_2}) \prec \alpha$, $(U_1, S_0^+, X_0^+)$ is a finite union of injective $A$-definable UFSSs by the induction hypothesis.

We now consider $(V_2, S_0^+, X_0^+)$. Let $U_2 := \{(d_1, d_2, a, c) \in M^{2|I|+|k|} : r_{d_1, d_2}(a, -) = 0\}$. Observe that $r_{d_1, d_2}(-, -) \neq 0$ whenever $d_1 \neq d_2$. Therefore dim $\pi(U_2) < 2|I| + k$. It follows easily from Lemma 3.8 and Lemma 3.9 and our induction hypothesis on $k$ that $(V_2, S_0^+, X_0^+)$ is a finite union of injective UFSSs.

As mentioned in the introduction (before Theorem 1.4), if we allow $\mathcal{M}$ to be an o-minimal expansion of a real closed field, then the choice property for dense pairs $(\mathcal{M}, P)$ in general fails. It is natural to ask whether there is some nice class of such $\mathcal{M}$, or even a characterization of those, for which the choice property for dense pairs $(\mathcal{M}, P)$ holds.
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