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Chapter 1

INTRODUCTION

The magnetic quantum oscillations (MQO) are the oscillations of different thermodynamic and transport properties of metals in strong magnetic field in response to changes in magnetic field. These phenomena arise due to the quantization of the electron energy spectrum in magnetic field\[1],[8] which leads to the oscillations of the electron density of states at the Fermi level. This results in the oscillations of magnetization, conductivity, sound absorption etc. The magnetic quantum oscillations play a very important role in the investigation of the electronic properties of metals since these phenomena give information about the Fermi surface, the cyclotron mass of electrons, their relaxation time and spin splitting.

The theory of magnetic quantum oscillations in 3D metals has been constructed in the 1960s. It has been verified by many experiments and have been widely used to analyze the experimental data. We shall describe it later. Recently much interest was caused by the strongly anisotropic compounds. The present work is mainly aimed at studying magnetic quantum oscillations in two- or quasi-two-dimensional (quasi-2D) metals that consist of stack of 2D layers with a small electron hopping probability between the layers. This structure takes place in heterostructures, organic metals, intercalated graphites etc. and the magnetic quantum oscillations is one of the main tools to study their electronic properties. The standard 3D theory of the MQO is often not valid in these compounds and a modified theory is of great importance.

In this introduction chapter we shall describe the main existing approaches to the theory of de Haas-van Alphen (dHvA) effect. In Sec. 1.1 we shall outline this theory in 3D metals with its applications to processing of experimental data. Then (in section 1.2) we represent the Shoenberg’s formula (designed for 2D metals) and describe its limitations. In Sec. 1.3 a theory of the Shubnikov - de Haas effect in 3D metals is sketched. Chapter 2 is de-
voted to a study of 2D dHvA effect in model approximations that shows the difference between 3D and 2D cases in detail. In chapter 3 the dHvA effect is studied for more general and realistic conditions. In chapter 4 quantum oscillations of conductivity are considered.

1.1 3D de Haas - van Alphen effect

The de Haas-van Alphen (dHvA) effect consists in oscillations of the magnetization in response to magnetic field changes. This phenomenon is very important for investigating the properties of metals, since it provides information about the Fermi surface and cyclotron mass of electrons in different compounds. This effect has been suggested in 1930 by L.D.Landau [2] and has first been measured by de Haas and van Alphen in the same year [3].

The calculation of magnetization as a function of magnetic field and temperature for arbitrary electronic spectrum in 3-dimensional metals has been carried out in 1955 by Lifshitz and Kosevich [4]. This theory is based on the quasi-classical study of the electron motion along the Fermi surface and is well described in the book of Abrikosov[8]. We shall give the main points of this theory.

Let us consider a set of independent electrons (or electron-type quasiparticles) that fill the states inside the Fermi surface. For arbitrary dispersion relation $\epsilon(\vec{p})$ the energy levels of these quasi-particles in magnetic field $\vec{B} \approx \vec{H}$ parallel to the $z$-axis are given by the Onsager relation [9]:

$$A(\epsilon, k_z) = (n + \gamma)^2 \pi \hbar \frac{eB}{c}$$

where $k_z$ is the wave number along the $z$-axis ($\vec{k} = \vec{p}/\hbar$, $A(\epsilon, k_z)$ is the area of the Fermi surface cross-section at a given $k_z$, the index $n = 0, 1, 2, \ldots$ is the number of a Landau level (LL) and $\gamma$ is approximately constant. For a parabolic isotropic band ($\epsilon(\vec{p}) = \vec{p}^2/2m^*$, where $m^*$ is the effective electron mass) one has $\gamma = 1/2$, the cross section $A(\epsilon, k_z) = \pi(p_x^2 + p_y^2) = \pi (2m^*\epsilon - p_z^2)$ and the electron energy levels in magnetic field are given by

$$\epsilon_{n,k_z,\sigma} = \hbar \omega_c (n + \frac{1}{2}) + \frac{k_z^2}{2m} + \sigma \mu_e B$$

where $\omega_c = eB/m^*c$ is the cyclotron frequency. The last term is due to the electron spin; $\sigma = \pm 1$ is the spin orientation and $\mu_e = e\hbar/2mc$ is the Bohr magneton.
1.1.1 Physical origin of the magnetic quantum oscillations

Consider the Landau tube of largest area inside the FS, Fig. 1.1. Its occupied length will shrink as $B$ increases and vanishes rapidly when the tube just touches the extreme cross-section of the Fermi surface (FS). The density of electronic states at the Fermi level is maximal when the Landau level’s minima (see Fig. 1.1) just cross the Fermi energy $E_F$. When the magnetic field is swept this happens periodically in $1/B$. The period is defined by (see Onsager relation 1.1)

$$
\Delta \left( \frac{1}{H} \right) = \frac{2\pi e}{\hbar A}
$$

where $A$ is the area of the extreme cross-section of the FS, perpendicular to $B$. This results in the oscillatory behavior of the free energy and the magnetization in $1/B$.

The Fermi energy in a three-dimensional system is practically field independent because all the occupied Landau levels cross the FS. In calculating the thermodynamic properties, like magnetization for 3dEG, one therefore should keep the chemical potential $\mu$ constant.

1.1.2 Thermodynamic potential

According to its definition the three-dimensional thermodynamic potential with a given energy spectrum is given by

$$
\Omega = -k_BT \sum_n \sum_{k_y} \sum_{k_z} \sum_{\sigma} \ln \left[ 1 + \exp \left( \frac{\mu - \epsilon(n,k_z,\sigma)}{k_BT} \right) \right]
$$

(1.3)
In writing this we disregard the electron-electron interaction on the Fermi surface. According to the Fermi liquid theory this is a good approximation if the dispersion relation of the electron-type quasi-particles on the Fermi surface is specified. Usually, the renormalization of the electron effective mass tensor is sufficient to take into account the crystalline potential and the electron-electron interactions. Then formula (1.3) can be applied.

For \( B = 0 \) the number of electron states (bearing in mind that there are two spin states for each \( k \) state) is 
\[
\left( \frac{2V}{(2\pi \hbar)^3} \right) \int d^3p \quad \text{where} \quad V \text{ is the volume of a metal.}
\]
In the presence of a magnetic field, the permitted states are on the Landau tubes, and the area between neighboring Landau levels in \( k \)-space is (using 1.1)
\[
\Delta A = \frac{B}{\phi_0} \quad \text{(2\pi)}^2
\]
(1.4)
where \( \phi_0 = 2\pi\hbar c/e \) is the magnetic flux quantum. Eq.(1.4) defines the degeneracy of a Landau level. The number \( D \) of states on a tube lying between \( k_z \) and \( k_z + dk_z \) is:
\[
D = \Delta A \Delta k_z \frac{V}{4\pi^3} = \frac{eHVdk_z}{2\pi^2\hbar c}.
\]
(1.5)
Since \( D \) is independent of the form of \( \epsilon(k) \), Eq.(1.5) is valid for arbitrary dispersion \( \epsilon(k) \). Formula (1.3) now can be written as
\[
\Omega = -k_B T \sum_{\sigma = \pm} \int_{-\infty}^{+\infty} dk_z \left( \frac{eHV}{(2\pi)^2\hbar c} \right) \sum_n \ln \left[ 1 + \exp \left( \mu - \epsilon(n,k_z,\sigma)/k_B T \right) \right] .
\]
(1.6)

1.1.3 The LK-formula for magnetization

In the three-dimensional dHvA case the magnetization is a smooth function of magnetic field, and the Poisson summation formula (Appendix A, Eq. 7.1) can be used to turn the sums over \( n \) in Eq.(1.6) into an integral. Performing then the \( k_z \) summation and differentiating with respect to \( B \approx H \), one arrives at the Lifshitz-Kosevich (LK) formula [6]:
\[
M \propto \frac{eFk_BT V}{\sqrt{2\pi HA}} \sum_{p=1}^{\infty} p^2 R_T(p) R_D(p) R_s(p) \times
\]
\[
\times \sin \left[ 2\pi p \left( \frac{F}{H} - \frac{1}{2} \right) \pm \frac{\pi}{4} \right] .
\]
(1.7)
where
\[
A'' = \left. \frac{\partial^2 A}{\partial k_z^2} \right|_{k_z=k_{ext}}
\]
1.1. 3D DE HAAS - VAN ALPHEN EFFECT

The notation $k_{\text{extr}}$ indicates that only extreme cross sections of the Fermi surface must be considered in formula (1.7). The factor $R_T$ describes the effect of a finite temperature,

$$R_T(p) = \frac{\pi \kappa}{\sinh \pi \kappa} = \frac{2\pi^2 pk_B T / \beta^* H}{\sinh(2\pi^2 pk_B T / \beta^* H)} \quad (1.8)$$

where $\beta^*$ is the effective Bohr magneton; $\beta^* H = \hbar \omega_c$. The factor $R_D$ describes the effect of finite relaxation time $\tau$ of the electrons:

$$R_D(p) = \exp \left( -\frac{2\pi^2 pk_B T_D}{\beta^* H} \right) \quad (1.9)$$

where $T_D$ is the Dingle temperature which can be introduced when the broadening of the Landau levels can be described by a Lorentzian distribution function. It is then connected to the electron relaxation time $\tau$ by the relation

$$T_D = \frac{\hbar}{2\pi k_B \tau} \quad (1.10)$$

The effect of electron spin is described by the factor $R_s$, defined as:

$$R_S(p) = \cos \left( \frac{1}{2} p \pi g \frac{m}{m_o} \right).$$

The dHvA frequency $F$ is defined as:

$$F = \frac{c \hbar A_{\text{extr}}}{2\pi e} \quad (1.11)$$

where $A_{\text{extr}}$ is one of the extreme cross sections of the Fermi surface under study. Applying magnetic field at different angles and using the last relation for $F$ one can find all extreme cross sections of the FS and thus reconstruct the total FS. This procedure has been used to find the geometry of the FS of very many metals.

But one can extract not only the geometry of the Fermi surface but also the effective electron mass and the information about the scattering rate of an electron in a compound under investigation.

Because of the smooth form of magnetic oscillations in 3D, only the first harmonics in the sum over $p$ in (1.7) need be kept, and the LK-formula takes a very simple form often used for analyzing the experimental data on dHvA:

$$M \propto -eF k_B T V \sqrt{2\pi HA} R_T R_D R_s \times \sin \left( \frac{2\pi F}{H} \pm \frac{\pi}{4} \right). \quad (1.12)$$
It follows from Eq.(1.12) that the amplitude of the oscillations is proportional to:

\[ R_T R_D = \frac{\lambda}{\sinh(\lambda)} \exp\left(-\frac{\lambda T_D}{T}\right) \]  (1.13)

where

\[ \lambda \equiv \frac{2\pi^2 k_B T}{\hbar \omega_c}. \]  (1.14)

Plotting the logarithm of the amplitude of magnetization oscillations as a function of either temperature or inverse magnetic field (Figs. 1.2 and 1.3), one gets information on the effective mass and the Dingle temperature from the slopes \( \gamma \) and \( \beta \) of the curves according to the equations

\[ \tan \gamma \approx \frac{\lambda}{T} = \frac{2\pi^2 k_B m^* c}{e \hbar B} \]  (1.15)

and

\[ \tan \beta = \frac{2\pi^2 k_B T_D}{e \hbar / m^* c}. \]  (1.16)

Figure 1.2: The logarithmic plot of temperature dependence of the amplitude of magnetization oscillations. The slope \( \gamma \) gives approximatly the effective mass according to eq. (1.15).

The effective mass \( m^* \) is important since it enters many thermodynamic and transport properties, while the Dingle temperature describes the purity of a sample as given by (1.10).

The above analysis is well applicable to the 3D magnetization oscillations but it explicitly uses the 3D electron dispersion relation. How should it be modified to describe two-dimensional magnetization oscillations? This question was first systematically studied by Shoenberg[16]. We present his results and discuss their reliability in the next subsection.
1.2 Shoenberg’s formula for the 2D case

Assuming the chemical potential to be constant the magnetization in two-dimensional case can be expressed as a harmonic series by the formula similar to the L-K in 3D case. The derivation of this formula is somewhat different from that used to derive the L-K formula because no integration over $k_z$ should be performed. This formula was first derived by Shoenberg [1] using the phase smearing arguments. We shall derive it by a more rigorous method.

The density of states (DoS) in the 2D case consists of the set of Landau levels (LLs),

$$\rho(\varepsilon, B) = g(B) \sum_{n=0}^{\infty} D(\varepsilon - \hbar \omega_c (n + \frac{1}{2})),$$  \hspace{1cm} (1.17)

where the LL degeneracy $g(B) = 2B/\Phi_0$; $\Phi_0 = 2\pi \hbar c/e$ and the function $D(\varepsilon)$ determines the shape of the LLs. One can take this function to be the same for all LLs since only a few LLs near the FS are important. The formula (1.17) can be rewritten as a harmonic series

$$\rho(E, B) = \frac{g}{\hbar \omega_c} \sum_{k=\infty}^{\infty} \exp\left[2\pi i \left(\frac{E}{\hbar \omega_c} - \frac{1}{2}\right) k\right] R_D(k) \frac{1 + \text{sign}(E)}{2},$$  \hspace{1cm} (1.18)

where we introduced the Fourier transform of the DoS distribution on each LL

$$R_D(k) = \int_{-\frac{\hbar \omega_c}{2}}^{\frac{\hbar \omega_c}{2}} D(E') \exp\left(2\pi i \frac{E'k}{\hbar \omega_c}\right) dE'.$$  \hspace{1cm} (1.19)
(for the Lorentzian shape of LLs coincides with the usual Dingle factor 1.9). The factor $(1 + \text{sign}(E))/2$ indicates that no electron states exist for $E < 0$. One can omit the term with $k = 0$ since it does not affect magnetic oscillations.

To calculate the magnetization one calculates first the thermodynamic potential $\Omega(\mu, B)$. By definition in one particle approximation

$$\Omega = -k_B T \int d\varepsilon \rho(\varepsilon, B) \ln \left( 1 + \exp \frac{\mu - \varepsilon}{k_B T} \right), \quad (1.20)$$

Substituting (1.18) into (1.20) and integrating by parts twice we get

$$\tilde{\Omega} = -\frac{g}{\hbar \omega_c} \int dE \frac{\partial f}{\partial E} \sum_{k \neq 0} \frac{\hbar^2 \omega_c^2}{(2\pi k)^2} \exp \left[ 2\pi i \left( \frac{E}{\hbar \omega_c} - \frac{1}{2} \right) k \right] R_D(k) \quad (1.21)$$

Since $\frac{\partial f}{\partial E} \neq 0$ only in a small region near the FS, the factor $(1 + \text{sign}(E))/2$ has been omitted.

Introducing the Fourier transform of $\frac{\partial f}{\partial E}$

$$R_T(k) \equiv \int dE \left( -\frac{\partial f}{\partial E} \right) \exp \left( 2\pi i \frac{(E - \mu)k}{\hbar \omega_c} \right) = \frac{2\pi^2 Tk/k^2}{\sinh(2\pi^2 Tk/\hbar \omega_c)} \equiv \frac{k\lambda}{\sinh k\lambda} \quad (1.22)$$

we get

$$\tilde{\Omega} = \frac{g\hbar \omega_c}{2\pi^2} \sum_{k=1}^{\infty} (-1)^k \frac{\cos \left( \frac{\mu}{\hbar \omega_c} 2\pi k \right)}{k^2} R_D(k) R_T(k) \quad (1.23)$$

Differentiating (1.23) we obtain the harmonic expansion of the oscillating part of the magnetization oscillations

$$\tilde{M} = -\frac{\partial \tilde{\Omega}}{\partial B} \mid_{\mu=\text{const}} = \frac{g\mu}{\pi B} \sum_{k=1}^{\infty} (-1)^{k+1} \frac{\sin \left( \frac{\mu}{\hbar \omega_c} 2\pi k \right)}{k} A(k) F_T(k) \quad (1.24)$$

This coincides with Shoenberg’s formula[1].

Let us now discuss this formula. It assumes the same physical input as the Lifshitz-Kosevich formula; only integration over $k_z$ was removed. Nevertheless, the change from 3D to 2D case leads to many new effects.

First, both the L-K and Shoenberg’s formula assume the chemical potential to be constant, that is a very good approximation in the 3-dimensional case but is not valid for two dimensions. This difference occurs because in three dimensions the spectrum of electrons is continuous (due to the $z$-component of momentum) and the Fermi surface is intersected by many
Landau levels. Therefore the chemical potential is approximately equal to the Fermi energy and does not oscillate with varying magnetic field. In the two-dimensional (2D) system the electron spectrum has gaps (between LLs) and the chemical potential (which is the minimal energy of a particle to be added to the system) is pinned to the highest occupied Landau level. As the magnetic field is reduced this LL becomes completely filled and the chemical potential jumps to the next LL. These jumps have been clearly detected by the magnetization measurement in several single-layer high-mobility 2D electron gas AlGaAs-GaAs heterostructures [23]. This indicates that the electron density rather than the chemical potential is fixed in the heterostructures. Schematically the oscillations of the chemical potential in the pure 2D limit are shown in fig. 2.7. Hence the chemical potential in two dimensions oscillates strongly as the magnetic field varies and must not be considered as a constant. This fact greatly changes the amplitude and the shape of the magnetization oscillations.

Another difficulty in the theoretical description of the 2D dHvA effect arises when the electron scattering on impurities is taken into account. The impurity scattering changes the electron motion and therefore affects the magnetization. In three-dimensional case the point-like impurity scattering leads to the Dingle factor [49][50] in the harmonic expansion of the magnetization oscillations. This means that the oscillations of the density of electron states are damped by the same factor due to impurity scattering. This may be incorrect in the 2D case. The impurity scattering and many-particle effects should be stronger in the 2D case because of the degeneracy of the LLs. The problem of the density of quasiparticle states in 2D metals is not solved yet and will be discussed in chapter 3. One should note that this problem is much more complicated than the effect of oscillations of the chemical potential. This is because the magnetization is a thermodynamic quantity and can in principle be calculated (expressed via some integrals and algebraic equations) if the density of quasi-particle states $\rho(E)$ is given (formulas (1.20) and (2.11)). But to find the function $\rho(E)$ one should solve some microscopic model.

Third, Shoenberg’s formula does not take into account the finite $k_z$ dispersion that exists due to interlayer electron jumps both in organic metals and in heterostructures. These are important limitations that make Shoenberg’s formula invalid in very many interesting cases. A more reliable theory will be proposed in chapter 3.
1.3 The Shubnikov - de Haas effect in 3D metals.

The quantization of the electron energy spectrum in magnetic field leads to the quantum oscillations not only of the magnetization but almost of all electronic properties [[1], chap. 4]. The conductivity also reveals quantum oscillations as magnetic field is swept. This effect was discovered by Shubnikov and de Haas [1] even several months earlier than the dHvA effect. The standard 3D theory of the Shubnikov - de Haas effect (SdH) [[10], for a review see [8], chap. 11] is based on the same quasi-classical consideration of the electron motion along the Fermi surface as the dHvA theory is. From the Onsager quantization rule one determines the electron spectrum and the density of states $\rho(E)$. The oscillations of the density of states at the Fermi level make the main contribution to the conductivity because they lead to the oscillations of the electron relaxation time $\tau$ to which the conductivity is proportional. The scattering rate $1/\tau$ on the point-like impurities in Born approximation is proportional to the density of electron states at the Fermi level $\rho(\mu)$. The DoS can be found as

$$\rho(E) = \sum_{n} \sum_{k_y} \sum_{k_z} \sum_{\sigma} \delta(E - \epsilon(n, k_z, \sigma))$$  \hspace{1cm} (1.25)

where $\delta(x)$ is the Dirac delta function. The summations in (1.25) are similar to those in (1.3). Applying the same mathematical tricks as in Sec. 1.1 one finds that the oscillating part $\tilde{\sigma}(B)$ of conductivity is proportional to the derivative of magnetization [[8], chap. 11]:

$$\tilde{\sigma}(B) \sim \frac{1}{\sqrt{A}} \sum_{p=1}^{\infty} p^{-1/2} R_T(p) R_D(p) R_s(p) \times \cos \left[ 2\pi p \left( \frac{F}{B} - \frac{1}{2} \right) \pm \frac{\pi}{4} \right] \sim \frac{\partial M}{\partial B}.$$  \hspace{1cm} (1.26)

Even more than in the case of magnetization, the 3D theory of the Shubnikov - de Haas effect fails to describe the 2D or quasi-2D magnetotransport in strong fields. The problem of the 2D magnetotransport is known to differ completely from the 3D case. The quantum Hall effect (Q.H.E.) certainly can not be described by the 3D magnetotransport theory. But even when the electron dispersion in the third dimension is larger than the cyclotron energy, the new qualitative effects appear that can not be explained in the framework of the 3D theory. Namely, these are the slow oscillations of conductivity or the phase shift of the beats of conductivity oscillations. These effects were observed, for example, in strongly anisotropic organic metals. We shall discuss these problems and their solutions in detail in chapter 4 of this thesis.
1.3. **THE SHUBNIKOV - DE HAAS EFFECT IN 3D METALS.**

In chapter 2 we shall emphasize the difference between the 3D and 2D cases and illustrate the physics by many pictures. There we shall study the 2D chemical potential oscillations and their effect on magnetization oscillations in the simplest case of sharp Landau levels and low temperature. Practically, chapter 2 is also introductory (although it contains some new results) and the main results are given in chapters 3 and 4. In the third chapter we shall consider the dHvA effect under more general conditions including also the LL broadening, finite \( k_z \) dispersion and chemical potential oscillations at arbitrary electron reservoir. This chapter requires more mathematics, but we shall invariably indicate the physics of the phenomena. The fourth chapter is devoted to magnetoresistance oscillations where the theory of the quasi-two-dimensional Shubnikov-de Haas effect is developed. Actually, this theory still uses many approximations. These limitations and the further perspectives of the development of the theories are then discussed.
Chapter 2

2D dHvA effect (the model study)

2.0.1 Comparison between 2D and 3D dHvA cases

From the general point of view, oscillations in the two-dimensional (2D) case are much sharper and even stronger than in the 3D case. This is because the $k_z$ dispersion smears out the effect of the quantization of Landau levels. As a result (see chapter 1) only the extreme cross sections of the Fermi surface effectively contribute to the magnetic quantum oscillations. In the 2D case the Fermi surface is a cylinder that goes along the LLs (see Fig. 2.1). Hence, in the 2D case the entire FS is extreme.

Figure 2.1: The Fermi surface and Landau levels in the three- and two-dimensional cases.

The area of the extreme parts of the FS in the 3D case is about $\sqrt{\hbar \omega_c / E_F}$ times smaller than the total Fermi surface area. Hence, at the same electron concentration the magnetic quantum oscillations in the 2D case are
$\sim \sqrt{E_F/\hbar \omega_c}$ times larger than in the 3D case. The smearing from the $k_z$ dispersion leads also to a much stronger harmonic damping of the oscillations. Comparison of the 2D Shoenberg formula (1.24) with the Lifshitz-Kosevich formula (1.7) gives that the coefficient before the $k$-th harmonics in the 3D case has an additional $k^{-1/2}$ power of the harmonic number. This leads to a different shape of oscillations in the weak harmonic damping limit (at low temperature and in pure compounds; see Fig. 2.3). Magnetization oscillations in the 2D case without any smearing have the saw-tooth shape (Fig. 2.3 b or Fig. 2.4 b). This can be easily derived. At zero temperature the magnetization $M(B)$ is given by the derivative of the total electron energy $E(B)$ as a function of magnetic field:

$$M(B) = -dE(B)/dB.$$  

The electron energy is calculated as a sum over all Landau levels at a constant electron density $N$. Assume the electrons to be spinless and the LLs to be sharp. The last occupied LL with a number $n_F$ has $N - n_Fg$ electrons where $g = B/\Phi_0$ is the degeneracy of LLs and $\Phi_0 = 2\pi \hbar c/e$. The total electron energy becomes

$$E(B) = g \sum_{n=0}^{n_F-1} \hbar \omega_c (n + 1/2) + (N - n_Fg(B)) \hbar \omega_c (n_F + 1/2) =$$

$$= \frac{n_F^2}{2} g \hbar \omega_c + (N - n_Fg(B)) \hbar \omega_c (n_F + 1/2) =$$

$$= -\frac{n_F^2}{2} g \hbar \omega_c + N \hbar \omega_c (n_F + 1/2) - n_Fg(B)\hbar \omega_c/2. \quad (2.1)$$

It has a quadratic dependence on the magnetic field on each dHvA period (see Fig. 2.2).

The magnetization is

$$M(B) = -\frac{dE(B)}{dB} = \frac{n_F^2}{B} g \hbar \omega_c - \frac{N \hbar \omega_c}{B} (n_F + 1/2) + n_Fg(B)\hbar \omega_c/B =$$

$$= \frac{\hbar \omega_c n_F}{B} (n_Fg - N) + (n_Fg - N/2) \hbar \omega_c/B \quad (2.2)$$

When many LLs are occupied ($n_F \gg 1$) the first term in (2.2) gives the main contribution to magnetization. The magnetization is always linear in $B$ except at points where an integer number of LLs is occupied and the number of the highest occupied LL $n_F$ jumps by unity. The magnetization at these points jumps by $\approx E_F/\Phi_0$. This dependence is plotted on the graphs 2.3b and 2.4b. Such magnetization behavior has a relation to the
2.1 Chemical potential in two-dimensional electron gas in strong magnetic field

2.1.1 Fermi Energy and Chemical Potential

The significant point for the understanding of statistics and thermodynamics of the two-dimensional electron gases in quantizing magnetic fields is the magnetic filed dependence of the chemical potential \( \mu(B) \). Huge degeneracy of the energy levels and large energy gaps between them result in sharp magnetic oscillations of chemical potential in these systems.

One should be alert to the difference between the notions of the Fermi energy and of the chemical potential in the following sense.

Using a simple definition of the chemical potential as the minimal energy needed to add a particle to a statistical system it is straightforward to see that at \( T = 0 \) the chemical potential will be "trapped" by a partially occupied Landau level during almost a whole dHvA period and will cross the Landau
gap in infinitesimally narrow region around $B^*$, (Eq. 2.6). This is visualized by the "Landau fan", Fig. 2.5, and in more details in Fig. 2.6. The magnetic field dependence of the chemical potential is shown in Fig. 2.7.

The Fermi energy $E_F$ is the maximal occupied energy level in an electronic system at zero temperature and in the absence of external magnetic field. Hence, the Fermi energy is independent of the magnetic field. In a 2D electron gas in magnetic field (2DEG + $H$) it is useful to take $E_F$ as the point of reference for energy. The chemical potential $\mu(H)$ and the Fermi energy $E_F$ coincide, therefore, at $T = 0, H = 0$: $\mu(B = 0; T = 0) \equiv E_F$.

One should distinguish between three possible situations:

a) The total number of electrons on the LLs is field-independent, while the chemical potential is oscillating with an amplitude equal to the distance
between the adjacent LLs. \( (N = \text{const}(B); \mu = \mu(B)) \)

b) The chemical potential is field-independent, while the number of electrons on the LLs is oscillating with field. \( (\mu = \text{const}(B); N = N(B)) \).

c) Both the chemical potential and the number of electrons on the LLs are allowed to vary corresponding to the external conditions.

In this chapter we shall concentrate on the case a). The case b) can be described with sufficient accuracy by Shoenberg’s formula (1.24) while the more general case c) will be considered in the next chapter.

### 2.1.2 Calculation of the chemical potential (for finite temperature and sharp LLs).

As we have briefly outlined in the introduction, the magnetic field dependence of the magnetization in the 2D case has much more sharp form (or even the saw-tooth shape in the ideal case ignoring temperature and electron scattering damping factors; see Fig. 2.3). Such a different magnetic field dependence of magnetization dictates, obviously, a different mathematical approach to the problem: the Poisson summation formula (a Fourier transform of a smooth function), operative when all but the first harmonics have negligible amplitudes, will not be useful in the two-dimensional case, where the magnetic field dependence of magnetization is saw-tooth and the number of Fourier harmonics is, therefore, expected to be relatively large.

The Poisson summation formula, used in the L-K theory to change the summation over Landau levels into an integral, is very convenient in the 3D case because very many LLs intersect the FS. In the two-dimensional case both the Fermi surface and the LL are cylinders in momentum space.
CHAPTER 2. 2D DHVA EFFECT (THE MODEL STUDY)

Figure 2.5: The schematic picture of sharp LLs in 2D DoS in magnetic field and the position of the chemical potential. It is almost all the time trapped by the highest occupied Landau level.

Hence, at low temperature only two LLs just above and below the Fermi level make important contribution to the thermodynamic quantities (such as magnetization) because only these two Landau levels are partially full. The standard log $M$ versus either $T$ or $1/H$ plots may be inapplicable in the 2D case because of strong oscillations of the chemical potential. Some formulas appropriate for this case will be given in this chapter.

Sharp Landau levels at finite temperature

Consider sharp ($\delta$ - functions) Landau levels (Fig. 2.5) at finite temperature. The equation, governing the magnetic field dependence of chemical potential at $T \simeq 0$ reads

$$g(B)\Sigma_{n=0}^{\infty} f_n(n) = N \quad (2.3)$$

where

$$f_n(n) = \frac{1}{1 + e^{\frac{\hbar \omega_c(n+\frac{1}{2}) - \mu(B)}{k_B T}}} \quad (2.4)$$

is the Fermi distribution, $g(B) \equiv \frac{BS}{\Phi_0}$ is the degeneracy of the Landau levels, $S$ is the sample area and $N$ is the total number of particles.

Let $n_F$ be the highest occupied Landau level, so that $\hbar \omega_c(n_F - 1/2) < \mu < \hbar \omega_c(n_F + 1/2)$. At typical experimental conditions on inversion layers or on heterostructures one has $T\simeq 1K$, $H\simeq 10T$ and the effective electron mass $m^*\simeq 0.1 m_0$, so that $\alpha \equiv \hbar \omega_c / 2k_BT \simeq 80$. Therefore all terms in the sum of Eq.(2.3) up to $n = n_F - 2$ could be replaced by unity with an exponential accuracy: $e^{-\alpha} << 1$, and the field dependence of the chemical potential is
Figure 2.6: The 2D electron DoS with broadened Landau levels. The Landau levels just below and just above the Fermi energy dominate the magnetic field dependence of the chemical potential.

defined by the distribution of electrons on the levels \( n_F - 1 \) and \( n_F \). Hence, Eq. (2.3) can be cast in a form containing only sum over two uppermost LLs:

\[
\frac{1}{1 + \exp[x_{n_F} - \alpha]} + \frac{1}{1 + \exp[x_{n_F} + \alpha]} = \frac{n_s}{g} - (n_F - 1) = 1 + \tilde{n}
\]

where \( x_n \equiv (nh\omega_c - \mu) / k_B T \).

Eq. (2.5) yields an algebraic quadratic equation for \( y \equiv e^{x_{nF}} \) which can be solved to give the following field and temperature dependence of chemical potential in the 2D electron gas in magnetic field:

\[
\mu(B, T) = \hbar\omega_c n_F - k_B T \ln \left[ -\tilde{n}\cosh\alpha + \sqrt{1 + \tilde{n}^2 \sinh^2\alpha} \right].
\]

Here \( \tilde{n} \equiv N_0 / g - n_F = (B^* - B)F / B^2 \) is the amount of electrons on the highest occupied Landau level (divided by the LL degeneracy); \( B^* \) is the magnetic field at which the integer number of LLs is filled.

Eq.(2.6) shows that \( \mu \approx \hbar\omega_c (n_F + 1/2) \) at \( T \ll \hbar\omega_c \) for all values of magnetic induction except in very narrow regions where \( |\tilde{n}| \lesssim \exp(-\alpha) \) near a discrete set \( B = B^* \). In these regions assuming \( |\tilde{n}| \exp^\alpha < 1 \) and making the expansion on \( \tilde{n} \exp^\alpha \) and \( \tilde{n} \) in (2.6) one finds that the chemical potential is,
Figure 2.7: Chemical potential oscillations in the 2D electron gas at low temperature. The chemical potential is always pinned to one of the LLs except in the narrow regions near \( B = B^* \).

approximately:

\[
\mu(B) \approx \hbar \omega_c n_F + k_B T \frac{\tilde{n} e^\alpha}{2}.
\] (2.7)

Therefore, at \( B = B^* \) the chemical potential is in the middle of the energy gap between the \( n_F \)-th and \((n_F + 1)\)th LLs, see Fig. 2.5. According to Eq. 2.7 in the vicinity of \( B^* \) the derivative of the chemical potential with respect to \( B \) is exponentially large:

\[
\frac{\partial \mu}{\partial B} \approx \frac{k_B T}{2} e^\alpha \frac{F}{B^2}.
\]

This reflects the zero-temperature behavior of the chemical potential. At these field values the highest occupied LL becomes completely filled and the chemical potential jumps to the next Landau level. Such exponentially sharp dependence is a consequence of the "model approximation" of extremely sharp Landau levels and zero density of electron states between the LLs. In Sec. 2.1.3 we shall show how this jump is smeared by a finite DoS between LLs.

At \( |\tilde{n}| e^\alpha \gg 1 \) (or \( |B - B^*| > e^{-\alpha} B^2/F \) ) the expansion of Eq. 2.6 gives

\[
\mu = \hbar \omega_c (n_F + 1/2) + k_B T \ln \left( \frac{\tilde{n}}{1 - \tilde{n}} \right).
\]

At \( k_B T \ll \hbar \omega_c \) the second term is small and the chemical potential is pinned to a Landau level over almost the entire dHvA period.
2.1.3 Some generalizations

INCLUSION OF SPIN

The spin splitting in one-particle approximation leads to doubling the number of energy levels (Fig. 2.8). The chemical potential $\mu$ is defined now by a normalization condition

$$\sum_{\sigma=\pm \frac{1}{2}, n=0}^{\infty} f_{\sigma,n} = N_0,$$

where

$$f_{\sigma,n} = \frac{1}{1 + \exp \left\{ \frac{\hbar \omega_c(n+1/2) + \sigma g \beta H - \mu}{kT} \right\} } \equiv \frac{1}{e^{(x_n \pm s)}}.$$

If the temperature is low ($T \ll g \beta H, \hbar \omega_c$) one can again keep only the nearest two LLs just above and below the chemical potential and make the calculations similar to that of the previous section. These two nearest LLs are now changed twice during one dHvA period as chemical potential passes through the spin-split LLs. We shall not give this calculation here but depict the behavior of the chemical potential at zero temperature (Fig. 2.9). Later we shall consider even a more general case.

FINITE DOS BETWEEN LANDAU LEVELS

Let us first study the influence of finite density of electron states between LLs on the chemical potential oscillations at zero temperature. A model DoS is shown on Fig. 2.10 (a). We denote the DoS between LLs per one layer and unit area by $D_{loc}$, and the average DoS on LLs by $D_{LL}$. The latter is
equal to the LL degeneracy (per unit area) divided by the LL separation: 
\[ D_{LL} = g(B)/\hbar \omega_c = m^*/2\pi \hbar^2. \] 
There are no more jumps of the chemical potential when the highest occupied LL becomes completely filled. The chemical potential moves instead though the distance between LLs with a finite velocity that is determined by the ratio \( D_{LL}/D_{loc} \). This slope \( \mu(B) \) can be easily obtained from the equation of the constant total electron density:

\[ N_e = n_F g(B) + D_{loc}^* \mu(B), \Rightarrow \]

\[ \frac{d\mu}{dB} = -\frac{n_F g(B)}{D_{loc} B} = -\frac{m^* n_F D_{LL}}{2\pi \hbar^2 D_{loc}}. \]

At zero density of localized states \( D_{loc} = 0 \) one gets \( d\mu/dB = -\infty \) that corresponds to the jumps in chemical potential discussed above. The resultant change of the chemical potential and the magnetization oscillations due to localized states is shown on fig. 2.11.
2.1. CHEMICAL POTENTIAL IN TWO-DIMENSIONAL ELECTRON GAS IN STRONG MAGNETIC FIELD

Figure 2.11: Chemical potential (a) and magnetization (b) as functions of magnetic field at finite DoS between LLs and zero temperature. The dotted lines give chemical potential and magnetization at zero electron reservoir while the solid lines give them as functions of magnetic field at finite $D_{loc}$.

**Analytical calculation**

We have seen that the presence of localized electronic states within the magnetic energy gap such as, for example, impurity states or edge states, may lead to a significant slowing down in the variation of the chemical potential with respect to $B$, or even to pinning of $\mu$ (a Q.H.E. situation).

Assume, for the sake of simplicity, a given localized state density $D_{loc}(E)$ within the magnetic energy gap. The chemical potential of the system is now determined by the equation

$$N = g (n_F - 1) + \frac{g}{1 + \exp\left(\frac{E_{nF-1} - \mu}{k_B T}\right)} +$$

$$\frac{g}{1 + \exp\left(\frac{E_{nF} - \mu}{k_B T}\right)} + \int_0^\infty D_{loc} \frac{E}{1 + \exp\left(\frac{E - \mu}{k_B T}\right)} dE \approx$$

$$\approx g \left[ n_F - \exp\left(\frac{E_{nF-1} - \mu}{k_B T}\right) + \exp\left(\frac{\mu - E_{nF}}{k_B T}\right) \right] + \mu D_{loc}.$$

Introducing $x \equiv (\mu - \hbar \omega_c n_F) / k_B T$ and $\alpha \equiv \hbar \omega_c / 2k_B T$ this equation can be rewritten as

$$N = gn_F + g \exp (-\alpha) 2 \sinh (x) + \mu D_{loc}. \quad (2.8)$$

Differentiating Eq. (2.8) with respect to $B$ and assuming $D_{loc}(E)$ to be a slowly varying function of $E$ around the middle of the magnetic energy gap, one gets:

$$\frac{\partial \mu}{\partial B} \approx -n_F g / B + 2g e^{-\alpha} \cosh (x) (\hbar \omega_c n_F / B k_B T) / 2g e^{-\alpha} \cosh (x) / k_B T + D_{loc}(\mu).$$
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In the middle of the Landau gap this gives

$$\frac{\partial \mu}{\partial B}|_{B=B^*} \simeq \frac{-n_F k_B T}{2e^{-\alpha} + D_{\text{loc}}(\mu^*) k_B T/g}. $$

The condition under which $\frac{\partial \mu}{\partial B}$ retains its intrinsic behavior (i.e. $\propto e^{-\alpha}$) is that the density of localized states within the magnetic energy gap should be exponentially small with respect to the density of states of the 2D free electron gas:

$$D_{\text{loc}}(E) < 4\alpha e^{-\alpha} D^{\text{free}}_{2d}. $$

LANDAU LEVEL BROADENING

The LL broadening leads to a reduction of the amplitude of magnetization and chemical potential oscillations. If one replaces $\delta$-type LLs by the rectangles of the finite width $\Gamma$ (Fig. 2.10 (b)), the chemical potential and magnetization at zero temperature change as is shown in Fig. 2.12. In this case both the chemical potential and the magnetization oscillations are damped by a factor $\sim (1 - \Gamma/h\omega_c)$. 

Figure 2.12: (a) The effect of LL broadening on chemical potential and (b) magnetization oscillations. The dotted lines give the chemical potential (in (a)) and the magnetization (in (b)) for sharp LLs while the solid lines correspond to rectangular-broadened LLs.

2.2 2D magnetization oscillations at finite temperature

The magnetization at zero temperature is given by formula (2.2) and is plotted in figs. 2.11 (b) and 2.12 (b). In this section we shall calculate finite-temperature magnetization. The chemical potential at finite temperature has already been calculated in Sec. 2.1.2. In this section we use a similar calculation procedure. The magnetization is a thermodynamic quantity and, hence, can be found from the thermodynamic potential.
2.2. Thermodynamic potentials

Here we remind the definitions of a number of thermodynamic potentials, [1, 20] which will be used in following sections:

The Helmholtz free energy is

\[ F = U - TS, \]

where \( U \) is the internal energy,

\[ dU = TdS + \mu dN - MdB, \]

\( T \) is temperature, \( S \) is the entropy of a system and \( \mu \) is the chemical potential.

The differential relationship reads

\[ dF = \mu dN - MdB - \delta dT \]

\[ \Rightarrow M = -\left( \frac{\partial F}{\partial B} \right)_{V,T,N}. \quad (2.9) \]

The Gibbs thermodynamic potential \( \Omega \) is connected with the Helmholtz free energy \( F \) by the relation

\[ \Omega = F - N\mu, \]

and in differential form

\[ d\Omega = -MdB - SdT - Nd\mu \]

\[ \Rightarrow M = -\left( \frac{\partial \Omega}{\partial B} \right)_{V,T,\mu}. \quad (2.10) \]

Although formulas (2.9) and (2.10) determine the magnetization only at constant electron density and at fixed chemical potential, respectively, each of these formulas can be used to determine the magnetization in both these limits. For example, to obtain the magnetization at a constant particle density from formula (2.10) one should substitute the explicit dependence of chemical potential on magnetic field \( \mu(B, N) \) into the final expression for magnetization after differentiating over \( B \) in (2.10). This can be easily verified. The magnetization oscillations at constant electron density \( N = \text{const} \) are given by

\[ M = -\left( \frac{\partial F}{\partial B} \right)_{N=\text{const}} = -d(\Omega(\mu(B,N),B) + N\mu(B,N)) \]

\[ = -\left( \frac{\partial \Omega}{\partial \mu} \right)_{N=\text{const}} - \left( \frac{\partial \Omega}{\partial B} \right)_{N=\text{const}} dB - \left( \frac{\partial \Omega}{\partial \mu} \right)_{N=\text{const}} dB + N \frac{d\mu(B,N)}{dB} \]|_{N=\text{const}} =
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\[ -\frac{\partial \Omega(\mu, B)}{\partial B} \bigg|_{\mu, N=\text{const}}. \] 

(2.11)

For small magnetization \( M(B) \) values, the difference between magnetic field intensity \( H \) and induction \( B \), given by

\[ B = H + 4\pi M(B) \]

is negligible, and we will use \( H \) instead of \( B \) in all cases when this will not lead to a qualitative difference. Only when the magnetization oscillations become very strong \( (dM/dB > 1/4\pi) \) the difference between \( H \) and \( B \) may result in spontaneous symmetry breaking and the formation of Condon domains \([48]\).

In what follows we develop a calculational scheme (based on the reference \([15]\)) for the determination of magnetic field and temperature dependence of chemical potential in 2D electron gas in quantizing magnetic field.

In the case of sharp (\( \delta \) - function) Landau levels the thermodynamical potential \( \Omega(B) \) can be written in the form

\[ \Omega(B) = k_B T g(B) \sum_{n=0}^{\infty} \ln(1 - f_n) \] 

(2.12)

where

\[ f_n = \frac{1}{1 + \exp \left( \frac{\hbar \omega_c (n + \frac{1}{2}) - \mu(B)}{k_B T} \right)} \] 

(2.13)

is the Fermi distribution and \( g(B) \equiv B/\Phi_0 \) is the degeneracy of the Landau level.

For the calculation of \( \Omega(B) \) we employ here the approximation, similar to the one used previously for the calculation of magnetic field and temperature dependence of chemical potential.

Let \( n_F \) be the highest occupied Landau level, so that \( \hbar \omega_c (n_F - 1/2) < \mu < \hbar \omega_c (n_F + 1/2) \). The Fermi distribution \( f_n \) in all the terms of the sum in Eq.(2.12), up to \( n = n_F - 2 \), can be replaced by unity with an exponential accuracy: \( e^{-\alpha} \ll 1 \). In this approximation we arrive at the following expression for the thermodynamic potential:

\[ \Omega(B) \simeq -g(B) \left[ \mu(B)n_F - \hbar \omega_c \frac{n_F^2}{2} + 1 \right. 
\]

\[ + k_B T \ln (2 \cosh x_n + 2 \cosh \alpha) \left. \right], \]

(2.14)

where \( x_n = (n\hbar \omega_c - \mu)/k_B T \).
2.2.2 The magnetization

Differentiating the thermodynamic potential, Eq. (2.14), with respect to magnetic field and substituting the obtained expression for $\mu(B)$, we get an analytical expression for the magnetization of 2DEG + $B$ at finite temperature [15]

$$M(B) = -\frac{\partial F(B)}{\partial B} = \frac{2}{\phi_0} n_F \mu(B) +$$

$$+ \hbar \omega_c \left[ n_F + \frac{\sinh \alpha}{2 \sinh(x_F)} \right] - \hbar \omega_c (n_F^2 + 1) +$$

$$+ k_B T \ln \left[ 2 \cosh(x_F) + 2 \cosh(n_F) \right]$$

(2.15)

This function is plotted in Fig. 2.13.

![Figure 2.13: The magnetization of 2D electron gas at finite temperature without spin-splitting and with sharp LLs.](image)

2.2.3 The envelope of magnetization oscillations

In order to guide an experimental study of dHvA effect in 2DEG, one should obtain an analytical expression for the envelope of magnetization oscillations, i.e. the 2D analog of the LK formula.

The maxima (minima) of magnetization, can be obtained from the Eq.(2.15) by equating to zero the derivative

$$\frac{\partial M}{\partial B} \bigg|_{B_{extr}} = 0.$$  

(2.16)

This equation gives

$$B_{extr} = B^* \left[ 1 \mp \frac{1}{2 \alpha^* (n_F \pm 1)} \right].$$  

(2.17)
Keeping in mind that 

\[ \frac{1}{2\alpha^*(n_F \pm 1)} \ll 1 \]

we substitute \( B_{extr} \), defined by Eq.(2.17), into Eq.(2.15) and obtain the analytical behavior of the magnetization amplitude [17]:

\[ M_{extr} \simeq \pm \frac{E_F}{\phi_o} \left[ 1 - \frac{1}{\alpha^*} \ln (2\alpha^*) - \frac{1}{\alpha^*} \right]. \tag{2.18} \]

This function is plotted in Fig. 2.16 (graph (b)) where it is compared with the Lifshitz-Kosevich amplitude and the quasi-2D formula (see next section).

2.2.4 Susceptibility

The saw tooth form of magnetization of the two-dimensional electron gas in a magnetic field (see Sec. 2.0.1) results in a constant (between the adjacent values \( B^* \)) orbital susceptibility: \( \chi_{orb} = dM(B)/dB \). Between the two adjacent Landau levels the susceptibility at \( T = 0 \) should take infinite negative values, Fig. 2.14. Differentiating (2.2) with respect to magnetic field we find that at zero temperature and sharp LLs the susceptibility is

\[ \chi_{orb} = \frac{\hbar \omega_c n_F (n_F + 1)}{B \Phi_0}, \quad B \neq B^*. \]

Since \( n_F = \text{Int}[E_F/\hbar \omega_c] \), the step values of susceptibility decrease with increasing magnetic field as \( \sim 1/B^2 \). At \( B = B^* \), \( \chi_{orb} = -\infty \) (Fig.2.14). Finite temperature smooths out this unphysical "jumps" and results in exponentially \( \exp(\hbar \omega_c/k_B T) \) sharp spikes, [15].

2.3 Finite \( k_z \)-dispersion and quasi-two-dimensional dHvA effect

In many layered compounds, such as heterostructures and organic metals, electrons have a small probability to jump from one layer to another. This results in a finite \( k_z \) dispersion of electrons that in the tight binding approximation is given by the formula \( E_z(k_z) = 2t \cos(k_z d) \) where \( t \ll \epsilon_F \) is the interlayer transfer integral. The Fermi surface of the electron gas with this dispersion relation is a warped cylinder (see Fig. 2.15). If this \( k_z \) dispersion is quite large, \( 2t \gg \hbar \omega_c \), the system changes to nearly three-dimensional. Then the Lifshitz-Kosevich formula can be applied. We have two extreme cross sections of the Fermi surface in this case that lead to the two close
fundamental frequencies in the dHvA oscillations: \( F \) and \( F + \Delta F \), where 
\[
\Delta F = \left( \frac{c\hbar}{2\pi e} \right) (A_{\text{max}} - A_{\text{min}}) = F \left( \frac{4t}{\epsilon_F} \right).
\]
Since
\[
\sin \left( 2\pi \frac{F}{B} \right) + \sin \left( 2\pi \frac{F + \Delta F}{B} \right) = 2 \sin \left( 2\pi \frac{F}{B} \right) \cos \left( 2\pi \frac{\Delta F}{2B} \right)
\]
the two close frequencies lead to beats of magnetic quantum oscillations (see, e.g. Fig. 4.2). From the beat frequency one can readily evaluate the warping of the Fermi surface and the interlayer transfer integral.

In this section we consider the opposite limit of \( 2t < \hbar \omega_c \) (the intermediate limit will be considered in the next chapter). If one assumes that the magnetic field does not alter such \( k_z \) dispersion (at least for the magnetic field normal to layers), then one can perform an analytical calculation of the magnetization envelope in the limit of weak warping \( W = 4t < \hbar \omega_c \). This calculation was performed by Grigoriev and Vagner [35]. As any other generalization, this one requires some more calculations. These calculations follow the algorithm presented above (in Sec. 2.1.2 and 2.2) to calculate magnetization at finite temperature and sharp LLs in pure 2D case. These calculations are placed in Appendix C. The reader who does not want to follow these calculations but only wants to understand the physics may jump directly to the final result (formulas (2.19) and (2.21)) and its discussion, fig. 2.16.

The calculation (Appendix C) gives the following answer for the envelope
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Figure 2.15: A quasi-two-dimensional Fermi surface has the shape of warped cylinder.

of magnetization oscillations:

$$M_\pm = \pm \frac{SE_F}{\Phi_0} \left\{ \frac{1}{\alpha} \text{arsh} \left( \frac{e^{\alpha} e^{-W/2kT} n_F}{4\alpha I_0 \frac{W}{2kT} n_F + 3/2} \right) - \frac{n_F + 1}{\alpha n_F + 3/2} \right\}. \quad (2.19)$$

In the limit of very small warping ($W/2kT \ll 1$) and $n_F \gg 1$ this formula coincides with the previous one obtained for the ideal two-dimensional case [17],

$$M_\pm = \pm \frac{SE_F}{\Phi_0} \left[ 1 - \frac{1}{\alpha} \ln(2\alpha) - \frac{1}{\alpha} \right], \quad (2.20)$$

which is valid when the number $n_F$ of filled LLs is large.

In the inverse case of large warping ($W/2kT \gg 1$) formula (7.22) becomes:

$$M_\pm = \pm \frac{SE_F}{\Phi_0} \left[ 1 - \frac{W}{\hbar \omega_c} + \frac{1}{\alpha} \ln \left( \frac{\sqrt{kT \cdot \pi W}}{\hbar \omega_c} \right) - \frac{1}{\alpha} \right]. \quad (2.21)$$

This formula differs substantially from the ideal-2D one, (Eq. 2.20). The three envelopes of magnetization oscillations obtained using the L-K formula (1.13), the ideal 2D formula (Eq. 2.20) and the new formula (2.19) are shown in fig. 2.16. The L-K formula is valid only at $\hbar \omega_c < W$ and is plotted on the
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Graph only within this interval. One can see that the 2D formula (2.20) does not fit in the L-K formula as the cyclotron energy $\hbar \omega_c$ becomes comparable to the warping $W$ of the Fermi surface while the new formula (2.19) obtained at finite warping $W$ describes this crossover properly.

![Figure 2.16](Image)

Figure 2.16: Three envelopes of magnetization oscillations obtained using: (a) formula (2.19) with finite $k_z$ dispersion; (b) the ideal 2D formula (eq. 2.20); and (c) the L-K formula (1.13).
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Chapter 3

The dHvA effect under more realistic conditions

In this chapter we shall consider the dHvA effect under more general conditions closer to those of real experiments. We will use two different methods – direct summation over LLs that works well when temperature is low ($T \ll \hbar \omega_c$) and the harmonic expansion that is applicable at arbitrary temperatures. Using the first method (Sec.3.1) we shall find the explicit relation between the shape of LLs and the magnetization oscillations that allows us to extract the DoS distribution from the low-temperature experimental data on the dHvA effect and to test the one-particle approximation. Then the envelopes of the magnetization oscillations at finite LL broadening and finite temperature are calculated for two different shapes of LLs. The envelopes of magnetization oscillations are shown to be strongly dependent on the shape of the LLs. The second method (Sec. 3.2) gives a good quantitative description of the magnetization and chemical potential oscillations under general conditions. The results of this section are more useful to describe the dHvA effect in different quasi-2D compounds because the formula for magnetization oscillations derived in this section is simpler and more general for the practical purpose of processing of the experimental data. Thus, this formula is valid at arbitrary temperature and LL width, arbitrary value of warping of the Fermi surface and spin splitting. Moreover, it takes into account the chemical potential oscillations at arbitrary electron reservoir existing in strongly anisotropic organic metals due to open sheets of the Fermi surface. Nevertheless, the results of the section 3.1 are also interesting because they raise important general questions such as the shape of the Landau levels and the role of the electron-electron interactions.
3.1 Low-temperature limit; direct summation over LLs

In this section we derive general formulas that describe magnetization oscillations provided the DoS distribution $\rho(E)$ is given. We consider the most common case of constant electron density. Any finite electron reservoirs (like those in the organic metals due to open sheets of Fermi surface) are included in the function $\rho(E)$. The electron density will not be constant only as a result of the giant magnetostriction that was observed in some materials [31] with high electron density and huge magnetization oscillations. It takes place when an increase in the sample volume is more favorable energy-wise than the corresponding changes of the chemical potential. In organic metals or in heterostructures this giant magnetostriction does not occur because electron density is not large enough. As any generalization, this chapter contains more mathematics than the previous almost introductory chapter. However, we invariably focus on the physics of the phenomena.

3.1.1 Magnetization at arbitrary density of states

In this section we derive formulas for magnetization without specifying the shape of LLs. We assume the one-particle approximation to be valid; this means that the system consists of a set of independent electron-type quasi-particles with concentration equal to the concentration of real electrons. Then the total density of electron states in magnetic field may be written in the form

$$\rho(\varepsilon, B) = \frac{2B}{\Phi_0} \sum_{n=0}^{\infty} D_n(\varepsilon - \hbar \omega_c(n + 1/2)) + \rho_R(\varepsilon)$$  \hspace{1cm} (3.1)$$

where $\Phi_0 = 2\pi \hbar c/e$ is the flux quantum. The function $D_n(\varepsilon)$ is normalized to unity and gives the shape of the $n$-th LL with some spin-splitting and possible $k_z$-dispersion.

We shall consider the limit where the Fermi energy $\epsilon_F$ is much greater than the LL separation $\hbar \omega_c$. Then the number of occupied LLs $n_F \equiv [\epsilon_F / \hbar \omega_c] \gg 1$ (square brackets here mean the integer part of a number). As the LL number $n_F$ at the FS is changed by unity, the function $D_{n_F}(\varepsilon)$ does not change substantially (the change has the smallness $\sim \hbar \omega_c / \epsilon_F$). We shall study the behavior of magnetization on one dHvA period. Hence, in the lowest order on $\hbar \omega_c / \epsilon_F$ one can neglect the changes of $D_{n_F}(E)$ as well as the change of the reservoir DoS $\rho_R(\mu)$ where $\mu$ is the chemical potential which oscillates with the amplitude $|\tilde{\mu}| < \hbar \omega_c / 2$ as the magnetic field is swept. Then the DoS
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takes the form

\[
\rho(\varepsilon, B) = g(B) \sum_{n=0}^{\infty} D_1 \left( \varepsilon - \hbar \omega_c (n + \frac{1}{2}) \right)
\]

where the LL degeneracy \( g(B) = 2B/\Phi_0 + n_R \cdot \hbar \omega_c \) includes two spin polarizations and constant reservoir density of states \( n_R = \text{const} \). We take the same \( g(B) \) for all LLs since only a few LLs near FS are important for the dHvA effect in quasi-2D metals. For the dHvA effect the DoS only near FS is important. It can be written as

\[
\rho(\varepsilon, B) = g(B) D \left( \varepsilon - \hbar \omega_c (n_F + \frac{1}{2}) \right),
\]

where the DoS function \( D(E) \) is periodic, \( D(E + \hbar \omega_c) = D(E) \), and normalized to unity

\[
\int_{-\hbar \omega_c/2}^{\hbar \omega_c/2} D(E)\,dE = 1
\]

Writing formula (3.1) we assumed that the LL broadening due to impurities and finite \( k_z \) dispersion is of the order of \( \hbar \omega \) and much less than the Fermi energy. For the dHvA effect only the DoS near FS is important. Hence, without less of generality one can extend formula (3.1) on the interval \( \varepsilon \in [0, \infty) \).

To calculate magnetization we need first to calculate chemical potential. It is given by the equation

\[
N = \int \frac{\rho(\varepsilon, B)\,d\varepsilon}{1 + \exp \left( \frac{\varepsilon - \mu}{T} \right)}.
\]

It is convenient to measure energy and chemical potential off the last occupied LL:

\[
\delta \mu \equiv \mu - \hbar \omega_c (n_F + 1/2) ; \ E \equiv \varepsilon - \hbar \omega_c (n_F + 1/2)
\]

where \( n_F \equiv \text{Int}[N/g] = \text{Int}[E_F/\hbar \omega_c] \) is the number of completely filled LLs; \( n_F \) is an integer and jumps by unity once on each dHvA period.

Now we apply the direct summation over the LLs. At \( T \ll \hbar \omega_c \) only three LLs near FS produce the temperature-dependent contribution to the oscillations because the contribution from other LLs is smaller by a factor \( \exp^{\delta \mu / T} \). The equation (3.5) then simplifies to

\[
\tilde{n} + 1 = \int_{-3\hbar \omega_c/2}^{3\hbar \omega_c/2} \frac{D(E)\,dE}{1 + \exp \left( \frac{E - \delta \mu}{T} \right)}
\]

(3.7)
where $\tilde{n} \equiv N/g - n_F = F/B - n_F$ is the filling factor of the last occupied LL, $N$ is the area electron density, $F = \text{const}$ is the dHvA frequency. $\tilde{n}(B)$ is an oscillating function of the magnetic field. On each dHvA period it monotonically decreases from 1 to 0 with increasing magnetic field.

Now we have to calculate thermodynamic potential. By definition, in one particle approximation it is given by (1.20)

$$\Omega(\mu, B) = k_B T \int d\varepsilon \rho(\varepsilon, B) \ln \left(1 + \exp \frac{\mu - \varepsilon}{k_B T}\right),$$

where the density of states is given by (3.1). As in the derivation of (3.7) we calculate the temperature-dependent contribution only from three LLs near FS. Actually one can retain only one LL because the function $D(E)$ is periodic, but now the derivation is more general. The expression for the thermodynamic potential becomes

$$\Omega = -T g \sum_{n=0}^{n_F-2} \mu - \hbar \omega_c (n + 1/2) -$$

$$-T g \int_{-3\hbar \omega_c/2}^{3\hbar \omega_c/2} dE D(E) \ln \left(1 + \exp \frac{\delta \mu - E}{T}\right).$$

The summation in the first term is easy and gives

$$\Omega(\mu, B) = \frac{g \hbar \omega_c (n_F - 1)^2}{2} - g \mu (n_F - 1) -$$

$$-T g \int_{-3\hbar \omega_c/2}^{3\hbar \omega_c/2} dE D(E) \ln \left(1 + \exp \frac{\delta \mu - E}{T}\right). \quad (3.8)$$

As has been shown previously (see (2.11)) the magnetization can be found as a derivative $M = -\partial \Omega(\mu, B)/\partial B |_{\mu,N=\text{const}}$. To calculate it one should differentiate all the magnetic field-dependent quantities in this expression. As a result, one obtains a quite huge formula which is useless for the analytical calculations. The formulas greatly simplify in the limit $n_F \gg 1$ (many LLs are occupied); this always takes place in organic metals (where $n_F \sim 300$) and usually in heterostructures. Then one can differentiate only the very large or rapidly oscillating quantities in (3.8) since they give additional factor $n_F$.

We take the function $D(E)$ to be independent of the position of the chemical potential; this is true if the $e-e$ interactions are neglected. Then in the last line of (3.8) only $\delta \mu \equiv \mu - \hbar \omega_c (n_F + 1/2)$ should be differentiated with respect to $B$. The procedure of differentiation is straightforward but requires
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vigilance. We have

\[ M(B) = -\frac{g}{B} \left\{ \left[ \hbar \omega_c (n_F - 1) - \mu(B) \right] (n_F - 1) + \right. \]
\[ + \hbar \omega_c (n_F + 1/2) \int_{-3\hbar \omega_c/2}^{3\hbar \omega_c/2} \frac{dE D(E)}{1 + \exp \frac{E - \delta \mu}{T}} \left\} \right. \]

Neglecting the difference between \( n_F - 1 \) and \( n_F + 1/2 \) (it is of the next order on \( 1/n_F \)) and substituting (3.7) we get

\[ M(B) = \frac{g}{B} [\mu(B) - E_F] \] (3.9)

where the Fermi energy is related to the total electron number by the relation \( E_F = (N/g) \hbar \omega_c \). Magnetization in the limit \( n_F \gg 1 \) is thus proportional to the oscillating part of the chemical potential. Using the definitions (3.6) the formula (3.9) may be rewritten as

\[ M = -\frac{dF}{dB} \approx C \left[ \frac{1}{2} - \bar{n} + \frac{\delta \mu}{\hbar \omega_c} \right] \] (3.10)

where \( \delta \mu \) is the solution of (3.7) and the prefactor is

\[ C \equiv \frac{g}{B} \hbar \omega_c n_F \approx \frac{g}{B} E_F = \text{const.} \] (3.11)

The first two terms in square brackets in (3.10) give the saw-tooth form of magnetization, and the last term \( \delta \mu/\hbar \omega_c \) determines the damping of the oscillations due to finite temperature and LL broadening.

To recapitulate, in this section we have derived equation (3.7) for chemical potential and formulas (3.9) or (3.10) for magnetization at finite temperature and arbitrary DoS distribution. This DoS includes reservoir states, warping of the Fermi surface and impurity scattering. In the next sections we derive the explicit results for magnetization using these formulas.

These results have been obtained in the one-particle approximation because in the thermodynamic potential (1.20) there is no quasi-particle interaction term. All existing theories of the dHvA effect are also based on the one-particle approximation. In the next two sections we use these formulas to obtain more concrete results that allow us to check this approximation from the dHvA measurement on a particular compound. If this approximation works, the obtained formulas are quite useful for the analysis of the dHvA effect. If this approximation turns out to be unapplicable to some compound it would be nice to check this fact.
3.1.2 Relation between the magnetization and the DoS function

Now we derive the relation between the wave form of magnetization \( M(B) \) and the DoS distribution \( D(E) \), which allows a direct measurement of the function \( D(E) \) at different magnetic field and spin-splitting values, provided the temperature smearing is much less than LL broadening. Then a real procedure of extracting of the DoS distribution from the magnetization oscillation is described. Although mathematically this procedure is correct, its physical realization encounters many problems. For example, if the oscillations of chemical potential are very small, the accuracy of obtained value of the nonoscillating part of the DoS (compared to the oscillating part) is very low. This is a consequence of the fact that at constant chemical potential the nonoscillating part of the DoS does not contribute to magnetization oscillations. Another difficulty that the procedure proposed below does not take into account is the giant magnetostriction that takes place at high electron density and reduces the chemical potential oscillations. Hence, this method can be applied only in nearly 2D compounds with not very high electron density. Examples of such a type of compounds where the proposed procedure may be applicable are heterostructures. This procedure may also be applicable to intercalated graphites and to strongly anisotropic (almost 2D) organic metals. Another difficulty concerned with the electron-electron interactions is discussed in the next subsection.

We assume \( T \ll \Gamma \), where \( \Gamma \sim D(E)/D'(E) \) is the width of LLs. Since we need the function \( M(B) \) on one particular dHvA period \( 0 < \tilde{n} < 1 \), it is convenient to consider magnetization as a function of \( \tilde{n} \approx n_F(B_0 - B)/B_0 \), such that \( \tilde{n}(B_0) = 0 \) on this period. Differentiating (3.10) we obtain

\[
\frac{dM}{d\tilde{n}} = C \left[ -1 + \frac{1}{\hbar \omega_c} \frac{d\delta \mu}{d\tilde{n}} \right].
\]  

(3.12)

Differentiating equation (3.7) with respect to \( \delta \mu \) we get

\[
\frac{d\tilde{n}}{d\delta \mu} = \int_{-3\hbar \omega_c/2}^{3\hbar \omega_c/2} \frac{D(E)}{4T \cosh^2 \left( \frac{E - \delta \mu}{2T} \right)} dE. 
\]

(3.13)

At \( T \ll \Gamma \) the important region of integration is \( |E - \delta \mu| \sim T \) and the function \( D(E) \) can be expanded in Tailor series near this point:

\[
\frac{d\tilde{n}}{d\delta \mu} = \int_{-3\hbar \omega_c/2}^{3\hbar \omega_c/2} \frac{D(\delta \mu) + D''(\delta \mu)(E - \delta \mu)^2}{4T \cosh^2 \left( \frac{E - \delta \mu}{2T} \right)} dE. 
\]

(3.14)
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All odd terms drop out because the integrand should be a symmetric function of $E - \delta\mu$. We shall keep only the $T^2$ term. The integration can be extended to infinity. After the integration we get

$$\frac{\tilde{n}}{\delta\mu} = D(\delta\mu) + T^2D''(\delta\mu) \frac{\pi^2}{6} + O\left(\frac{T^4}{\Gamma} \frac{1}{h\omega_c}\right). \quad (3.15)$$

Substituting this into (3.12) we obtain

$$\frac{dM}{dn} = C \left[-1 + \frac{1}{h\omega_c \left(D(\delta\mu) + T^2D''(\delta\mu) \frac{\pi^2}{6} + O(T^4)\right)}\right]. \quad (3.16)$$

The temperature-dependent terms in (3.16) are small and can be separated by taking measurements at several low temperatures and extrapolating to $T = 0$. One can thus measure the function

$$\frac{dM_{T=0}(\tilde{n})}{dn} = C \left[-1 + \frac{1}{h\omega_c D(\delta\mu)}\right]. \quad (3.17)$$

On the experiment it is very difficult to obtain the proportionality coefficient between the measured signal and magnetization. For this reason we shall look at the constant $C$ as an unknown factor. We later describe how to obtain it. Now suppose one can measure the ratio

$$R(\tilde{n}) = \frac{M_{T=0}(\tilde{n})}{C} \approx \left[\frac{1}{2} - \tilde{n} + \frac{\delta\mu}{h\omega_c}\right]. \quad (3.18)$$

With this function one can rewrite equation (3.17) as

$$D(\delta\mu(\tilde{n})) = \frac{1}{h\omega_c \left(\frac{dR(\tilde{n})}{dn} + 1\right)}. \quad (3.19)$$

The function $D(\delta\mu(\tilde{n}))$ is not $D(\delta\mu) = D(E)$. The dependence $\delta\mu(\tilde{n})$ is simply related to the function $R(\tilde{n})$ since the formula (3.18) can be recast to

$$\delta\mu(\tilde{n}) = h\omega_c \left[\tilde{n} - \frac{1}{2} + R(\tilde{n})\right]. \quad (3.20)$$

The DoS distribution $D(E)$ is just the plot of $D(\tilde{n})$ (3.19) as a function of $\delta\mu(\tilde{n})$ (3.20).

Now we need to say how to obtain the constant $C$ by which to divide the measured torque to get the function $R(\tilde{n})$ (3.18). The normalization condition (3.4) does not give this constant since at any $C$ the described
procedure automatically gives normalized DoS distribution. The constant \( C \) determines the strength of magnetization and, hence, of the DoS oscillations. The smaller the constant \( C \) is taken in (3.18), the larger the resulting oscillations of the DoS function are. There is some critical value \( C_0 \) such that if we assume \( C < C_0 \), we get a singularity in the DoS calculated from (3.19). At \( C = C_0 \) this singularity is in the middle of a LL. The peak value \( D(0) \) of the DoS is indeed large compared with the average DoS \( \bar{D} = 1/\hbar \omega_c \) for small LL broadening \( \Gamma \ll \hbar \omega_c \). The correct value of the constant \( C \) is then close to \( C_0 \) which always gives the function \( D(E) \) accurately except in the vicinity of the peaks of LLs. We shall use this singularity to obtain a more accurate value of the constant \( C \).

The derivative (3.17) has a sequence of the periodically situated minima that occur on each dHvA period when the chemical potential crosses the position in the middle of a LL \( (\delta \mu = 0) \). Since \( n_F \gg 1 \) and magnetization is measured on many dHvA periods, these minima form a smooth function of magnetic field,

\[
M'_{\text{min}}(B) = C \left[ -1 + \frac{1}{\hbar \omega_c D(0)} \right].
\]

This function monotonically decreases to some finite limit since \( \hbar \omega_c D(0) \) increases with increasing magnetic field. This is because \( \hbar \omega_c \sim B \) while the peak value of the DoS \( D(0) \) depends very slowly on magnetic field. In the vicinity of the peaks the DoS distribution may be given by only two parameters: the LL width \( \Gamma \) and the peak value \( D(0) = 1/\alpha \Gamma \). The width \( \Gamma \) is determined mainly by impurity scattering which is approximately independent of magnetic field. The parameter \( \alpha \sim 1 \) depends on the DoS distribution but is also almost independent of magnetic field. For Lorentzian shape of LLs, \( \alpha = \pi \).

Hence, one can assume \( D(0) = 1/\alpha \Gamma = \text{const} \) and from the curve of the minimum values of

\[
M'_{\text{min}}(B) = C \left[ -1 + \frac{\alpha \Gamma}{\hbar \omega_c} \right],
\]

one can easily obtain two unknown constants: \( \alpha \Gamma \) and \( C \). This value of the constant \( C \) is accurate enough for the calculation of the density of states distribution \( D(E) \) (using formulas (3.19) and (3.20)) even in the vicinity of its maxima.

Now we shall see how all this works on practice. We shall analyze the experimental data on the quantum magnetization oscillations in quasi-2D organic compound \( \alpha-(\text{BEDT-TTF})_2\text{KHg(SCN)}_4 \) using the method described above. The experiment has been performed by M. Kartsovnik and W. Biberacher (unpublished) at a temperature of 0.4K. The dHvA frequency in
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\( \alpha-(\text{BEDT-TTF})_2\text{KHg(SCN)}_4 \) is \( F_0 \approx 700T \) but the measurements were performed at a substantial tilt angle of \( \theta = 53^\circ \) between the magnetic field and the normal to the conducting planes so that the effective dHvA frequency was \( F = 1160T \). Such a big tilt angle of magnetic field may lead to a strong torque interaction that reduces the accuracy of the measurements. We use these results merely to illustrate how the proposed method of extracting of the DoS from the dHvA measurement works in practice.

The measured magnetization curve plotted as a function of the quantity \( x \equiv F/B \) is shown in fig. 3.1 (solid line). The experimental data are available only in a narrow region of magnetic field from 22.5T to 28T because at a field \( B \approx 22.5T \) some kind of phase transition occurs and the range above 28T was not accessible for the experimental equipment. Usually the dHvA measurements in such a small range of magnetic field cannot give much information about the compound. However, we will be able to process these data. The next step is to find the derivative \( dM/dx \) which can be easily done (Fig. 3.1, dashed line).

![Figure 3.1: The magnetization (dashed curve) and its derivative (solid curve) from the dHvA measurements on \( \alpha-(\text{BEDT-TTF})_2\text{KHg(SCN)}_4 \) (see the text)](image)

From this graph one can estimate \( C \) using formula (3.21). The minima of
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the derivative \( M'(x) \) form a curve close to linear which is best approximated by the line \( y(x) = 8.9 \cdot 10^{-4} x - 0.079 \). The extrapolation of this line to \( x = 0 \) gives the value \( C \approx 0.08 \ (\pm 20\%) \). This estimate is not very accurate. Its accuracy is limited mainly by the assumption that the linear fit (3.21) is valid and by the measurement errors. The determination of the constant \( C \) seems to be the most delicate point in the proposed method. Fortunately, the final result of the DoS distribution is not extremely sensitive to these errors.

Another way to determine the value of the constant \( C \) is to calculate it from the formula (3.11). One measures the torque \( F_T(B) = (V/d) MB \sin \theta \), where \( V \) is the volume of a sample, \( d \) is the interlayer distance, \( M(B) \) is the magnetization given by formula (3.10) and \( \theta \) is the tilt angle of the magnetic field \( B \). Hence,

\[
F_T(B) = C^* \sin \theta \left[ \frac{1}{2} - \bar{n} + \frac{\delta \mu}{\hbar \omega_c} \right]
\]

where

\[
C^* \approx \frac{2V B}{d \Phi_0} E_F = \frac{2VF_{dHvA}}{d \Phi_0} \hbar \omega_c = \frac{VF_{dHvA} e^2 B}{\pi d m^* c^2},
\]

\( F_{dHvA} \) is the dHvA frequency and \( m^* \) is the effective electron mass that can be obtained from the temperature dependence of harmonic amplitude. The only problem is to estimate the volume of the sample and to obtain the value of amplitude of the torque oscillations. This method of determining the constant \( C \), although possible, also has some difficulties.

One could also obtain the value of \( C \) from the temperature dependence of magnetization. But we shall reserve this dependence for checking the one-particle approximation discussed in the next section. The one-particle approximation means also that the DoS function \( D(E) \) is independent of the position of the chemical potential \( \delta \mu \) and, hence, \( D(E) \) does not oscillate as a function of magnetic field.

The next step is to normalize the magnetization and its derivative dividing them by the obtained constant \( C \) (formula 3.18). Then we choose one dHvA period on which we want to determine the LL shape and plot the algebraic function (3.19) of the derivative. It is shown in Fig. 3.2. The dashed curve on this figure is already very close to the DoS distribution curve which we will obtain. To finish the procedure one should only rescale the abscissa axis according to Eq. (3.20). If the chemical potential oscillations are negligible compared to \( \hbar \omega_c \) this operation is not necessary. The resulting DoS is shown in Fig. 3.3. The energy on the x-axis is plotted in units of \( \hbar \omega_c \); the graph gives the shape of one LL. On this graph one can see two maxima. These two maxima could appear due to a finite \( k_z \) dispersion; their separation then gives the warping \( W \) of the Fermi surface which is related to the interlayer transfer integral \( t = W/4 \). This method to determine the transfer integral
is very useful if $W < \hbar \omega_c$ and the warping $W$ cannot be determined from the beats of the quantum oscillations. According to fig. 3.3 we have an estimate $W \approx 0.25 \hbar \omega_c \approx 2K$ which twice exceeds the theoretical estimate for $W$ at this tilt angle. In our case these two maxima on the DoS curve (fig. 3.3) are most probably due to experimental errors that can be cancelled out by averaging of the DoS on different dHvA periods. At a lower value of magnetic field, the DoS over a different dHvA period does not manifest these two maxima (see fig. 3.4). However, the DoS maximum on fig. 3.4 slopes off quite gently that could result from the two maxima smeared out by temperature or Dingle temperature.

Figure 3.2: The normalized magnetization (solid curve) and its derivative transformed according to eq. 3.19 (dashed curve) on one dHvA period.

The small sharp spikes on the top are, probably, caused by experimental errors that were enhanced in this region by the calculation procedure. The proposed procedure enhances the errors at the top of the maximum of the DoS while reduces them on the tails of the DoS distribution. The width of the maximum is about $2\Gamma \approx 0.3 \hbar \omega_c$ that at a given magnetic field of $24T$ and the effective electron mass $m^* \approx 3m_e$ is about $2\Gamma \approx 2.5K$. Actually the DoS on the graphs is additionally smoothed around about $0.4K$ because
we chose the magnetization curve at temperature $T = 0.4K$ and made no extrapolation to $T = 0$. An extrapolation to $T = 0$ may not be warranted by the accuracy of our calculation and of the experimental data. Such an extrapolation would consume additional time and, more importantly, could lead to additional errors. Indeed, our analysis is intended to illustrate how the procedure works and to show what information about the compound can be extracted from the final result. The obtained Landau level width is a result of the combined effect of warping of the FS, impurity scattering, temperature smearing and spin-splitting (the latter also gives two maxima).

To summarize, the suggested procedure of extracting of the DoS distribution from the oscillations of magnetization consists of two steps. The first is to obtain the constant $C$ (that normalizes the measured signal) and the second is to plot $D(E)$ itself. To do this one should measure the torque as a function of $x = F/B$ where $F = \text{const}$ and $x$ changes by unity on each dHvA period; then $x = n_F + \tilde{n}$. This function $M(x)$ should be measured at several low temperatures and extrapolated to $T = 0$. As a result one gets an oscillating function $M_0(x)$ with period equal to unity. We also need
Figure 3.4: The shape of a Landau level that intersects the Fermi surface at $B \approx 24T$.

its derivative $M'_0(x) = dM_0(x)/dx$ which is also an oscillating function. The
minima of $M'_0(x)$ form a smooth monotonic function $M_{\text{min}}(x)$. Extrapolating
this function to $x = 0$ one gets the constant

$$C = \lim_{x \to 0} M_{\text{min}}(x)$$

Or one can use formula (3.21) and obtain the constant $C$ from $M_{\text{min}}(x)$
more accurately. Substituting the functions $R(x) = M_0(x)/C$ and $R'(x) =
M'_0(x)/C$ into (3.19) and (3.20) one can plot (3.19) as a function of (3.20)
on one period of oscillations. This plot is the desired DoS distribution at the
magnetic field corresponding to the chosen dHvA period.

The described procedure allows one to measure the DoS distribution at
the Fermi level for different magnetic field values (because one can obtain
$D(E)$ on each dHvA period) and for different spin-splitting energy (because
one can tilt the magnetic field with respect to the conducting plane of a
sample). This information about the DoS distribution is very important to
study the role of different scattering mechanisms in the electron motion at
different external parameters. Such information cannot be obtained using the
previous methods of processing the data of dHvA measurements where one assumed some particular shape $D(E)$ and then numerically calculated the magnetization. The results of the calculation (usually only of the envelope) were compared with the measured signal and if the agreement was good enough the chosen function $D(E)$ was taken as a result. Our method is simpler and more accurate.

3.1.3 A test of the one-particle approximation

The procedure described above gives the DoS at the position of the chemical potential while the magnetic field and the chemical potential are varied. In general, this is not the same as fixing the magnetic field and the chemical potential while varying the energy itself because the e-e interactions may create a dimple or a hump at the Fermi level. In our previous analysis we disregarded the quasi-particle interactions and, hence, the dependence of $D(E)$ on the position of the chemical potential. This approximation works when the DoS distribution is determined by one-electron processes. These are the electron scattering on lattice imperfections and inhomogeneities, the finite probability of the interlayer jumping and so on. When many particle effects play an important role (for example, change of the magnetic field drives a sequence of phase transitions as in fractional quantum Hall effect), our previous results are not applicable since we neglected nontrivial many-body effects at the beginning when we wrote formulas (3.5) and (1.20) assuming that the system may be described by the distribution of single fermion states (3.1). Probably, this has a wide application region because usually subtle many-particle effects are damped by impurities, finite $k_Z$ dispersion and other factors, especially when many LLs are occupied. Nevertheless, this assumption has to be checked. This can be done by using the low temperature dependence of the magnetization.

The DoS distribution can thus be described by formulas (3.1) or (3.1) only if the e-e interaction does not play an important role. Otherwise, a hump or a dimple at the Fermi level may appear. Can one detect such a corrugation of the DoS distribution at the position of the chemical potential from the magnetization curve? The answer is yes. This information can be extracted from the temperature-dependent term of the quantity (3.19). At low temperature this temperature-dependent term is approximately equal to $T^2 D''(\delta \mu) \frac{\pi^2}{6}$, which gives the second derivative of the DoS function. If no corrugation of the DoS at the Fermi level takes place and the DoS is given by (3.1), the integral of $D''(\delta \mu)$ over the interval $[0, \hbar \omega_c]$ is zero:

$$\int_{-\hbar \omega_c/2}^{\hbar \omega_c/2} D''(\delta \mu) d\delta \mu = D'(\hbar \omega_c/2) - D'(-\hbar \omega_c/2) = 0. \quad (3.22)$$
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If this integral has a substantial nonzero value, this means that the DoS on the Fermi surface changes due to many-particle effects. If the oscillations of the chemical potential are not very strong the integration over $\delta \mu$ can be replaced by the integral over $\tilde{n}$:

$$\hbar \omega_c \int_0^1 D''(\delta \mu(\tilde{n})) d\tilde{n} = 0. \quad (3.23)$$

At finite temperature equation (3.19) becomes:

$$D(\delta \mu(\tilde{n})) + T^2 D''(\delta \mu) \frac{\pi^2}{6} + O(T^4 D^{(IV)}(\delta \mu)) = \frac{1}{\hbar \omega_c} \left( \frac{dR(\tilde{n})}{d\tilde{n}} + 1 \right)$$

where the right-hand part can be measured. Separating the temperature-dependent part (denoted by $[..]_{Tem}$) of (3.24) and substituting it into (3.23) we find that the electron-electron interaction can be neglected only if the dimensionless quantity

$$\int_0^1 \left[ \left( \frac{dR(\tilde{n})}{d\tilde{n}} + 1 \right)^{-1} \right]_{Tem} d\tilde{n} \approx 0 \quad (3.25)$$

within the experimental accuracy. If this quantity is of the order of unity, the e-e interaction is quite strong and should not be neglected in the calculations of magnetic quantum oscillations.

If the oscillations of chemical potential are strong, formula (3.22) instead of (3.23) must be used. Differentiating formula (3.18) we find

$$\frac{d\mu(\tilde{n})}{d\tilde{n}} = \hbar \omega_c \left( \frac{dR(\tilde{n})}{d\tilde{n}} + 1 \right).$$

Substituting this into (3.22) we obtain that in the case of strong chemical potential oscillations the condition (3.25) should be modified as

$$\int_0^1 \left[ \left( \frac{dR(\tilde{n})}{d\tilde{n}} + 1 \right)^{-1} \right]_{Tem} \left( \frac{dR(\tilde{n})}{d\tilde{n}} + 1 \right) d\tilde{n} \approx 0. \quad (3.26)$$

If chemical potential oscillations are small, the term $R'(\tilde{n}) \ll 1$ and, hence, formula (3.26) coincides with (3.25), and the modification (3.26) is not needed.

Direct experimental data about the role of e-e interactions in 2D compounds in magnetic field could answer many theoretical question and verify (or disprove) different theories on this subject. Hence, the proposed method of the test of the role of many-particle interactions in 2D or quasi-2D electron gas using the dHvA method is important not only for the processing
of experimental data but also for the theoretical study of different electronic properties of 2D compounds. This procedure requires a careful separation of the temperature-dependent component of the magnetization at temperature \( T \ll \hbar \omega_c \) as a function of magnetic field. This is possible but requires time and accuracy.

### 3.1.4 The envelope of magnetization oscillations

We can also calculate the envelope of magnetization oscillations for several simple DoS distributions in the limit \( \hbar \omega_c \gg \Gamma \gg T \). At low temperature the envelope turns out to depend strongly on the shape of LLs while the additional constant contribution to the DoS from other parts of the FS leaves the envelope almost unchanged. The envelope of magnetization oscillations does not give as much information about the electronic structure of the compounds as the DoS distribution does. Nevertheless it is still useful for the analysis of the dHvA effect and is quite easy for measurement.

To calculate the envelope of magnetization oscillations, we take the total density of states function in the form

\[
D(E) = (1 - \kappa) \frac{D_0(E/\Gamma)}{\Gamma} + \frac{\kappa}{\hbar \omega_c} \tag{3.27}
\]

where \( \Gamma \) is the width of LLs, \( \kappa < 0 \) is a number that determines the constant part of the DoS and

\[
\int_{-\hbar \omega_c/2}^{\hbar \omega_c/2} D_0 \left( \frac{E}{\Gamma} \right) \frac{dE}{\Gamma} = 1
\]

converges rapidly. Then the function \( D(E) \) is normalized to unity. The degeneracy \( g(B) \) of LLs should be renormalized to include all additional parts of the FS.

How does the envelope of magnetization depend on \( \kappa \)? The answer is that in the limit \( n_F \gg 1 \) the constant part of DoS affects the shape of magnetization oscillations only but not their envelope. This is different from the case of \( \mu = \text{const} \) where the constant part of DoS does not change either the envelope or the shape of the oscillations.

To show this we first substitute (3.27) into (3.7). The LLs just above and just below the last occupied LL contribute only when \( |\delta \mu| \approx \hbar \omega_c/2 \). As we shall see, if \( T, \Gamma \ll \hbar \omega_c \), the extrema of magnetization take place when \( |\delta \mu| \ll \hbar \omega_c/2 \). Hence, the regions where \( (\hbar \omega_c/2 - |\delta \mu|) \sim T \ll \hbar \omega_c/2 \) are not important for the envelope of magnetization, and the \( T- \) and \( \Gamma- \)dependent
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Contribution is given by only one LL. Then equation (3.7) becomes

\[ \tilde{n} = \int_{-\hbar\omega_c/2}^{\hbar\omega_c/2} \frac{D(E) \, dE}{1 + \exp \left( \frac{E - \delta \mu}{T} \right)}. \]  

(3.28)

Using the integral

\[ \int_{-\hbar\omega_c/2}^{\hbar\omega_c/2} \frac{dE}{1 + \exp \left( \frac{E - \delta \mu}{T} \right)} \approx \frac{\hbar\omega_c}{2} + \delta \mu \]

and substituting (3.27) into equation (3.28) we get

\[ \tilde{n} = \int_{-\hbar\omega_c/2}^{\hbar\omega_c/2} \frac{(1 - \kappa) D_0(E) \, dE}{1 + \exp \left( \frac{E - \delta \mu}{T} \right)} + \kappa \left( \frac{1}{2} + \frac{\delta \mu}{\hbar\omega_c} \right). \]  

(3.29)

Substituting this into expression (3.10) for the magnetization we obtain

\[ M = \frac{g^*}{B} \hbar\omega_c n_F \left[ \frac{1}{2} + \frac{\delta \mu}{\hbar\omega_c} - \tilde{n}_0 \right] \]  

(3.30)

where \( g^* = (1 - \kappa) g \) is the LL degeneracy of only the oscillating part of the DoS and

\[ \tilde{n}_0(\delta \mu) = \int_{-\hbar\omega_c/2}^{\hbar\omega_c/2} \frac{D_0(E) \, dE}{1 + \exp \left( \frac{E - \delta \mu}{T} \right)}. \]  

(3.31)

So, if one adds a constant reservoir density of states to a 2D electron system, this influences the magnetization oscillations via only the change of \( \delta \mu(B) \) in formula (3.30).

The magnetization on each dHvA period may be considered as a function of \( \delta \mu : M(B) = M(\delta \mu) \). The envelope of magnetization oscillations is then given by

\[ M_{\pm}(B) = M(\delta \mu_{ex}(B)) = C^* \left[ \frac{1}{2} + \frac{\delta \mu_{ex}}{\hbar\omega_c} - \tilde{n}_0(\delta \mu_{ex}) \right] \]  

(3.32)

where \( C^* = g^* \hbar\omega_c n_F / B \) and the extremum values \( \delta \mu_{ex}(B) \) at which the magnetization has maxima or minima are given by the equation

\[ \frac{dM}{dB} = 0 \Leftrightarrow \frac{dM(\delta \mu)}{d\delta \mu} = C^* \left( \frac{1}{\hbar\omega_c} - \frac{d\tilde{n}}{d\delta \mu} \right) = 0. \]  

(3.33)

After accounting for (3.29) this equation becomes

\[ \frac{d\tilde{n}}{d\delta \mu} = \int_{-\hbar\omega_c/2}^{\hbar\omega_c/2} \frac{(1 - \kappa) D_0(E) \, dE}{4T \cosh^2 \left( \frac{E - \delta \mu_{ex}}{2T} \right)} + \frac{\kappa}{\hbar\omega_c} = \frac{1}{\hbar\omega_c} \Rightarrow \]
Equation (3.34) for $\delta \mu_{ex}$ is independent of $\kappa$ and so is the envelope of magnetization given by (3.32).

The function $\delta \mu(B)$ is monotonic on each dHvA period and different on different dHvA periods. Moreover, if $D(E)$ is a symmetric function then $\delta \mu$ is an antisymmetric function of $(\tilde{n} - 1/2)$ that can be obtained from (3.7) using the identity

$$
\frac{1}{1 + \exp \frac{E - \delta \mu}{T}} = \frac{1}{2} - \frac{1}{2} \sinh \frac{E}{T} - \sinh \frac{\delta \mu}{T}.
$$

Magnetization (3.10) is then also an antisymmetric function of $(\tilde{n} - 1/2)$.

In the limit $T \ll \Gamma$ the function $D_0(E)$ may be expanded in the Taylor series as has been done in (3.14). If we retain only $\sim T^2$ terms the equation (3.34) becomes

$$
D_0(\delta \mu_{ex}) + T^2 D_0''(\delta \mu_{ex}) \frac{\pi^2}{6} = \frac{1}{\hbar \omega_c}.
$$

Formula (3.31) can also be simplified. Integrating by parts and expanding up to the terms $\sim T^2$ we get

$$
\tilde{n}_0 = G_0(\delta \mu) + T^2 D_0'(\delta \mu) \frac{\pi^2}{6},
$$

where we have introduced the function

$$
G_0(E) = \int_{-\hbar \omega_c/2}^E D_0(E') dE'.
$$

The function $G_0(E)$ is dimensionless and changes in the range $[0; 1]$. From the equation (3.34) one can immediately say that if $D_0(x)$ has the exponentially falling tails, then $\delta \mu_{ex} \sim \pm \Gamma \ln(\hbar \omega_c/\Gamma)$. If $D_0(x)$ falls off as $x^{-\gamma}$, then $\delta \mu_{ex} \sim \Gamma(\hbar \omega_c/\Gamma)^{1/\gamma}$. This determines the behavior of the envelope (3.32). Now we shall consider in detail two different functions $D_0(x)$.

**Exponentially decaying $D(x)$**

There are many symmetric exponentially decaying functions that are eligible to be a density of states function $D_0(E)$. They all lead to the expressions for the envelope of magnetization oscillations. For example, we take

$$
D_0(E) = \frac{1}{4 \Gamma \cosh^2 \left( \frac{E}{2 \Gamma} \right)}.
$$
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Now equation (3.34) possesses the symmetry $T \leftrightarrow \Gamma$ if $T$ or $\Gamma \ll \hbar \omega_c$ (the last condition is needed for the limits of integration in (3.34) can be extended to infinity) and one can easily obtain the limit $\Gamma \ll T$ from the limit $T \ll \Gamma$.

Equation (3.35) can be solved by the iteration procedure with a small parameter $T^2/\Gamma^2$. In zeroth approximation

$$D_0(\delta \mu_{ex}^0) = \frac{1}{4\Gamma \cosh^2 \left( \frac{\delta \mu_{ex}^0}{2\Gamma} \right)} = \frac{1}{\hbar \omega_c}.$$ 

Since the magnetization (3.10) is an antisymmetric function of $\delta \mu$ we shall consider only one (negative) root of this equation

$$\delta \mu_{ex}^0 = -2\Gamma \text{arccosh} \frac{\hbar \omega_c}{4\Gamma} \approx -\Gamma \ln \left( \frac{\hbar \omega_c}{\Gamma} \right). \quad (3.39)$$

From equation (3.36) we get

$$\tilde{n}_0(\delta \mu_{ex}^0) \approx \frac{1}{1 + \frac{\hbar \omega_c}{\Gamma}}. \quad (3.40)$$

Substituting (3.39) and (3.40) into (3.32) we get the envelope in zeroth approximation

$$M^0 = \pm C^* \left[ \frac{1}{2} - \frac{\Gamma}{\hbar \omega_c} \ln \left( \frac{\hbar \omega_c}{\Gamma} \right) \right]. \quad (3.41)$$

If one makes the replacement $\Gamma \to T$, this result coincides with the result of Vagner et al. [17] obtained for the case of $\Gamma = 0$ and finite temperature. It is not surprising because of the mentioned above symmetry $\Gamma \leftrightarrow T$.

One can easily obtain the first temperature correction to the envelope (3.41). In the first approximation equation (3.35) becomes

$$D_0(\delta \mu_{ex}) + T^2 D_0''(\delta \mu_{ex}^0) \frac{\pi^2}{6} = \frac{1}{\hbar \omega_c}. \quad (3.42)$$

The correction to the chemical potential is

$$\Delta_T \mu_{ex} \equiv \delta \mu_{ex}^1 - \delta \mu_{ex}^0 = \frac{T^2 D_0''(\delta \mu_{ex}^0) \pi^2}{6 D_0''(\delta \mu_{ex}^0)}. \quad (3.43)$$

This correction $\Delta_T \mu$ is proportional to $T^2$. The first correction to the magnetization $\Delta M_+ \sim (\Delta_T \mu)^2$ because according to equation (3.33) $M'(\delta \mu_{ex}) = 0$ and the correction to the envelope of magnetization is

$$\Delta M_+ = M(\delta \mu_{ex}^1) - M(\delta \mu_{ex}^0) = M'(\delta \mu_{ex}^0) \Delta_T \mu_{ex} + \frac{d^2 M(\delta \mu_{ex}^0)}{d(\delta \mu_{ex}^0)^2} \frac{\Delta_T \mu_{ex}^2}{2} = \quad (\text{and so on})$$
\[ -\frac{d^2 M(\delta \mu_{ex}^0) (\Delta T \mu_{ex})^2}{d(\delta \mu_{ex}^0)^2} = C^* \frac{d^2 \tilde{n}_0(\delta \mu_{ex}^0) (\Delta T \mu_{ex})^2}{d(\delta \mu_{ex}^0)^2}. \] (3.44)

In writing this we used \( M'(\delta \mu_{ex}^0) = M'(\delta \mu_{ex}) - M''(\delta \mu_{ex}^0) \Delta T \mu_{ex}. \) From (3.36) we have

\[ \tilde{n}_0''(\delta \mu_{ex}) \approx D_0'(\delta \mu_{ex}). \] (3.45)

In our case (3.38)

\[ D_0'(\delta \mu_{ex}) = -\frac{\sinh \left( \frac{\delta \mu_{ex}}{2\Gamma} \right)}{4\Gamma^2 \cosh \left( \frac{\delta \mu_{ex}}{2\Gamma} \right)} \approx \frac{1}{\Gamma \hbar \omega_c}, \]

\[ D_0''(\delta \mu_{ex}) \approx \frac{3}{2\Gamma^2 \hbar \omega_c} \quad \text{and} \quad \Delta T \mu_{ex} = -\frac{T^2}{\Gamma} \frac{\pi^2}{4}. \]

Substituting this into (3.44) and (3.45) and using (3.41) we obtain the envelope in the first approximation:

\[ M^1_{\pm} = C^* \left[ \frac{1}{2} - \frac{\Gamma}{\hbar \omega_c} \ln \left( \frac{\hbar \omega_c}{\Gamma} \right) - \frac{\Gamma}{\hbar \omega_c} - \frac{1}{\hbar \omega_c} \frac{\pi^2}{4} \left( \frac{T}{\Gamma} \right)^4 \right]. \] (3.46)

### Lorentzian shape of LLs

For the Lorentzian shape of LLs,

\[ D_0(E) = \frac{1/\pi \Gamma}{1 + (E/\Gamma)^2}, \] (3.47)

we shall do the same steps as for the exponentially decaying \( D(E). \) From equation (3.35) in zeroth approximation we obtain

\[ \delta \mu_{ex}^0 = \Gamma \sqrt{\frac{\hbar \omega_c}{\pi \Gamma}} - 1 \approx \sqrt{\Gamma \hbar \omega_c / \pi} \] (3.48)

and

\[ \tilde{n}_0(\delta \mu_{ex}) = \frac{1}{\pi} \arctan \left( \frac{\delta \mu_{ex}}{\Gamma} \right) + \frac{1}{2}. \] (3.49)

Substituting this into the expression for magnetization (3.32) we get

\[ M^0_{\pm} = \pm C^* \left[ \frac{1}{2} - 2 \sqrt{\frac{\Gamma}{\pi \hbar \omega_c}} \right]. \] (3.50)

This is different from (3.41). The envelope is therefore different for different shapes of LLs. The temperature correction is also different.
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To obtain the first temperature correction we need

\[ D_0'(\delta \mu_{ex}^0) \approx \frac{2}{\hbar \omega_c} \sqrt{\frac{\pi}{\Gamma \hbar \omega_c}} \quad \text{and} \quad D_0''(\delta \mu_{ex}^0) \approx \frac{6\pi}{\Gamma (\hbar \omega_c)^2} \]

\[ \Rightarrow \Delta T \mu_{ex} = -\frac{\pi^{5/2} T^2}{2 \sqrt{\Gamma \hbar \omega_c}}. \]

Substituting this into (3.44) and (3.45) and using (3.50) we get

\[ M_1^\pm = C^* \left[ \frac{1}{2} - 2 \sqrt{\frac{\Gamma}{\pi \hbar \omega_c}} - 2 \sqrt{\frac{\Gamma}{\pi \hbar \omega_c}} \frac{\pi^6 T^4}{8 \Gamma^2 (\hbar \omega_c)^2} \right]. \tag{3.51} \]

Formulas (3.46) and (3.51) have been derived for very special DoS functions (3.38) and (3.47). Hence, these formulas may be not very precise to describe real experiments even at low temperature, because the oscillating part of the real DoS distribution function depends not only on one parameter, namely the width \( \Gamma \), but also on the LL separation \( \hbar \omega_c \) and hence on the magnetic field. Hence, the approximate DoS functions (3.38) and (3.47) may be far from reality. The Lorentzian shape of LLs takes place in 3D metals and corresponds to finite electron scattering time which adds an imaginary part to the electron self-energy. In the two-dimensional case these arguments may not hold. Nevertheless, the Lorentzian shape of LLs even in the 2D case remains interesting. The exponentially decaying \( D_0(E) \) does not have such an evident justification but is also possible in 2D compounds. The envelope of magnetization oscillations is very sensitive to the tails of the DoS function \( D(E) \) at low temperatures and one should use more realistic (probably magnetic field-dependent) functions \( D(E) \) for accurate calculations.

Nevertheless, formulas (3.46) and (3.51) can be used to indicate the qualitative features. They predict, for example, that the first temperature correction to the envelope is proportional to \( T^4 \) and that this envelope depends strongly on the shape of LLs at low temperatures.

We can now say also at what conditions the previous results are valid. At \( N = \text{const} \) and a finite temperature the only results[17], [35] for magnetization and its envelope have been obtained for sharp LLs \( (D(E) = \delta(E)) \). These formulas have been derived also in the limit \( T \ll \hbar \omega_c \). If we assume the shape of LLs to be Lorentzian, these result are valid as long as \( \hbar \omega_c \gg T \gg \sqrt{\Gamma \hbar \omega_c} \). This narrow region may not exist at all, which explains why many experimental data cannot be described by these formulas.
3.2 Harmonic expansion of magnetization oscillations

3.2.1 General case

As has been explained before, in two- or quasi-two-dimensional compounds the deviations from the Lifshitz-Kosevich (L-K) formula (1.7) are possible for three reasons: harmonic damping in 2D case is different, impurity scattering may not be described by the usual Dingle law and the chemical potential becomes also an oscillating function of magnetic field. The first problem is important only when the harmonic damping is weak and can be easily solved by using the 2D harmonic expansion (1.24). The second problem concerns an accurate calculation of the density of states (DoS) with electron-electron interactions and impurity scattering. The electron-electron interactions are not very important when many Landau levels are occupied (we consider the case when the Fermi energy $\epsilon_F$ is much greater than the Landau level separation and temperature). The impurity scattering in 3D case adds an imaginary part $i\Gamma(B)$ to the electron spectrum which means that an electron may leave its quantum state with probability $w = \Gamma(B)/\pi\hbar$ per second. If one assumes this width $\Gamma(B)$ of energy levels to be independent of magnetic field $B$ he gets the Dingle law of harmonic damping\[49\]

$$A_l \sim \exp\left(-2\pi l\Gamma/\hbar\omega_c\right)$$

where $A_l$ is the amplitude of the harmonic number $l$ and $\omega_c = eB/m^*c$ is the cyclotron frequency. This Dingle law was proved in many experiments on 3D metals. In 2D case this law may be incorrect and the problem of the DoS distribution in 2D metals has not been solved yet, although much theoretical work was devoted to this subject (see, for example, [51],[52],[53]). The problem is complicated because even an exact calculation of point-like impurity scattering is not enough since long-range impurities (and, probably, electron-electron interactions) are also important in the 2D case\[54\]. A procedure of extracting the DoS distribution from the dHvA measurements was proposed in Sec. 3.1.2 [55]. In the present section we focus on the third question, and so assume the Dingle law to be valid. In this approximation we consider the influence of the chemical potential oscillations on the harmonic amplitudes of the dHvA oscillations. Since we study the quasi-2D case, the Dingle law is not a bad approximation. We shall show that the oscillations of the chemical potential change substantially the temperature and the Dingle temperature dependence of the harmonic amplitudes even in the limit of strong harmonic damping. Hence, the estimate of the effective electron mass based on the L-K
3.2. Harmonic Expansion of Magnetization Oscillations

A formula may lead to errors up to 30%. This can be an explanation of the difference between the effective electron masses obtained from the dHvA effect and those obtained from cyclotron resonance measurements (for example, in [56] and [57]). This problem was examined numerically by Harrison et al. [58] at zero warping $W$ of the Fermi surface. In this paper we derive the explicit formulas that describe quantum magnetization oscillations at arbitrary parameters. The electron reservoir is also taken into account. An analytical study of this result is made in some limiting cases. It shows the importance of the oscillations of chemical potential for the harmonic amplitudes.

The energy spectrum of the quasi-two-dimensional electron gas is

$$E_{n,k_z}\sigma = \hbar\omega_c (n + \frac{1}{2}) + \frac{W}{2} \cos(k_zd) + \sigma \mu_e B$$

where $W$ is the warping of a quasi-cylindrical Fermi surface. The DoS distribution with impurity scattering may be written as

$$\rho(E, B) = \rho_0(E, B) + \tilde{\rho}(E, B)$$

where the oscillating part of the DoS at $E \gg \hbar\omega_c$ is [37]

$$\tilde{\rho}(E, B) = \frac{4g}{\hbar\omega_c} \sum_{l=1}^{+\infty} (-1)^l \cos \left( \frac{2\pi l E}{\hbar\omega_c} \right) J_0 \left( \frac{\pi l W}{\hbar\omega_c} \right) R_S(l) R_D(l).$$

In this formula $g = B/\Phi_0$ is the Landau level degeneracy and the factor $J_0(\pi l W/\hbar\omega_c)$ comes from the finite warping $W$ of quasi-cylindrical Fermi surface. $J_0(x)$ is the Bessel function of zeroth order. The factor $R_S(l) = \cos(2\pi l \mu_e B/\hbar\omega_c) \approx \cos(2\pi l m^*/m)$ is due to spin-splitting, $m^*$ and $m_0$ are the effective and bare electron masses, respectively. The last factor $R_D(l) = \exp(-2\pi l \Gamma/\hbar\omega_c)$ in (3.53) is the usual Dingle factor. Generally, the Dingle factor $R_D(l)$ may differ from $\exp(-2\pi l \Gamma/\hbar\omega_c)$. Therefore, later we always write $R_D(l)$.

The non-oscillating part of the DoS is

$$\rho_0(E, B) = \frac{2g}{\hbar\omega_c} (1 + n_R(E))$$

where $n_R(E)$ is the ratio of the reservoir density of states to the average DoS on quasi-2D part of the FS. The reservoir density of states exists in quasi-2D organic metals due to open sheets of the Fermi surface. These quasi-one-dimensional states do not contribute to magnetization oscillations since they form a continuous spectrum.
If the DoS is known one can calculate the thermodynamic potential
\[
\Omega(\mu, B, T) = -T \int_0^\infty \rho(E, B) \ln \left[ 1 + \exp \left( \frac{\mu - E}{T} \right) \right] dE = \Omega_0(\mu, B, T) + \tilde{\Omega}(\mu, B, T)
\]
(3.54)
where \(\mu(B)\) is the chemical potential and the oscillating part of the thermodynamic potential is [37]

\[
\tilde{\Omega} = 2gT \sum_{l=1}^{\infty} \frac{(-1)^l}{l} \cos \left( \frac{2\pi l \mu}{\hbar \omega_c} \right) J_0(\pi l \frac{W}{\hbar \omega_c}) R_T(l) R_S(l) R_D(l)
\]
where the damping temperature factor is

\[
R_T(l) = \frac{\lambda l}{\sinh(\lambda l)}, \quad \lambda \equiv \frac{2\pi^2 k_B T}{\hbar \omega_c}.
\]

The total particle number is usually constant:

\[
N = - \left( \frac{\partial \Omega(\mu, B, T)}{\partial \mu} \right)_{T, B} = \int_0^\infty \frac{\rho(E, B)}{1 + \exp \left( \frac{E - \mu}{T} \right)} dE = \text{const.} \quad (3.55)
\]

This is an equation for the chemical potential as a function of magnetic field. Separating the oscillating part of the DoS and substituting

\[
N = \int_0^\infty \frac{\rho_0(E, B)}{1 + \exp \left( \frac{E - \epsilon_F}{T} \right)} dE
\]

(\(\epsilon_F\) is the Fermi energy at zero magnetic field) we get

\[
\int_0^\infty \left( \frac{1}{1 + \exp \left( \frac{E - \epsilon_F}{T} \right)} - \frac{1}{1 + \exp \left( \frac{E - \mu}{T} \right)} \right) \rho_0(E, B) dE = \int_0^\infty \frac{\tilde{\rho}(E, B)}{1 + \exp \left( \frac{E - \mu}{T} \right)} dE.
\]

(3.56)

Now we use the fact that the reservoir DoS \(n_R(E)\) does not change appreciably on the scale of \(T\) or \(|\mu - \epsilon_F| < \hbar \omega_c/2\) (this is true if many LLs are occupied because \(n_R(E)\) changes substantially on the scale of the Fermi energy \(\epsilon_F\)). Then \(n_R(E) \approx n_R(\epsilon_F) = \text{const} \equiv n_R\). The left hand side of equation (3.56) now simplifies and after substitution of (3.53) we get the equation for the oscillating part \(\tilde{\mu}(B)\) of the chemical potential:

\[
\tilde{\mu}(B) \equiv \mu(B) - \epsilon_F = \frac{\hbar \omega_c}{\pi (1 + n_R(\epsilon_F))} \times
\]

\[
\times \sum_{l=1}^{\infty} \frac{(-1)^{l+1}}{l} \sin \left( \frac{2\pi l (\epsilon_F + \tilde{\mu}(B))}{\hbar \omega_c} \right) J_0 \left( \frac{\pi l W}{\hbar \omega_c} \right) R_T(l) R_S(l) R_D(l).
\]

(3.57)
3.2. HARMONIC EXPANSION OF MAGNETIZATION OSCILLATIONS

This nonlinear equation cannot be solved analytically without using any approximations but it determines the oscillations of the chemical potential at arbitrary parameters (only $\epsilon_F \gg T, \hbar \omega_c$ is assumed).

The magnetization oscillations at constant electron density $N = \text{const}$ are given by the same formula as (2.11):

$$M = -\frac{d(\Omega + N\mu)}{dB} \mid_{N=\text{const}} = -\frac{\partial \Omega}{\partial B} \mid_{\mu, N=\text{const}} - \left( \frac{\partial \Omega}{\partial \mu} \mid_{N,B=\text{const}} + N \right) \frac{d\mu}{dB} \mid_{N=\text{const}} = -\frac{\partial \Omega}{\partial B} \mid_{\mu, N=\text{const}}. \quad (3.58)$$

The oscillating part of the magnetization is

$$\tilde{M}(B) = -\frac{\partial \tilde{\Omega}}{\partial B} \mid_{\mu, N=\text{const}} = 2N_{LL} \frac{\epsilon_F}{\pi B} \sum_{l=1}^{+\infty} \frac{(-1)^{l+1}}{l} R_T(l) R_S(l) R_D(l) \times \quad (3.59)$$

where $\mu(B)$ is given by equation (3.57) and contains the dependence on the reservoir DoS. Formulas (3.57) and (3.59) describe the magnetization oscillations at arbitrary parameters. The only approximation used in these formulas is the Dingle law of harmonic damping. In quasi-2D organic metals with warping $W > T_D$ the Dingle law is believed to be a fairly good approximation.

Formulas (3.57) and (3.59) are a good starting point for numerical calculations. From these formulas we see that in the limit $W/\mu \ll 1$ the oscillating parts of magnetization and chemical potential are connected by the simple relation

$$\tilde{M}(B) = \frac{\epsilon_F}{B} 2g \frac{2g}{\hbar \omega_c} (1 + n_R) \tilde{\mu}(B).$$

At zero warping this was obtained in [55].

3.2.2 Influence of the reservoir DoS

The nonlinear equation (3.57) for $\tilde{\mu}(B)$ can be solved analytically only in some simple approximations. We shall do this to illustrate the influence of the oscillations of chemical potential on the temperature and Dingle temperature dependence of harmonic amplitudes. So we consider zero warping, zero spin-splitting and zero temperature. Then the sum in the right-hand side of equation (3.57) can be calculated and we get

$$\frac{x}{2} = \frac{1}{(1 + n_R)} \arctan \left( \frac{\sin(y + x)}{\cos(y + x) + e^y} \right) \quad (3.60)$$
where \( x \equiv \frac{2\pi \tilde{\mu}(B)}{\hbar \omega_c}, \ y \equiv \frac{2\pi \varepsilon_F}{\hbar \omega_c} \) and \( b \equiv \frac{2\pi \Gamma}{\hbar \omega_c} \).

At very large electron reservoir \( (n_R = \infty) \) we get \( x = 0 \) that is the limit of fixed chemical potential. In this case magnetization is given by [37]

\[
\tilde{M}(B) = \frac{2g \varepsilon_F}{\pi B} \arctan \left( \frac{\sin(y)}{e^b + \cos(y)} \right). \tag{3.61}
\]

It is also possible to solve equation (3.60) analytically at \( n_R = 0 \) and \( n_R = 1 \). At zero electron reservoir \( n_R = 0 \) the solution of this equation is

\[
\frac{x}{2} = \frac{\tilde{\mu}(B)}{\hbar \omega_c} = \arctan \left( \frac{\sin(y)}{e^b - \cos(y)} \right).
\]

It gives the oscillations of the chemical potential. The magnetization at zero electron reservoir is

\[
\tilde{M}(B) = \frac{2g \varepsilon_F}{\pi B} \arctan \left( \frac{\sin(y)}{e^b - \cos(y)} \right). \tag{3.62}
\]

It coincides with (3.61) after the phase shift \( y \rightarrow y + \pi \) and the sign reversal \( \tilde{M} \rightarrow -\tilde{M} \). This means that the harmonic damping law

\[
A_l \sim (1/l) \cdot \exp (-l \cdot b) \tag{3.63}
\]

does not change, and only the sign of all even harmonics is reversed. This symmetry between the cases of fixed chemical potential \( \mu = \text{const} \) and constant particle density \( N = \text{const} \) is a feature of the special exponential law of harmonic damping. Any finite temperature and nonzero density of electron reservoir breaks this symmetry.

Let us consider now the intermediate case \( n_R = 1 \). Equation (3.60) then becomes

\[
\frac{\sin x}{\cos x} = \frac{\sin(y + x)}{\cos(y + x) + e^b}. \tag{3.64}
\]

It gives

\[
x = \arcsin \left( e^{-b} \sin y \right)
\]

and magnetization becomes

\[
\tilde{M}(y) = \frac{g \varepsilon_F}{\pi B} \arcsin \left( e^{-b} \sin y \right). \tag{3.65}
\]

To say how the harmonic damping has changed we have to calculate the amplitudes of several first harmonics of this expression. The amplitude of the first harmonic is

\[
A_1(b) = \frac{1}{\pi} \int_{-\pi}^{\pi} \arcsin \left( e^{-b} \sin y \right) \sin y \, dy.
\]
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After integration by parts we get

\[ A_1(b) = \frac{4}{\pi} \int_0^{\pi/2} \frac{\cos^2 y e^{-b} dy}{\sqrt{1 - e^{-2b} \sin^2 y}}. \]

This is the superposition of two elliptic integrals:

\[ A_1(b) = \frac{4}{\pi} \left[ e^b E(e^{-b}) - 2 \sinh b K(e^{-b}) \right] \]  (3.66)

At \( b \gg 1 \) the deviations of \( A_1(b) \) from the L-K formula are small:

\[ A_1(b) = e^{-b} + e^{-3b}/8 + \ldots \]

In the opposite limit \( b \ll 1 \) we obtain

\[ A_1(b) = \frac{4}{\pi} \left\{ 1 - b \left( \ln \frac{4}{\sqrt{2b}} - \frac{1}{2} \right) + O(b^2) \right\}. \]  (3.67)

This is substantially different from the L-K dependence \( A_1(b) = \exp(-b) \approx 1 - b \). For example, the value \( A_1(0) \) is \( 4/\pi \) times larger than the L-K prediction.

The amplitudes of the next harmonics reveal stronger deviation from the L-K formula (3.63). All even harmonics disappear since the expression (3.65) has the symmetries \( \tilde{M}(\pi - y) = \tilde{M}(y) \) and \( \tilde{M}(-y) = \tilde{M}(y) \).

The amplitude of the third harmonic can also be calculated. At \( b \gg 1 \), \( e^{-b} \ll 1 \),

\[ A_3(b) = -e^{-3b}/12 + O(e^{-5b}). \]

This result is in contrast to the cases of \( n_R = 0 \) or \( n_R = \infty \) where we had \( A_3(b) = e^{-3b}/3 \). It is not surprising since in the symmetric case of \( n_R = 1 \) the oscillations should be much smoother and more sinusoidal. Hence one should have an increase of the first harmonic and a decrease of higher harmonics. At \( b = 0 \)

\[ A_3(0) = \frac{4}{3\pi} \int_0^{\pi/2} \frac{\cos 3y \cos y dy}{\cos y} = -\frac{4}{9\pi} \]  (3.68)

which is \( \sim 2.35 \) times less than the Lifshitz-Kosevich prediction \( A_3(0) = 1/3 \) and has the opposite sign. So in the case \( n_R = 1 \) the first harmonic is increased while other harmonics are strongly decreased in amplitude compared to the cases of zero and infinite electron reservoir. The deviation from the L-K formula reduces as the warping of the FS increases. The above analysis shows also that the harmonic ratios at low temperature and low Dingle temperature can give a quantitative estimate of the electron reservoir density which is
Figure 3.5: Temperature dependence of harmonic amplitudes. The solid lines are the numerical results (at \( n_R = 1 \), \( m^* = 2m_0 \), \( T_D = 0.2K \) and \( W = 1K \); see text) and the dashed lines represent the Lifshitz-Kosevich prediction for the same parameters. Their strong deviations are clearly seen, especially for higher harmonics.

much more precise than just a note about the slope of the magnetization curve.

To include correct temperature dependence, warping and spin-splitting and consider arbitrary reservoir density, one can perform the numerical calculations, based on the solution of equation (3.57) for the chemical potential and substitution of this solution into formula (3.59) for magnetization. This can be done for arbitrary parameters, feasible in the experiment. The temperature dependence of the first three harmonic amplitudes is given in fig.1 for the following set of parameters close to those of the real experiments on \( \alpha-(BEDT - TTF)_2KHg(SCN)_4 \): reservoir density \( n_R = 1 \), dHvA frequency \( F = 700 \) Tesla, effective electron mass \( m^* = 2m_0 \), Dingle temperature \( T_D = 0.2K \) and warping \( W = 1K \). We see substantial deviation from the Lifshitz-Kosevich dependence. The obtained amplitude of the first harmonic at \( T \to 0 \) is about 1.1 times larger than the Lifshitz-Kosevich prediction. If we put also \( T_D \to 0 \) and \( W \to 0 \), then the ratio of the amplitudes of the first harmonic and its L-K prediction becomes \( 4/\pi = 1.27 \) in agreement with the analytical result (3.67). The second harmonic amplitude is close to zero at \( T = 0 \). The amplitude of the third harmonic changes the sign at \( T \approx 0.8K \) and deviates very strongly from the L-K formula. It is damped much stronger than the L-K predictions. At \( T = 0 \) and \( W = 0 \) it also coincides with the prediction (3.68).

To conclude, it was shown both analytically and numerically that the oscillations of the chemical potential are essential for the temperature dependence of harmonic amplitudes of dHvA oscillations in quasi-two-dimensional
compounds. An accurate determination of the effective electron mass from the dHvA effect should take this effect into account. This can be done by a simple numerical calculation based on formulas (3.57) and (3.59). The oscillations of the chemical potential depend on the reservoir density of states according to formula (3.57). This fact may be used to estimate the reservoir density of states in organic metals.

3.3 Summary of the results on the dHvA effect

Comparing with the previous chapter, where we have given a more detailed introduction into the 2D dHvA effect, in this chapter we have generalized the formulas on the quantum magnetization oscillations in 2D and quasi-2D compounds that makes them applicable to a description of real dHvA measurements.

In section 3.1 we followed the procedure of direct summation over LLs. This allowed us to consider an arbitrary shape of LLs at a finite temperature and to obtain explicit relation between the DoS distribution and the magnetization curve. This relation allows one to extract directly the DoS distribution in a compound in hand from the magnetization curve obtained in experiment. Any method of direct extracting of the density of electron states distribution from experiment is of essential use because the problem of the shape of LLs both in heterostructures and in strongly anisotropic organic metals is still open. In sec. 3.1.3 we proposed a possible method of testing the one-particle approximation. This approximation consists in disregarding the many-particle interaction and is typically used to describe magnetic quantum oscillations. However, no proof exists of this approximation for the compounds studied. Then we calculated the envelopes (amplitudes as functions of magnetic field) of the magnetization oscillations. These envelopes are easy for measurements and can also give some information about the shape of the Landau levels, because, as is shown, they depend strongly on this shape.

In section 3.2 we applied the harmonic expansion and obtained general formulas for magnetization oscillations that take into account oscillations of the chemical potential at arbitrary electron reservoir (arising from the open sheets of the Fermi surface in many organic metals), arbitrary spin-splitting and warping of the Fermi surface, arbitrary temperature and LL broadening (provided the LL shape is known). Without any simplifications, these formulas are a good starting point only for numerical calculation of magnetization. Explicit analytical results can be obtained in different limiting cases. For
example, at zero temperature and warping of the Fermi surface one can solve the equations for the chemical potential and, hence, write down simple explicit formulas for magnetization at different values of the electron reservoir that may be important for the analytical study of different effects.

The results obtained are thus interesting for studying both experimental and theoretical aspects of magnetic quantum oscillations and can be used for processing real experimental data.
Chapter 4

The Shubnikov-de Haas effect in quasi-2D compounds

Magnetic quantum oscillations were discovered long ago and were frequently used as a powerful tool of studying the geometry of Fermi surfaces and other electronic properties of various metals (see the introductory chapter).

In recent years, quasi-two-dimensional (quasi-2D) organic metals [59] attract great interest because many new unconventional effects are very pronounced in these compounds. These effects are high-$T_c$ superconductivity, spin and charge density waves, strong anisotropic magnetic quantum oscillations etc. Much work was devoted to studying magnetic quantum oscillations in these compounds (for a review see e.g. [60]). The quantum oscillations of magnetization are a thermodynamic effect that is completely determined by the density-of-states distribution. Any exact calculation of the density of states is a very complicated problem but a semi-phenomenological description of magnetization oscillations in quasi-2D compounds was recently provided in a number of theoretical papers [32, 33, 34, 35, 36, 37, 38, 39] (see chapters 2, 3). The chemical potential oscillations and the arbitrary electron reservoir due to the open sheets of the Fermi surface create no principal difficulties[38]. Of course, if the e-e interaction drastically changes the ground state (like the FQHE effect) the problem becomes much more complicated. But when the number of occupied LLs is very large ($n_F > 100$ as in most quasi-2D organic metals) the effect of the e-e interaction is reduced (as in the Fermi liquid) and can be taken into account via the renormalization of the effective mass. Another open question in the theory of the quasi-2D dHvA effect is the exact shape of the Landau levels. It depends on the particular type of compound (on the type of impurities, their distribution, the interlayer transfer integral etc.). However, differences in LL shape lead to only limited quantitative differences in magnetization curves (e.g. see sec. 3.1.4), yielding no quali-
tatively new effects. On the qualitative level, therefore, the dHvA effect in quasi-2D normal metals is believed to be well understood.

Attempts of theoretical description of the quasi-2D quantum conductivity oscillations were not as successful although some work on this subject appeared in recent years [34, 63, 64, 65, 66, 67]. There are still some open qualitative questions. One of these open questions is the origin of the phase shift in the beats of the resistivity oscillations with respect to those in the magnetization. The beat behavior of the oscillations in quasi-2D metals is known reliably to originate from a slight warping of their Fermi surfaces in the direction normal to the 2D plane. The superposition of the contributions from the maximum and minimum cyclotron orbits leads to an amplitude modulation of the $k$-th harmonic by the factor $\cos(2\pi k \Delta F/2B - \pi/4)$, where $B$ is the magnetic field and $\Delta F = (ch/2\pi e)(A_{\text{max}} - A_{\text{min}})$ is the difference between the oscillation frequencies caused by the extreme orbits with the $k$-space areas $A_{\text{max}}$ and $A_{\text{min}}$, respectively [1]. From the beat frequency one can readily evaluate the warping of the Fermi surface and hence the interlayer transfer integral $4t \approx \epsilon_F \Delta F/F$ (see e.g. [76, 68]). The situation becomes less clear when the warping is so weak that less than one half of the beat period can be observed experimentally. In principle, an observation of one single node would already be quite informative [69], provided the phase offset (i.e. the phase of the beat at $1/B \to 0$) is known. In the standard LK theory this phase offset is strictly determined by geometrical reasons and is equal to $-\pi/4$ for both the dHvA and SdH effects [1].

However recent experiments on layered organic metals $\kappa$-(BEDT-TTF)$_2$ Cu[N(CN)$_2$]Br [69] and (BEDT-TTF)$_4$[Ni(dto)$_2$] [70] revealed a significant difference in the node positions of the beats of dHvA and SdH signals. The phase shift in the latter compound was estimated to be as big as $\pi/2$. Note that in both cases the oscillation spectrum was strongly dominated by the first harmonic when no substantial deviations from the standard LK theory are expected.

Another very interesting phenomenon is slow oscillations of magnetoresistance that were observed in a number of quasi-2D organic metals [60, 79, 80, 81, 82, 83, 84]. The behavior of slow oscillations resembles that of the SdH effect that lead to a suggestion of additional, very small Fermi surface pockets in these materials. However, band structure calculations (basically giving a good description of the electron band structure and of the Fermi surface topology in organic metals) show no evidence of such small pockets in any of these compounds. Moreover, while slow oscillations are often very pronounced in magnetoresistance, sometimes even dominating the oscillation spectrum, thus far no analogous observation in oscillating magnetization (dHvA effect) was reported. Certainly, slow oscillations carry useful infor-
4.1 APPROXIMATE ANALYSIS USING THE BOLTZMANN TRANSPORT EQUATION

In what follows we develop a theory of the Shubnikov - de Haas effect in quasi-2D metals. This theory explains both of these two phenomena.

In section 4.1 we calculate conductivity from the Boltzmann transport equation. This calculation is quite simple and gives a good qualitative description of the phenomena mentioned above. Then we compare the obtained theoretical estimations with the experimental results. This section follows the work of P. Grigoriev et al.[66].

In Sec. 4.2 we calculate conductivity more rigorously starting from the Kubo formula and carefully handling all oscillating quantities in the expression for conductivity[75]. The proposed theory gives a certain quantitative description of the quasi-2D Shubnikov - de Haas effect. However, our analysis has some important limitations. The main of them are that the theory is only developed for the magnetic field perpendicular to the conducting layers and that impurity scattering is treated in the Born approximation. These problems are discussed in Sec. 4.3

4.1 Approximate analysis using the Boltzmann transport equation

First, we shall give an approximate analysis of the quasi-2D magnetoresistance using the Boltzmann transport equation. Rigorously speaking, this equation is not accurate. Nevertheless, it usually gives a simple and reasonable description of different transport phenomena. In our case we shall be able to explain both the phase shift of the beats and the slow oscillations of conductivity in magnetic field on the basis of the Boltzmann equation and to propose their qualitative analysis. Such a description (presented in this section) does not require introducing more mathematical methods such as Feynmann diagrams and is good for a qualitative understanding of magnetoresistance phenomena. More accurate calculation based on the Kubo formula requires an accurate calculation of the self-energy part of the electron Green’s function. To do this one must have a well determined microscopic picture of the phenomena (for example, the type of scattering centers). This approach will be discussed in the next section.
4.1.1 Phase shift of the beats

We consider a quasi-2D metal in magnetic field perpendicular to the conducting layers with the energy spectrum

\[ \epsilon (n, k_z) = \hbar \omega_c (n + 1/2) - 2t \cos(k_z d) \]  \hspace{1cm} (4.1) \]

where \( t \) is the interlayer transfer integral, \( k_z \) is the wavevector perpendicular to the layers, \( d \) is the interlayer distance, \( \omega_c = eB/m^*c \) is the cyclotron frequency. Both \( \hbar \omega_c \) and \( t \) are assumed to be much smaller than the Fermi energy.

The DoS of the electron gas with this spectrum can be easily obtained by performing the summation over all quantum numbers at a fixed energy,

\[ \rho(\epsilon) = \sum_{n=0}^{\infty} \frac{N_{LL}}{\sqrt{4t^2 - (\epsilon - \hbar \omega_c (n + 1/2))^2}} \]  \hspace{1cm} (4.2) \]

where \( N_{LL} \) is the Landau level degeneracy. The sum over Landau levels can be expanded in a harmonic series using the Poisson summation formula. As a result we have (see Appendix A2, formula 7.3):

\[ \rho(\epsilon) \propto 1 + 2 \sum_{k=1}^{\infty} (-1)^k \cos \left( \frac{2\pi k \epsilon}{\hbar \omega_c} \right) J_0 \left( \frac{4\pi kt}{\hbar \omega_c} \right) \]  \hspace{1cm} (4.3) \]

This formula has been first obtained by Gvozdikov [32] and written in the present form (including additional Dingle factor \( R_D(k) = \exp(-2\pi k \Gamma/\hbar \omega_c) \), where \( \Gamma \) is the Lorentzian width of the LLs) by Champel and Mineev [37]. We shall consider the case \( 4\pi t > \hbar \omega_c \) in which beats can be observed. Then the zeroth order Bessel function \( J_0 (\pi k t/\hbar \omega_c) \) describing the beats of DoS oscillations can be simplified as \( J_0(x) \approx \sqrt{2/\pi x} \cos(x - \pi/4) \). Further, we consider the limit of strong harmonic damping, retaining only the zeroth and first harmonics. In this limit the oscillations of the chemical potential \( \mu \) can be neglected. Knowing the DoS we can now obtain the oscillating part of magnetization as [37]

\[ \tilde{M} \propto \sin \left( \frac{2\pi \mu}{\hbar \omega_c} \right) \cos \left( \frac{4\pi t}{\hbar \omega_c} - \frac{\pi}{4} \right) R_T R_D \]  \hspace{1cm} (4.4) \]

where \( R_T \) is the usual temperature smearing factor. This expression coincides with the result of the three-dimensional LK theory [1] and allows an evaluation of \( t \) from the beat frequency.
Contrary to magnetization, the conductivity is a transport quantity, and is not exclusively determined by the density of states. In the simplest approximation (as from the Boltzmann transport equation) the interlayer conductivity \( \sigma_{zz} \) is given by \([\text{[77], §7.1]}\)

\[
\sigma_{zz} = e^2 \int d\epsilon \left( -n'_F(\epsilon) \right) I(\epsilon) \tau(\epsilon) \tag{4.5}
\]

where \( n'_F(\epsilon) = -1/\{4T \cosh^2[(\epsilon - \mu(B))/2T]\} \) is the derivative of the Fermi distribution function, \( I(\epsilon) \equiv \sum |v_z(\epsilon)|^2 \) is the square of the electron velocity summed over all states at the energy \( \epsilon \), \( v_z \) is the z-component of the electron velocity and \( \tau(\epsilon) \) is the momentum relaxation time at energy \( \epsilon \). In Born approximation, \( \tau \) is inversely proportional to the density of states (DoS): \( \tau(\epsilon) \propto \rho^{-1}(\epsilon) \) and oscillates in magnetic field according to the equation (see 4.3)

\[
\tau(\epsilon) \propto \left[ 1 + 2 \sum_{k=1}^{\infty} (-1)^k \cos \left( \frac{2\pi k \epsilon}{\hbar \omega_c} \right) J_0 \left( \frac{4\pi kt}{\hbar \omega_c} \right) R_D(k) \right]^{-1}. \tag{4.6}
\]

The physical reason for the proportionality \( 1/\tau(\epsilon) \sim \rho(\epsilon) \) is clear: electron scattering rate is proportional to the number of states to which an electron may scatter.

If the cyclotron energy is comparable to the interlayer transfer integral, the oscillations of the electron velocity summed over the states at the Fermi level (quantity \( I(\epsilon) \) in formula (4.5)) also become important. To calculate this quantity one has to perform the integration over \( k_z \):

\[
I(\epsilon) \equiv \sum_{n,k_z} |v_z|^2 \delta(\epsilon(n,k_z) - \epsilon) = N_{\text{LL}} \sum_n 2 \int_0^\pi \frac{d(k_z \delta)}{2\pi} v_z^2(k_z) \delta(\epsilon(n,k_z) - \epsilon)
\]

where \( N_{\text{LL}} = SB/\Phi_0 \) is the LL degeneracy. Then we change the integration variable \( k_z \) to \( \epsilon(n,k_z) \) and substitute the expression for the electron velocity \( v_z \):

\[
v_z(\epsilon,n) = -\frac{\partial \epsilon(n,k_z)}{\hbar \partial k_z} = -\frac{2td}{\hbar} \sin(k_zd) = \frac{d}{\hbar} \sqrt{4t^2 - (\epsilon - \hbar \omega_c (n + 1/2))^2}. \tag{4.7}
\]

As a result we obtain:

\[
I(\epsilon) = \sum_{n=0}^{\infty} \frac{N_{\text{LL}} d^2}{2\pi \hbar} \sqrt{4t^2 - (\epsilon - \hbar \omega_c (n + 1/2))^2}. 
\]
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This quantity can be expressed as a sum over harmonics as (see Appendix A2, formula (7.2)):

\[ I(\epsilon) \sim 1 + \frac{\hbar \omega_c}{\pi t} \sum_{k=1}^{\infty} \frac{(-1)^k}{k} \cos \left( \frac{2\pi k \epsilon}{\hbar \omega_c} \right) J_1 \left( \frac{4\pi kt}{\hbar \omega_c} \right) R_D(k). \] (4.8)

The first-order Bessel function \( J_1(4\pi kt/\hbar \omega_c) \) entering (4.8) also describes beats but with a phase different from that of the DoS beats given by \( J_0(4\pi kt/\hbar \omega_c) \) in Eq.(4.3): at large \( x \), \( J_1(x) \approx \sqrt{2/\pi x} \sin(x - \pi/4) \) is shifted by \( \pi/2 \) with respect to \( J_0(x) \).

Figure 4.1: a - DoS (solid line) near the Fermi level and its first harmonic (dashed line) according to Eq.(4.3), at 4\( t/\hbar \omega_c = 2.25 \); b - same at 4\( t/\hbar \omega_c = 1.8 \); c - the quantity \( I(\epsilon) \) (solid line) and its first harmonic (dashed line) according to Eq.(7) at 4\( t/\hbar \omega_c = 2.25 \); c - same at 4\( t/\hbar \omega_c = 1.8 \). In all four panels: the dotted lines are the contributions from individual Landau levels.

The phase shift in the beats of oscillations in \( \rho(\epsilon) \) and \( I(\epsilon) \) is illustrated in Fig. 4.1 where these quantities are plotted for two different values of the ratio 4\( t/\hbar \omega_c \). The DoS oscillations have a maximum amplitude of the first harmonic when 4\( t/\hbar \omega_c = 2.25 \) (Fig. 1a). At the same value of 4\( t/\hbar \omega_c \) the
oscillations of $I(\epsilon)$ exhibit a nearly zero amplitude of the first harmonic as shown on Fig. 1c whilst their second harmonic (not shown in the figure) reaches maximum. By contrast, when $4t/\hbar\omega_c = 1.8$ (Fig. 1b,d), the first harmonic of the DoS is at the node whereas the first harmonic of $I(\epsilon)$ has the maximum amplitude.

The difference between the phases of the beats in oscillating $\rho(\epsilon)$ and $I(\epsilon)$ leads to a shift of the beat phase of the SdH oscillations with respect to that of the dHvA oscillations. Indeed, substituting Eqs. (4.6) and (4.8) into (4.5), applying large argument expansions of $J_0(x)$ and $J_1(x)$ and making temperature smearing (integration with $n'_F(\epsilon)$ in (4.5)), we come to the following expression for the first harmonic of the interlayer conductivity:

$$\tilde{\sigma}_{zz} \propto \cos \left( \frac{2\pi \mu}{\hbar \omega_c} \right) \cos \left( \frac{4\pi t}{\hbar \omega_c} - \frac{\pi}{4} + \phi \right) R_T$$

(4.9)

where

$$\phi = \arctan(a) \quad \text{and} \quad a = \hbar \omega_c / 2\pi t.$$  

(4.10)

Comparing these expressions with Eq.(4.4), one can see that the beats in the SdH and dHvA oscillations can become considerably shifted with respect to each other as the cyclotron frequency approaches the value of the interlayer transfer integral.

The above evaluation is based on the semi-classical Boltzmann equation and is certainly not expected to give an exact result. Nevertheless, as will be seen below, its predictions concerning the phase shift are in good qualitative agreement with the experiment and we therefore believe that it correctly reflects the physics of the phenomenon.

Fig. 4.2 shows the oscillating parts of magnetization and interlayer magnetoresistance in the normal state of $\beta$-(BEDT-TTF)$_2$IBr$_2$ at magnetic field tilted by $\theta \approx 14.8^\circ$ from the normal to the BEDT-TTF layers. The curves have been obtained by subtracting slowly varying backgrounds from the measured magnetic torque $\tau(B)$ and resistance $R(B)$, subsequently dividing them by $B$ in the case of magnetization oscillations, $\tilde{M} \propto \tilde{\tau}/B$. Fast Fourier transformation (FFT) spectra shown in the insets reveal the fundamental frequency of $\approx 3930$ T in agreement with previous results [73, 76]. The second harmonic contribution is about 1% of that from the fundamental harmonic at the highest field.

Clear beats with four nodes (indicated by arrows) are seen in both the dHvA and SdH curves. We made sure that the observed beats originate from the warping of the cylindrical FS by checking the angular dependence of their frequency [76]. The fact that the oscillation amplitude does not exactly vanish at the nodes was attributed to slightly different cyclotron
masses at the extreme orbits of the FS [76]. The positions of the nodes determined as midpoints of narrow field intervals at which the oscillations inverse the phase are plotted in Fig. 4.3. The straight line is a linear fit of the magnetization data revealing the beat frequency $\Delta F = 40.9$ T that, according to Eq. (4.4), corresponds to $4t/\epsilon_F = \Delta F/F = 1/96$. The error bars at the node positions do not exceed $\pm 3 \times 10^{-4}$ T for $N = 3$ to 5 and are somewhat bigger, $\approx \pm 10^{-3}$ T, for $N = 6$ due to a lower signal-to-noise ratio. We note that although the angle $\theta = 14.8^\circ$ corresponds to a region in the vicinity of the maximum beat frequency ($\max \{ \Delta F(\theta) \} \approx 42.0$ T for the given field rotation plane), the sensitivity of the node positions to the field orientation is still quite high: the nodes shift by $\approx 2.3 \times 10^{-3}$ T as $\theta$ is incremented by $1^\circ$. Thus, if one has to remount the sample between the torque and resistance measurements, even a slight misalignment may cause a substantial additional error. In our experiment both quantities were measured at the same field sweep; hence, this error was eliminated.

![Figure 4.2](image.png)

Figure 4.2: dHvA (left scale) and SdH (right scale) oscillations in $\beta$-(BEDT-TTF)$_2$IBr$_2$ at $\theta \approx 14.8^\circ$. Insets: corresponding FFT spectra.

From Figs. 2 and 3 one can see that the nodes of the SdH oscillations are considerably shifted to higher fields with respect to those of the dHvA oscil-
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lations. The shift grows with increasing the field. Both these observations are fully consistent with the above theoretical prediction.

Figure 4.3: The positions of the nodes in the oscillating magnetization (filled symbols) and resistance (open symbols) versus inverse field. The straight line is the linear fit to the magnetization data.

In order to make a further comparison between experiment and theory, we plot the quantity $\tan(\phi)$ (where $\phi$ is the phase shift between the beats of the SdH and dHvA oscillations obtained from Fig. 4.3) as a function of magnetic field in Fig. 4.4. A linear fit to this plot (dashed line in Fig. 4.4) has a slope of 0.037 $1/T$ [78]. A substitution of this value and the cyclotron mass $m^*_c = 4.2m_e$, obtained from the temperature-dependent amplitude of the fundamental harmonic, into Eq.(4.10) yields an estimate for the interlayer bandwidth $4t \simeq 0.48$ meV or the ratio $4t/\epsilon_F = \Delta F/F \simeq 1/230$. This is somewhat smaller than the value $1/96$ obtained directly from the ratio between the beat and fundamental frequencies. However, taking into account an approximate character of the presented theoretical model, the difference is not surprising. Further theoretical work is needed to provide a more accurate basis for the quantitative description of the phenomenon.

Summarizing, the beats of the SdH oscillations in $\beta$-(BEDT-TTF)$_2$ IBr$_2$ are found to be shifted towards higher fields with respect to those of the dHvA signal. This phase shift arises from the oscillations of electron velocity on the FS. These oscillations produce a considerable contribution to the
magneto-resistance oscillations in strongly anisotropic organic metals, and the beats of the oscillations of electron velocity on the FS are shifted with respect to the beats of magnetization. The observed behavior appears to be a general feature of quasi-2D metals which should be taken into account whenever the cyclotron energy becomes comparable to the interlayer transfer energy. Of a particular importance is the dependence of the beat phase on the magnetic field strength which significantly affects the periodicity of the beats in the $1/B$ scale. Ignorance of this fact may lead to considerable errors in estimating FS warping from beat frequency when $2t \simeq \hbar \omega_c$.

### 4.1.2 Slow oscillations

Slow oscillations result from the interference of fast quantum oscillations of different quantities on which conductivity depends. These quantities are, for example, the electron relaxation time, the mean square electron velocity
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(summed over all states on the FS) etc. There are many other oscillating quantities that do not enter (4.5) explicitly but are contained in the relaxation time \( \tau \). The product of any two oscillating factors gives a constant term according to the algebraic identity 
\[
(1 + \tilde{\alpha} \cos x)(1 + \tilde{\beta} \cos x) = 1 + (\tilde{\alpha} + \tilde{\beta}) \cos x + (\tilde{\alpha} \tilde{\beta}/2) \cos 2x + \tilde{\alpha} \tilde{\beta}/2.
\]
The last term \( \tilde{\alpha} \tilde{\beta}/2 \) is responsible for the slow oscillations. In our case \( x \equiv 2\pi \mu/\hbar \omega_c \) and the amplitudes \( \tilde{\alpha}, \tilde{\beta} \) of the fast oscillations (for example, of relaxation time and mean square velocity) are themselves slowly oscillating functions of magnetic field due to the beats given by the Bessel functions in Eqs.(4.3) and (4.8). The beats are well known to originate from two close cross sections of the Fermi surface. If the transfer integral is sufficiently large, \( 4\pi t \gtrsim \hbar \omega_c \), one can use the large argument expansions of Bessel’s functions. Then substituting (4.3) and (4.8) into (4.5) and performing the integration over energy with the Fermi distribution function we get up to the second order of the damping factors

\[
\sigma_{zz} = \sigma_0 \left\{ 1 + 2 \sqrt{\frac{\hbar \omega_c}{2\pi^2 t}} \sqrt{1+a^2} \times \right. \\
\left. \cos \left( \frac{2\pi \mu}{\hbar \omega_c} \right) \cos \left( \frac{4\pi t}{\hbar \omega_c} - \frac{\pi}{4} + \phi \right) R_D R_T + \right. \\
\left. \frac{\hbar \omega_c}{2\pi^2 t} \left[ 1 + \sqrt{1+a^2} \cos \left( 2 \left[ \frac{4\pi t}{\hbar \omega_c} - \frac{\pi}{4} + \phi \right] \right) \right] R^2_{D*} \right\}
\]

where \( \phi = \arctan(a) \) and \( a = \hbar \omega_c/2\pi t \). The coefficient \( \sigma_0 \) in (4.11) can be estimated as \( \sigma_0 = e^2 N_{LL} 2t^2 d^2 / \pi \hbar^2 \omega_c k_B T_D \) where \( N_{LL} \) is the Landau level degeneracy and \( N_{LL}/\hbar \omega_c = m^*/2m \hbar^2 \) is the DoS at the Fermi level. The second term in the curly brackets of this formula describes the Shubnikov oscillations while the last term gives slow oscillations with frequency equal to the double beat frequency. The factor \( R_T = (2\pi^2 k_B T/\hbar \omega_c) / \sinh (2\pi^2 k_B T/\hbar \omega_c) \) is the usual temperature damping factor that comes in Shubnikov oscillations from the integration with the Fermi distribution function.

The slow oscillations in this formula do not have temperature smearing because they depend on the transfer integral \( t \) (the difference between two close cross sections of the Fermi surface) but not on the electron energy. Hence, although the amplitude of the slow oscillations contains the square of the Dingle factor, it can be larger than the amplitude of the fast SdH oscillations at \( T \gtrsim T_D \). In other words, the slow oscillations depend on the electron spectrum but not on the electron distribution function. Hence, the slow oscillations do not have the temperature dependence. This fact is quite interesting and promising.

Nevertheless, our experience disagrees with the statement that the slow oscillations do not manifest any temperature dependence (and, hence, could
be seen at room temperature). Actually they do have some temperature dependence. More rigorously, the oscillating DoS itself has some temperature dependence that leads to the damping of slow oscillations if temperature is high enough. This temperature dependence of the DoS comes from the electron-phonon and electron-electron interactions. In normal 3D metals the electron-electron (e-e) scattering rate $1/\tau_{ee} \sim (k_B T)^2/\hbar \mu$ while the electron-phonon scattering rate $1/\tau_{ph} \sim (k_B T/\hbar) (k_B T/\hbar \omega_D)^2$. One can estimate the effect of these scattering processes on the DoS oscillations by introducing the additional damping factor

$$R_{TD} \approx \exp \left[ -\pi \left( \frac{1}{\omega_c \tau_{ee}} + \frac{1}{\omega_c \tau_{ph}} \right) \right]$$

(4.12)

analogous to the usual Dingle factor. This factor enters squared in the amplitude of slow oscillations. The temperature at which slow oscillations become damped by this factor is much higher than the cyclotron energy. This temperature is given by $\pi (1/\omega_c \tau_{ee} + 1/\omega_c \tau_{ph}) \sim 1$ or $\pi T/\hbar \omega_c [T/\mu + (T/\hbar \omega_D)^2] \sim 1$. The above estimates of the temperature dependence of slow oscillations is very approximate. The rigorous calculation must be based on the exact calculation of the imaginary part of the electron self-energy due to these two types of interactions. Nevertheless, the above arguments give correct qualitative estimates. A more accurate calculation would be useful since the temperature dependence of slow oscillations at high enough temperature may give additional information about the electron-phonon and electron-electron interactions in various compounds where slow oscillations exist. In the experiment [74] the slow oscillations were damped at temperature $\approx 8K$.

Another significant feature of slow oscillations is that their Dingle factor $R_{Ds}$ is different from the factor $R_D$ of the Shubnikov oscillations. The usual Dingle factor includes all temperature-independent mechanisms of smearing of DoS oscillations. These are not only microscopical scattering events of electrons but also macroscopic spatial inhomogeneities of the sample. These inhomogeneities lead to macroscopic spatial variations of electron energy in formula (4.5). Their effect is equivalent to a local shift of the chemical potential. The total signal is an average over the entire sample and such macroscopic inhomogeneities lead to the damping of magnetic quantum oscillations similar to that caused by temperature. Hence, the slow oscillations do not have this type of smearing. This fact can be understood in a different way: slow oscillations originate from local electron motion and are not sensitive to global variations of the position of the chemical potential with respect to the bottom of the conducting band. Hence, they are not damped out by macroscopic variations of the bottom of the conducting band. Nevertheless, this macroscopic inhomogeneity is expected to be strong in organic metals and, hence, it makes an essential contribution to the usual Dingle temperature. A
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comparison between the Dingle factor of slow oscillations and the Shubnikov oscillations can give an estimate of the role of such inhomogeneities.

At low temperature when the effects of the phonon-electron and electron-electron interactions are small (as the third and second powers of temperature) and hence, can be neglected, the temperature dependence of the amplitude of slow oscillations may appear only in the next orders on the damping factors. The main contribution here comes from the chemical potential oscillations. The oscillating part of the chemical potential at arbitrary electron reservoir is given by formula (5) of [38]. In the limit of strong harmonic damping the first harmonic of this expression is:

$$\tilde{\mu}(B) \equiv \mu(B) - \varepsilon_F = \frac{\hbar \omega_c}{\pi (1 + n_R)} \times$$

$$\times \sin \left( \frac{2\pi \varepsilon_F}{\hbar \omega_c} \right) J_0 \left( \frac{4\pi t}{\hbar \omega_c} \right) R_D R_T$$

(4.13)

where $n_R$ is the reservoir density due to open sheets of the Fermi surface divided by the average DoS on the 2D parts of the FS. Substituting this into (4.11) we get an additional slowly oscillating term (from the entanglement of the chemical potential oscillations with the fast Shubnikov oscillations):

$$\Delta \sigma_{zz} = \sigma_0 \frac{-\hbar \omega_c \sqrt{1 + a^2}}{2\pi^2 t (1 + n_R)} \cos \left[ 2 \left( \frac{4\pi t}{\hbar \omega_c} - \frac{\pi}{4} + \frac{\phi}{2} \right) \right] R_D^2 R_T^2.$$  

(4.14)

This term is $R_T^2/2\pi (1+n_R)$ times less than the temperature-independent term of slow oscillations and is of the order of second harmonics of the Shubnikov oscillations. At high temperature this correction to (4.11) is exponentially small and the temperature dependence of the amplitude of slow oscillations is determined by the smearing of the DoS oscillations due to phonon scattering and e-e interactions. But at low temperature these two damping mechanisms are small while the correction (4.14) is of the same order as the other contributions to slow oscillations.

At low temperature this small temperature-dependent correction can thus be measured. It is important because it gives information about the chemical potential oscillations. The problem of the chemical potential oscillations in ET-organic metals is of great interest because these oscillations are sensitive to unconventional states (such as superconducting state, spin or charge density waves etc.) and can give information about the nature of these states. More precisely, the chemical potential oscillations are strongly affected by the gap on open sheets of the FS that arises due to any transition to spin or charge density wave. The effect of this gap depends on whether the density wave is commensurate or not[105]. The chemical potential oscillations
can also give information about the nature, yet unclear, of the high magnetic field phase of the spin or charge density waves. A direct measurement of the chemical potential oscillations is problematic and the data on these oscillations based on the shape of the magnetization oscillations are very rough and, presumably, unreliable in many unconventional states (because these states also require a new theoretical description of the dHvA effect). Since the chemical potential oscillations make the main contribution to the low temperature dependence of the amplitude of the slow oscillations, the latter seems to be suitable for the experimental study of chemical potential oscillations.

It is worth noting that magnetization does not have such slow oscillating term because in the lowest order on damping factors it has only the product of $1 + a \sin x$ and $(1 + b \cos x)$ that is equal to $1 + a \sin x + \left(\frac{ab}{2}\right) \sin 2x$ and does not have a constant term $ab/2$. Moreover, magnetization does not have a product of oscillating quantities as conductivity (4.5) has. Hence in the same lowest order on the damping factors magnetization does not manifest slow oscillations.

Another (even stronger) reason why magnetization does not have slow oscillations is that magnetization contrary to conductivity is given by a derivative of the DoS with respect to magnetic field (3.58) and this derivative is much larger for rapidly oscillating terms.

The above theoretical analysis predicts that (i) the frequency of slow oscillations is twice as high as the beat frequency; (ii) slow oscillations do not have any temperature damping at $T \lesssim \hbar \omega_c$, and only at much higher temperatures they become damped proportionally to the square of the factor (4.12); (iii) the dependence of the frequency of slow oscillations on the tilt angle of the magnetic field with respect to the normal to the conducting planes is roughly similar to that of the interlayer transfer integral: $F^{SO}(\theta) \sim t(\theta)$. This dependence is approximately described by [89]: $t(\theta) = t(0)J_0(k_Fd \tan \theta)$. These predictions can be used to verify the theory.

The temperature-independent oscillations were predicted also in [67] but their origin there is somewhat different: they originate from different chemical potential levels on two adjacent layers in heterostructures.

The agreement of the first two predictions is easily seen from fig. 4.5. Indeed, slow oscillations are not affected by temperature damping and have the frequency twice as high as the beat frequency. For the additional comparison the measurements of the tilt angle dependence of the frequency of slow oscillations have been performed again on $\beta$-(BEDT-TTF)$_2$IBr$_2$ (fig. 4.6). In this figure we also plot the constant part of the interlayer conductivity which is approximately proportional to the square of interlayer transfer integral and, hence, should have similar tilt angle dependence. As we see
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Figure 4.5: Conductivity as a function of magnetic field at two different temperatures. One can see that the frequency of the slow oscillations is twice as large as the beat frequency of Shubnikov oscillations. While the fast Shubnikov oscillations are seen to be damped very strongly by temperature, the amplitude of slow oscillations is almost temperature-independent.

From this figure, the frequency of slow oscillations indeed has very similar tilt angle dependence as the conductivity has. This fact completely proves the proposed theory.

Formula (4.11) also makes predictions about the values of the amplitude and phase of slow oscillations, but the proposed theoretical model based on the Boltzmann transport equation is very approximate and may be quantitatively inapplicable. Slow oscillations constitute a second-order effect in the limit of weak oscillations and, hence, require more accurate calculation.

The investigation outlined above is important because of a substantial interest to strongly anisotropic compounds. This interest is increased due to many unconventional properties (namely, high temperature superconductivity and density waves) that layered organic metals exhibit. Magnetic quantum oscillations are a very powerful tool for extracting information on electronic properties of these compounds.

4.2 Calculation using the Kubo formula

In this section we perform a more rigorous calculation of the interlayer conductivity in magnetic field. Since the physics of the phenomena has been described in the previous section, here we concentrate on more accurate calculations. These calculations are given in detail. In subsection 1 the general formula for the interlayer conductivity (4.23) is derived. A simple explicit formula for interlayer conductivity is obtained in the self-consistent Born ap-
4.2.1 General formula for interlayer conductivity

We consider a quasi-2D metal in magnetic field perpendicular to the conducting layers: $\vec{B} \parallel \vec{z}$ (a generalization for arbitrary tilt angle of magnetic field is discussed in sec. IV). The electron spectrum of quasi-2D electron gas in magnetic field is then given by (4.1).

To calculate conductivity we use the Kubo formula [77]. The procedure is similar to that in three-dimensional metals without magnetic field ([77], § 7.1.2). In magnetic field only the new set of quantum numbers $m \equiv \{n, k_z, k_y\}$ should be used instead of momentum $\vec{p}$ and the alternative dispersion relation (4.1). We consider only the perpendicular to layers component $\sigma_{zz}$ of electric conductivity since this component is simpler both for measurements and for theoretical description. The evaluation of the Kubo
4.2. **CALCULATION USING THE KUBO FORMULA**

The Kubo formula without vertex corrections gives

\[
\sigma_{zz} = \frac{e^2}{V} \sum_m v_z^2(m) \int \frac{d\epsilon}{2\pi} (2\text{Im}G_R(m, \epsilon))^2 (-n_F'(\epsilon))
\]  

(4.15)

where the volume \( V \) normalizes the sum over quantum numbers \( m \), \( e \) is the electron charge, \( v_z \) is electron velocity, the limits of the integration over \( \epsilon \) are \((-\infty; \infty)\), \( n_F'(\epsilon) \) is the derivative of the Fermi distribution function:

\[
-n_F'(\epsilon) = 1/\{4T \cosh^2 [(\epsilon - \mu)/2T]\}
\]  

(4.16)

and the electron Green’s function \( G_R(m, \epsilon) \) is related to the retarded self-energy part \( \Sigma_R(m, \epsilon) \) by

\[
\text{Im}G_R(m, \epsilon) = \frac{\text{Im}\Sigma_R(m, \epsilon)}{[\epsilon - \epsilon(m) - \text{Re}\Sigma_R(m, \epsilon)]^2 + [\text{Im}\Sigma_R(m, \epsilon)]^2}
\]  

(4.17)

The self-energy part \( \Sigma_R(m, \epsilon) \) arises from the electron scattering. The main contribution to the resistance comes from the short-range impurity scattering. We approximate the short-range impurities by point-like ones. We also disregard the diagrams with intersections of impurity lines in the self-energy (the contribution of these diagrams in 3D case is negligible, and if we consider the case \( t \gg T_D \) this contribution is also negligibly small). Then the electron self-energy part depends only on the electron energy and not on electron quantum numbers: \( \Sigma_R(m, \epsilon) = \Sigma_R(\epsilon) \). This fact greatly simplifies the calculations because the sum over the quantum numbers \( m \) in formula (4.15) can be now computed analytically.

In the real part \( \text{Re}\Sigma_R(\epsilon) \) of the electron self-energy one can only keep a small oscillating part \( \text{Re}\bar{\Sigma}R(\epsilon) \). The remaining weakly dependent term of \( \text{Re}\Sigma_R(\epsilon) \) produces only a constant shift of chemical potential. This does not influence the physical effects and, hence, is omitted in the subsequent calculations. The small oscillating part \( \text{Re}\bar{\Sigma}R(\epsilon) \) always come in the combination \( \epsilon^* = \epsilon - \text{Re}\bar{\Sigma}R(\epsilon) \). The imaginary part of self-energy \( \text{Im}\Sigma_R(\epsilon) \) describes the momentum relaxation of electrons and, therefore, is very important for conductivity.

Performing the summation over \( k_y \) in (4.15) and changing integration over \( k_z \) by integration over energy \( \epsilon' \equiv \epsilon(n, k_z) \) we get

\[
\sigma_{zz} = e^2 N_{LL} d \int \frac{d\epsilon'}{\pi} \sum_n |v_z(\epsilon', n)| \int \frac{d\epsilon}{2\pi} 4[\text{Im}G_R(\epsilon', \epsilon)]^2 (-n_F'(\epsilon))
\]  

(4.18)

where \( N_{LL} \equiv B/\Phi_0 d \) is the electron density on one Landau level, \( \Phi_0 = 2\pi\hbar c/e \) is the magnetic flux quantum and the electron velocity \( v_z(\epsilon, n) \) is
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given by (4.7). To go further we have to transform the sum over LLs to a
sum over harmonics. This can be done using the Poisson summation formula
(Appendix A). Substituting (7.2) into (4.18) we obtain:

$$\sigma_{zz} = e^2 N_{LL} \sum_{k=-\infty}^{\infty} \frac{(-1)^k 2td^2}{\hbar k} J_1 \left( \frac{4\pi kt}{\hbar \omega_c} \right) \int \frac{d\epsilon}{2\pi} (-n'_F(\epsilon)) I_z(\epsilon, k) \quad (4.19)$$

where one should use the expansion $J_1(kx)/x = x/2$ for the zeroth harmonic
$k = 0$, and the integral $I_z(\epsilon, k)$ over $\epsilon'$ can be easily evaluated with the
Green’s function (4.17):

$$I_z(\epsilon, k) \equiv \int \frac{d\epsilon'}{2\pi} 4[\text{Im}G_{R}(\epsilon', \epsilon)]^2 \exp \left( \frac{2\pi i k \epsilon'}{\hbar \omega_c} \right) = \exp \left( \frac{2\pi i k \epsilon^*}{\hbar \omega_c} \right) \left( \frac{1}{|\text{Im}\Sigma^{R}(\epsilon)|} + \frac{2\pi k}{\hbar \omega_c} \right) R_D(k, \epsilon) \quad (4.20)$$

where $\epsilon^* \equiv \epsilon - \text{Re}\Sigma^{R}(\epsilon)$ and

$$R_D(k, \epsilon) = \exp \left( -2\pi |k| |\text{Im}\Sigma^{R}(\epsilon)| / \hbar \omega_c \right) \quad (4.22)$$

has the form similar to that of the usual Dingle factor $R_D(k) = \exp (-2\pi^2 k k_B T_D / \hbar \omega_c)$. Collecting formulas (4.19) and (4.21) we get

$$\sigma_{zz} = e^2 N_{LL} \int \frac{d\epsilon}{2\pi} (-n'_F(\epsilon)) \sum_{k=-\infty}^{\infty} \frac{(-1)^k 2td^2}{\hbar k} J_1 \left( \frac{4\pi kt}{\hbar \omega_c} \right) \times$$

$$\times \exp \left( \frac{2\pi i k \epsilon^*}{\hbar \omega_c} \right) \left( \frac{1}{|\text{Im}\Sigma^{R}(\epsilon)|} + \frac{2\pi k}{\hbar \omega_c} \right) R_D(k, \epsilon). \quad (4.23)$$

Note that this expression has an additional term $2\pi k/\hbar \omega_c$ near the standard $1/|\text{Im}\Sigma^{R}(\epsilon)|$ term in round brackets in the second line. This term can
not be obtained from the Boltzmann transport equation (compare, for example, with the results of [66] and [74]). Let us reveal the origin of this term. The function $[2\text{Im}G_{R}(\epsilon', \epsilon)]^2 = G_A^2 + G_R^2 - 2G_A G_R$ in (4.20) has one first-order pole and one second-order pole in each complex half-plane. The first-order poles appears from the last term $-2G_A G_R$ while the second order poles come from $G_A^2 + G_R^2$. In the standard theory only the first-order poles are taken
into account. In the 3D case the contribution from the second-order poles is small by a factor of $\hbar \omega_c/2t \approx \hbar \omega_c/\epsilon_F \ll 1$ and can be neglected. However, in quasi-2D case (where $\hbar \omega_c/2t \sim 1$) the contribution of second-order poles becomes important. As one can see from formula (4.32) this contribution $\sim \pi T_D/t$ and is, probably, only a first-order term in the expansion over $\pi T_D/t$. The case $\pi T_D/t > 1$ corresponds to the so-called incoherent limit
[64], which we do not consider here.

To go further, we need an explicit form of the electron self-energy which enters formula (4.23). It is calculated in the next section.
4.2.2 Conductivity in the self-consistent Born approximation

We consider electron scattering only by short-range impurities because these impurities make the main contribution to the relaxation of electron momentum. To calculate the electron self-energy we use the self-consistent Born approximation. The graphical representation of the Dyson equation for the irreducible self-energy part in the self-consistent Born approximation is shown in fig. 4.7. By such an approximation we neglect the multiple scattering of an electron on one impurity (no more than two dash lines go to one impurity, denoted by a cross in fig. 4.7). The single dash line in fig. 4.7 corresponds to the first-order term which leads only to a constant shift of the chemical potential and, hence, can be omitted.

\[
\Sigma = \sum_{\alpha} \langle U^2 G(\mathbf{r}, \mathbf{r}, E) \rangle = C_i U^2 \int d^3G(r, r, E)
\]

Figure 4.7: The Dyson equation for the irreducible self-energy in self-consistent Born approximation. The double solid line symbolizes the exact electron Green’s function.

The corresponding analytical expression is

\[
\Sigma^R(m, \epsilon) = \left\langle \sum_i U^2 G(r_i, r_i, E) \right\rangle = C_i U^2 \int d^3G(r, r, E)
\]

where \(\sum_i\) is a sum over all impurities and the brackets \(\langle .. \rangle\) denote averaging over impurity positions, \(C_i\) is the concentration of impurities which are assumed to be uniformly distributed [85]. The electron Green’s function \(G(r, r, E)\) in formula (4.24) contains the self-energy determined by the same formula (4.24) (this is why the approximation (4.24) is called self-consistent Born approximation). The Green’s function is uniform along the conducting planes. Hence, one can write

\[
G(r, r, E) = |\phi(z)|^2 G(E),
\]

where the electron wave function \(\phi(z)\) along z-axis does not enter the final result because it disappears after integration over \(z\) in (4.24), and

\[
G(E) = \frac{-N_{LL}}{\hbar \omega_c} \left\{ A(E) + i\pi \left[ 1 + 2 \sum_{k=1}^{\infty} (-1)^k \frac{4\pi k t}{\hbar \omega_c} \exp \left( 2\pi i k \frac{E - \Sigma(E)}{\hbar \omega_c} \right) \right] \right\}.
\]

(4.26)
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$A(E)$ is a slowly varying function of energy which can be taken at the Fermi energy: $A(E) \approx A(E_F)$. An exact value of $A(E)$ is not important for conductivity in the Born approximation. Formulas (4.25) and (4.26) can be derived performing the summation over the electron quantum numbers $m \equiv \{n, k_z, k_x\}$ in the definition of the Green’s function:

$$G(r, r, E) = \sum_{n, k_z, k_x} \frac{\Psi_{n, k_z, k_x}^*(r)\Psi_{n, k_z, k_x}(r)}{E - \epsilon(n, k_z) - \Sigma(E)}$$  \hspace{1cm} (4.27)

The electron wave function $\Psi_{n, k_z, k_x}(r)$ in the Landau gauge is approximately given by

$$\Psi_{n, k_z, k_x}(r) = e^{i(k_zx + k_zz)}\sqrt{L_xL_z}\chi_n(y - y_0)\phi(z)$$

where $y_0 = -\frac{\hbar k_x}{eB}$, and the normalization condition $\int_{-\infty}^{\infty} |\chi_n(y)|^2 dy = 1$ should be used to perform the integration over $k_x$ in (4.27). The further calculation of the sum in (4.27) is similar to that in (4.15).

The Born approximation (formula (4.24)) takes into account only the first term of the expansion in the small parameter $\pi U N_{LL}/\hbar \omega_c = \pi f/d$, where $N_{LL}/\hbar \omega_c$ is equal to the electron density of states at the Fermi level in unit volume, $f$ is the scattering amplitude (which is constant at small wave vector $q \ll 1/r_0$, $r_0$ is the range of the impurity potential). For short-range impurities the parameter $f/d$ is usually small.

From (4.24) one can easily see that in the self-consistent Born approximation the imaginary part of the self-energy is proportional to the density of states [86]:

$$-\text{Im}\Sigma^R(\epsilon) = -C_i U^2 \text{Im}G(\epsilon) = \pi C_i U^2 \times \rho(\epsilon).$$  \hspace{1cm} (4.28)

The unknown coefficient $\pi C_i U^2$ in (4.28) is simply related to the average Dingle temperature $T_D$: \(\langle |\text{Im}\Sigma^R(m, \epsilon)| \rangle = \frac{\pi}{2} C_i U^2 \cdot \langle \rho(\epsilon) \rangle = \pi C_i U^2 \cdot (N_{LL}/\hbar \omega_c) (1 + n_R) = \pi k_B T_D\), where the triangular brackets denote the mean value of a quantity inside and $n_R \approx \text{const}$ is the density of the reservoir states that exist in many organic metals due to the open sheets of the FS.

From formulas (4.24-4.26) we get

$$|\text{Im}\Sigma^R(m, \epsilon)| = \pi k_B T_D \left(1 + 2 \sum_{k=1}^{\infty} (-1)^k J_0 \left(\frac{4\pi k t}{h \omega_c} \right) \cos \left(\frac{2\pi k \epsilon^*}{h \omega_c} \right) R_D(k, \epsilon) \right).$$  \hspace{1cm} (4.29)

Together with (4.22) this gives a nonlinear equation for $\text{Im}\Sigma^R(m, \epsilon)$. We can solve it in the strong harmonic damping limit by making an expansion in the small parameter $\left(R_D \sqrt{\hbar \omega_c/2\pi t}^*\right)$ which is an expansion in a small ratio of
oscillating part to the constant part of the density of states (or mean square electron velocity). To treat the slow oscillation accurately one also has to pick up all second-order slowly oscillating terms. We obtain

\[ |\text{Im}\Sigma^R(\epsilon)| \approx \pi k_B T_D \left\{ 1 - 2J_0 \left( \frac{4\pi t}{\hbar \omega_c} \right) \cos \left( \frac{2\pi \epsilon}{\hbar \omega_c} \right) R_{0D} \right\}, \quad (4.30) \]

where \( R_{0D} = \exp \left( -2\pi^2 k_B T_D / \hbar \omega_c \right) \). There is no slowly oscillating second-order term in the self-energy in the Born approximation. At this point the real part of the electron self-energy is important because it cancels the contribution from the entanglement with the oscillations of the Dingle factor (4.22). In the second order in damping factors any combination of the form

\[ \cos \left( \frac{2\pi (\epsilon - \text{Re}\tilde\Sigma^R(\epsilon))}{\hbar \omega_c} \right) \exp \left( -2\pi |\text{Im}\Sigma^R(\epsilon)| \right) = \cos \left( \frac{2\pi \epsilon}{\hbar \omega_c} \right) R_{0D} \quad (4.31) \]

does not produce slowly oscillating term. This statement can be easily checked by substituting (4.24) with (4.26) into (4.31). If one neglected \( \text{Re}\Sigma^R(\epsilon) \) in (4.29) he would get an additional slowly oscillating term

\[ \left\{ -\frac{4\pi^2 k_B T_D}{\hbar \omega_c} J_0^2 \left( \frac{4\pi t}{\hbar \omega_c} \right) R_{0D}^2 \right\} \]

in curly brackets of (4.30) which arise from the entanglement with the oscillating Dingle factor [87] and enters not only the imaginary part of the self-energy but also the density of electron states (see (4.30)). The slow oscillations of \( \rho(\epsilon) \) would result in huge slow oscillations of magnetization which are increased by an additional factor \( \epsilon_F / \hbar \omega_c \). Such huge slow oscillations of magnetization have not been observed on experiment that proves the absence of the second-order slowly oscillating term in (4.30).

Substituting (4.30) and (4.31) into (4.23) we obtain the following expression for the conductivity:

\[ \sigma_{zz} = \sigma_0 \int d\epsilon (-n'_F(\epsilon)) \times \]

\[ \left\{ \frac{1 - \hbar \omega_c}{\pi t} J_1 \left( \frac{4\pi t}{\hbar \omega_c} \right) \cos \left( \frac{2\pi \epsilon^*}{\hbar \omega_c} \right) R_D(\epsilon) \right\} -
\]

\[ \left\{ 1 - 2J_0 \left( \frac{4\pi t}{\hbar \omega_c} \right) \cos \left( \frac{2\pi \epsilon^*}{\hbar \omega_c} \right) R_D(\epsilon) \right\} -
\]

\[ -\frac{2\pi k_B T_D}{t} J_1 \left( \frac{4\pi t}{\hbar \omega_c} \right) \cos \left( \frac{2\pi \epsilon^*}{\hbar \omega_c} \right) R_D(\epsilon) \right\}. \]
where the nonoscillating part of conductivity \( \sigma_0 \approx (e^2 N_{LL}^2 t^2 d^2)/(\hbar^2 \omega_c \pi k_B T_D) \).

If the transfer integral is large enough \( 4\pi t > \hbar \omega_c \) one can use the expansions of the Bessel function at large value of argument:

\[
J_0(x) \approx \sqrt{2/\pi x} \cos \left( x - \frac{\pi}{4} \right), \quad x \gg 1
\]

\[
J_1(x) \approx \sqrt{2/\pi x} \sin \left( x - \frac{\pi}{4} \right), \quad x \gg 1
\]

Then performing again an expansion in the small parameter \( R_D \sqrt{\hbar \omega_c / 2\pi^2 t} \) and making use of the standard trigonometric formulas we get

\[
\sigma_{zz} = \sigma_0 \left\{ 1 + 2\sqrt{\frac{\hbar \omega_c (1 + a^2)}{2\pi^2 t}} \cos \left( \frac{2\pi \mu}{\hbar \omega_c} \right) \times 
\times \cos \left( \frac{4\pi t}{\hbar \omega_c} - \frac{\pi}{4} + \phi_b \right) R_D^\text{tot} R_T + 
\right. 
\left. + \frac{\hbar \omega_c}{2\pi^2 t} R_D^2 \sqrt{1 + a_s^2} \cos \left[ 2 \left( \frac{4\pi t}{\hbar \omega_c} - \frac{\pi}{4} + \phi_s \right) \right] \right\},
\]

where the phase shift of the beats is

\[
\phi_b = \arctan (a); \quad a = \frac{\hbar \omega_c}{2\pi t} \left( 1 + \frac{2\pi^2 k_B T_D}{\hbar \omega_c} \right),
\]

and the phase of slow oscillations is

\[
\phi_s = \arctan (a_s) / 2 \quad \text{where} \quad a_s = \hbar \omega_c / 2\pi t.
\]

The temperature smearing factor is given by the usual L-K expression:

\[
R_T = \frac{2\pi^2 k_B T/\hbar \omega_c}{\sinh \left( 2\pi^2 k_B T/\hbar \omega_c \right)}.
\]

It appear in the fast Shubnikov oscillations after the integration of a rapidly oscillating function of energy with the Fermi distribution function. The slowly oscillating term depends only on the transfer integral \( t \) and is independent of energy. Hence, it does not acquire any temperature smearing.

The superscript "tot" after the Dingle-type damping factor \( R_D^\text{tot} \) of the fast quantum oscillations means that this damping factor comes not only from the short-range impurities but from all crystal imperfections such as macroscopic sample inhomogeneities and other long-range defects. These inhomogeneities lead to macroscopic spatial variations of the electron energy \( \epsilon^* \) in formula (4.23) which is equivalent to a local shift of the background energy. The total signal is an average over the entire sample and these local shifts lead
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to the damping of magnetic quantum oscillations similar to the temperature smearing. Since the slow oscillations do not have fine dependence on electron energy, they are not affected by this type of smearing and the corresponding Dingle temperature \( T_D \) of slow oscillations is determined by only short-range scattering. One can therefore estimate the relative contributions from the macroscopic spatial inhomogeneities and long-range defects to the damping of oscillations by comparing \( T_D \) and \( T_{tot}^D \). This role could be quite essential in organic metals. For example, in a sample of \( \beta-(BEDT-TTF)_2IBr_2 \) one had \[74] \( T_{tot}^D = (0.8 \pm 0.02) \text{ K} \) while \( T_D = (0.15 \pm 0.02) \text{ K} \). The relaxation of the electron momentum (leading to resistance) comes mainly from the short-range impurities.

The phase shift (4.34) obtained from the Kubo formula is larger than that of \([66], \text{formula (9)}\] obtained using the Boltzmann transport equation by a factor \( (1 + 2\pi^2 k_B T_D / \hbar \omega_c) \). This difference originate from the additional term \( 2\pi k / \hbar \omega_c \) near \( 1 / |\text{Im} \Sigma_R(\epsilon)| \) in round brackets in the second line of (4.23) that comes from the fast energy dependence of the electron mean square velocity (see discussion after formula (4.23)).

The result (4.33) and (4.35) concerning the slow oscillation does not differ from \([74], \text{formula (4)}\]. However, the present derivation is much more rigorous.

4.2.3 Discussion of the results

Above we performed a detailed calculation of the interlayer magnetotransport in quasi-2D normal metals. The specific features of quasi-two-dimensionality and strong magnetic field result in several new qualitative effects. The standard formula for conductivity (derived for 3D metals but traditionally used also for quasi-2D compounds)

\[
\sigma_{zz}^{3D} = \sigma_0 \left\{ 1 + 2 \sqrt{\frac{\hbar \omega_c}{2\pi^2 t}} \cos \left( \frac{4\pi t}{\hbar \omega_c} - \frac{\pi}{4} \right) \right\} R_T R_{D} \cos \left( \frac{2\pi \mu}{\hbar \omega_c} \right) \tag{4.36}
\]

describes neither the phase shift of beats nor the slow oscillations.

In fig. 2 I plot the general view of conductivity as function of magnetic field using the new formula (4.33) (a) and the standard 3D formula (4.36) (b). The difference between L-K prediction and the new formula is clearly visible. For example, the outer beat node is shifted from \( B_{node}^{L_K} = 26.7 \text{T} \) to \( B_{node} = 53 \text{T} \). Practically, this means that the outer beat node (expected at 26.7T) may disappear because the field of 53T is reachable only in pulsed magnets at the present time. The parameters in fig. 2 are taken to be close to that of real experiments on \( \beta-(BEDT-TTF)_2IBr_2 \); in other compounds
or at higher tilt angle (where the interlayer transfer integral is less several times) figure 2 is scaled along the x-axis by the same factor. The next node at lower fields is shifted much weaker: from 11.5T to 13.5T. If one uses these two node positions to determine the beat frequency \( F_b \) according to the L-K formula (4.36), which gives:

\[
\frac{B_{\text{node}}}{2F_b} = \frac{4}{(4n - 1)}, \quad n = 1, 2, 3,.., \quad (4.37)
\]

he obtains \( F_b = 9T \) instead of the right answer \( F_b = 10T \). Much larger error one gets if he tries to determine the beat frequency using only one beat node and the formula (4.37). For example, for the outer node \((n=1)\) at \( B = 53T \) one would get \( F_b \approx 20T \) instead of \( F_b = 10T \). The beats of magnetoresistance oscillations in layered compounds are used for estimating the interlayer transfer integral \( 2t = F_b(\hbar \omega_c / B) \) that determines the electronic properties of strongly anisotropic compounds. The field-dependent phase shift of beats may lead to the errors in this estimate. The modification of the formula (4.37) is

\[
\frac{B_{\text{node}}}{2F_b} = \frac{4}{(4n - 1 - 4\phi_b / \pi)}, \quad n = 1, 2, 3,.., \quad (4.38)
\]

where \( \phi_b \) is given by (4.34).

Figure 4.8: Interlayer conductivity given by formula (4.33) (Fig. 2a) and by the standard L-K formula (Fig. 2b) at the same parameters. The difference between the L-K formula and the new formula is very pronounced. The parameters are taken to be relevant to the SdH effect in \( \beta-(\text{BEDT-TTF})_2\text{IBr}_2 \) in tilted magnetic field. The parameters are \( T_D = 0.4K, T_{D^{\text{tot}}} = 1.0K, \ T = 1.2K, \ F_b = 10T \) that corresponds to the tilt angle \( \theta \approx 26^\circ \) or \(-12^\circ\).

The field dependence of the phase shift \( \phi_b \) was studied experimentally in \[66\], and the result was compared with the prediction of the Boltzmann transport equation (fig. 4 of \[66\]). It was noted there that the slope of the fit line
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Figure 4.9: A comparison of the results of different theoretical models with the experimental data on the field dependence of the phase shift of beats. The standard 3D theory gives $\phi_b = 0$. The dash line is the prediction of the Boltzmann transport equation while the solid line is the result of the present theory (see text).

to the experimental points according to the Boltzmann equation corresponds to the value of the transfer integral $t \approx 0.48$ meV or the ratio $\Delta F/F \approx 1/230$ which is 2.3 times less than the value $\Delta F/F = 1/96$ obtained directly from the ratio between the beat and the fundamental frequencies. This discrepancy was attributed to the approximate character of the theoretical model, based on the Boltzmann transport equation. The present theoretical model is much more rigorous.

In fig. 3 a comparison of the different theoretical models with the experimental data on the field dependence of the phase shift of beats $\phi_b(B)$ is shown. The experimental points are taken from [66]). The standard 3D magnetotransport theory gives $\phi_b = 0$. The dash line is the prediction of the Boltzmann transport equation with the value of $t$ taken from the beat frequency. This line cannot fit the experimental points properly. The solid line is the result of the present theory, based on the Kubo formula. It gives much better agreement with the experimental points. However, the last experimental point at the highest field $B = 15.7T$ is not in accord with the theoretical line. This is because at rather high magnetic field the Born approximation fails (due to a strong degeneracy of the LLs) and the result (4.34) becomes only a first-order term in the expansion over $\pi k_B T_D/t$ and $\hbar \omega_c/t$.

The slopes of the solid and the dash lines in fig. 3 are the same (they are determined by the ratio $\hbar \omega_c/2\pi t$). The phase shift in the new approach increases by a constant $\pi k_B T_D/t$. This augmentation contains $T_D$, which is the part of the Dingle temperature arising only from the short-range impurities.
Approximately, the same Dingle temperature enters the slow oscillations. In fig. 3 the value of $T_D \approx 0.15 K$ is taken from the Dingle plot of the slow oscillations [74] (the measurements in [74] were done on the same sample as in [66]).

The present analysis is made when the magnetic field is perpendicular to the conducting layers. A finite tilt angle $\theta$ of the magnetic field with respect to the normal to the conducting planes may be approximately taken into account by rescaling the Landau level separation, $\omega_c \rightarrow \omega_c \cos \theta$, and of the warping of the Fermi surface [89], $t(\theta) = t(0) J_0(k_F d \tan \theta)$, where $k_F$ is the in-plane Fermi momentum. But this is only a semiclassical approximation based on the assumption that the FS remains the same. The quantum mechanical calculation of the dispersion relation in tilted magnetic field in the first order of the transfer integral gives [90] $t(\theta)/t(0) = \exp \left(-\frac{g^2}{4}L_0^0 \left(n \frac{g^2}{2}\right)\right)$, where $g \equiv d \tan \theta/a_H$, $a_H = \sqrt{\hbar c/eB_z}$ is the magnetic length and $L_n^0(x)$ is Laguerre polynomial. This result is also approximate, but it works satisfactory at not too great tilt angles. In the limit $n \rightarrow \infty$ the above two results coincide.

In the above calculations we omit the spin splitting. Since the impurity scattering is spin-independent, one can take the spin splitting into account by the replacement in the final answer: $\sigma_{zz}(\mu) \rightarrow [\sigma_{zz}(\mu - \Delta_B) + \sigma_{zz}(\mu + \Delta_B)]/2$ where $\Delta_B = e\hbar B/m_e c$ is the shift of the Fermi level due to the spin-splitting (the conductivity given by formulas (4.15) and (4.33) already has factor 2 due to two spin orientation).

The entanglement with the oscillations of chemical potential contributes an additional temperature-dependent term to the slow oscillations of conductivity. This term can be easily obtained by substituting (3.57) into (4.33). However, this term has additional damping factors $R_T^2$ and $(R_T^0/R_D)^2$ compared to the main slowly oscillating term. Therefore, this correction is as small as the second harmonic of Shubnikov oscillations is, and we can neglect it.

The slow oscillations do not appear in magnetization because there is no suitable entanglement of different oscillating quantities in magnetization. The magnetization being a thermodynamic quantity is completely determined by the electron density of states. However, the density of states does not have slowly oscillating terms. The mixing with the oscillations of the chemical potential, or with those of the Dingle factor and of $\text{Re} \Sigma^R(\epsilon)$ does not also lead to slow oscillations of magnetization (see Appendix, section 3).

The above analysis does not take into account the vertex corrections. In our case (of point-like impurity scattering) this is right because, according to the Ward identity, the vertex $\tilde{\Gamma}(m, E) = \tilde{\rho} + m \tilde{\nabla}_p \Sigma^R(m, E)$. Hence, if the retarded self-energy depends only on energy, the vertex corrections are zero. The fact that $\Sigma^R(m, \epsilon)$ is approximately a function of energy $\epsilon$ only is
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A consequence of the short-range (or point-like) impurity potential. In the three-dimensional case without magnetic field the vertex corrections produce an additional factor \((1 - \cos \alpha)\) in the transport scattering relaxation time \((\alpha\) is the scattering angle). But the scattering probability is independent of the scattering angle in the case of point-like impurities and the additional term \(\propto \cos \alpha\) vanishes after the integration over angles. Hence, the vertex corrections vanish.

In derivation of the formula (4.33) only first- and second-order terms in the small damping factors \(R_T\) and \(R_D\) were taken into account, assuming the harmonic damping to be strong. This is valid in the most experiments on quasi-2D organic metals where the amplitude of the second harmonic does not usually exceed 5% of the first harmonic. Formula (4.23) is valid at arbitrary harmonic damping.

So, the proposed theoretical description is valid in a large range of parameters which one has in real experiments on quasi-2D metals.

To summarize, in this section a quantitative theory of the Shubnikov - de Haas effect in quasi-2D metals is developed. The calculation is based on the Kubo formula that is more accurate than the calculation based on the Boltzmann transport equation, and gives much better agreement with experiment (see fig. 3). The final result is given in the analytical form, that allows a convenient comparison with any experimental data. The formulas (4.33-4.35) and (4.38) describe the general features of quasi-2D magnetoresistance and are applicable not only to the organic metals, but also to the heterostructures, intercalated compounds and other layered or quasi-2D metals. The property of the slow oscillations to remain at much higher temperatures than that of the usual quantum oscillations may be useful for studying the layered high-temperature superconductors.
Chapter 5

Discussion and prospects

Above we have summarized and extended a theory of magnetic quantum oscillations in 2D and quasi-2D compounds. These results are applicable to describing these oscillations in heterostructures, intercalated graphites, strongly anisotropic organic metals and other 2D or quasi-2D electron systems. The electronic properties of these compounds attract considerable interest and very many experiments are performed on magnetic quantum oscillations in these materials. Hence, the theory of the MQO in quasi-2D compounds is of great importance. The proposed results substantially improve and generalize the existing theories. The new results on magnetization (chapter 3) are applicable at arbitrary LL broadening, arbitrary temperature and spin-splitting, arbitrary reservoir density of states that exist, for example, in organic metals due to the additional open sheets of the Fermi surface. The theory of the Shubnikov - de Haas effect in quasi-2D metals (proposed in chapter 4) explains for the first time two very prominent qualitative deviations of the actual interlayer conductivity oscillations from the standard (and the only existing) 3D theory of this effect. It is shown that the quasi-two-dimensionality has a strong qualitative effect on magnetic quantum oscillations, especially on those of superconductivity. The comparison with the experimental data makes a strong proof of the proposed theory. Nevertheless, there are still many open questions and many effects are not considered in this thesis. Some of them are listed below.

1. Magnetic breakdown

One of these questions concerns the magnetic breakdown effects [for an introductory review see, for example, [1], Ch. 7]. The geometry of the FS of many quasi-2D ET-based organic metals implies also a magnetic breakdown, i.e. quantum tunneling of electrons from open sheets to closed orbits and vice versa. The magnetic breakdown effects have been observed in dif-
ferent ET-salts both in dHvA and in SdH measurements [e.g. [94]]. The most intriguing result of these studies is the observation of the so-called "forbidden frequencies" in the fast Fourier transform (FFT) of the dHvA and SdH oscillations, i.e. frequencies which are completely prohibited in the coupled-network model of magnetic breakdown (MB) developed by Pippard and Falikov and Stachowiak since they mean an abrupt reversion of the sense of rotation in the magnetic field. First, the forbidden frequencies were proposed to be due to oscillations of the chemical potential [95]. Then these forbidden frequencies were explained in terms of magnetic-field-dependent interaction of electronic states from the two partially occupied bands near the Fermi energy [96]. Even though some numerical calculations were done, no strict analytical study of this problem exists so far. In the LK theory, external magnetic field only fixes the cross-section of the FS. Contrary to this, the coherent magnetic breakdown changes the FS, and Landau bands appear which vary with the field. This phenomenon may be responsible for the "forbidden" frequencies both in dHvA and SdH oscillations and for many other interesting effects.

2. The interplay between the charge- or spin-density waves and the MQO

Open sheets of the FS in many organic metals can be nested which gives rise to the charge-density- (CDW)- or spin-density- waves (SDW). Both SDW and CDW drastically affect the quantum magneto oscillations (MQO) in ET-salts since they take place at the FS. In particular, opening of the Peierls gap at 1D open sheets would strongly decrease the magnetic breakdown probability of tunnelling on 2D sections of the FS, an thereby strongly affect MQO in ET-salts. Moreover, such a gap changes chemical potential oscillations. Some interesting observations of the interplay between the MQO and the density waves were reported in years. For example, the phase inversion of the Shubnikov oscillations at the point of a phase transition to density wave state or the stabilization of the chemical potential oscillations by the spin-density wave have been observed on some ET-salts. A hysteresis in magnetization [92] can probably also be attributed to this interplay. The commensurate and incommensurate DWs have different effects on chemical potential oscillations[93]. The interaction between the density waves and magnetic oscillations thus leads to new interesting effects that may be used to determine the nature of the phase transitions or to get information about the new electronic states. But there is no reliable theoretical description of these effects.

Another significant effect is the formation of magnetic field-induced charge-density-wave phases (FICDW) in quasi-2D organic compound[97]. Only very recently first experimental indications were reported[98] that unique FICDW
phenomenon is likely to exist in the pressurized a-(ET)2KHg(SCN)4. A detailed theory of this effect does not exist but it would be important for experimental observations and a study of this phenomenon.

3. Interplay of superconductivity and MQO

In many quasi-2D ET-based organic metals superconductivity can coexist with magnetic quantum oscillations. There are two kinds of problems in this context. First, what the effect of the superconductivity on the MQO is and vice versa. For more detail on this subject see, e.g. [37] and references therein.

The second even more intriguing question is the new unusual superconducting phases in quasi-2D organic superconductors. These are the "reen-trant" superconductivity and the FFLO (Fulde-Ferrell-Larkin-Ovchinnikov) phase. Although they are of no immediate concern to quantum oscillations, I will make some remarks about these phases.

It is a point of a great interest that, in addition to the textbook Landau quantization of electron’s energy in a magnetic field perpendicular to the conducting planes, some novel kind of quantum effects can be observed in quasi-2D (ET)-based materials in a parallel magnetic field. As was recently shown theoretically [99] quantum effects resulting from Bragg’s reflections of electrons moving along open parts of the FS in a parallel magnetic field are crucial to magnetic properties of quasi-2D compounds. They result in an effective change of space dimensionality and, for example, lead to surviving of superconductivity in magnetic fields much higher than the quasi-classical upper critical field, Hc2. As was shown in the above-mentioned paper, superconducting temperature can even increase with increasing magnetic field. Recently survival of superconductivity at $H > Hc2$ was discovered in a layered Q1D (TMTSF)$_2$PF$_6$ superconductor [100]. All of this makes quasi-2D (ET)-based superconductors very attractive for a search for a novel high magnetic field superconducting phase surviving at $H > Hc2$.

Another unusual superconducting phase – the non-uniform FFLO state can also exist in some quasi-2D (ET)-based compounds since, as was shown in [101], since the existence of open sheets of the FS in quasi-2D compounds stabilizes the FFLO phase. Despite that the non-uniform FFLO state was predicted long time ago [102], all attempts to discover it have not been fully successful so far. The reason is that the peculiar properties of the LOFF phases are not well understood and, thus, it is experimentally difficult to distinguish the appearance of the LOFF phase from other possibilities. Recently, both experimental attempts to reveal the FFLO phase and theoretical studies (see for, example, [103]) of its properties have been much intensified. It was shown that in low-dimensional superconductors the region of stability of the FFLO phase is much wider than in the 3D case. In partic-
ular, in Q1D (TMTSF)$_2$PF$_6$ superconductors the LOFF phase is stable at $H_p < H < 2.5H_p$ [101]. Since a number of quasi-2D organic superconductors have both quasi-2D and Q1D parts of the FS, we expect that the LOFF phase can exist in a broad range of magnetic fields. There are reports of first experimental evidence that the LOFF phase exists in (ET)-based superconductors [104]. Nevertheless, due to a lack of key-point experimental test and strong 2D fluctuations in high parallel magnetic field, all reported experimental observations of the LOFF phase are still questionable.

In the present work all these 3 kinds of effects are not considered because it is a somewhat different field. There is a large variety of compounds where these effects do not exist. However, even in the normal state there are still some open questions. The most important of them, in my opinion, are: the effects of magnetic field tilting (with respect to normal to the conducting planes) and the so-called "noncoherent" regime of interlayer magnetotransport in which the interlayer transfer integral is less than $\frac{\pi \hbar}{\tau}$ where $\tau$ is the electron relaxation time. In addition, a more accurate calculation of the electron self-energy is needed for a reliable quantitative description; it should take into account scattering on lattice imperfections of different types and, if possible, the electron-electron interaction.

**Angle-dependent magnetoresistance oscillations**

Due to the strong anisotropy, the magnetoresistance in ET-salts has strong dependence on the tilt angle of the magnetic field with respect to the conducting planes. Conductivity on both the 1D and 2D sheets of the FS shows this strong dependence. The resistance on the 1D sheets of the FS shows pronounced oscillations as a function of tilt angle of magnetic field, while on the quasi-2D sheets the beat frequency of the MQO depends strongly on this tilt angle. The existing theoretical models of the angular dependence of magnetic quantum oscillations are based on the quasi-classical approximation or on the assumption that interlayer hopping probability is much less than the cyclotron frequency. These approximations cover only narrow ranges of parameters and are not applicable in many interesting cases. For example, they are not applicable to describing the MQO when the interlayer transfer integral is comparable to the cyclotron energy, especially near the zeros of the main term of the interlayer transfer integral.

On the other hand, most experiments on MQO in ET-salts are performed in tilted magnetic field. A dHvA study based on the torque measurements can be run only in tilted field. Hence, without a reliable theoretical description of the angular dependence of MQO the quantitative comparison between theory and experiment is impossible. Moreover, the angular dependence of magnetoresistance oscillations can provide additional information about the electronic properties of compounds. Hence, this question is important both
for magnetization and conductivity oscillations. Actually, this question is already under study but this segment of research is not completed yet.

**Electronic density of states in quasi-2D ET-salts**

The problem is to propose an accurate calculation of the density of states in quasi-2D compounds (ET-salt or heterostructures) taking into account their layered structure, different scattering mechanisms and (if possible) electron-electron interactions.

The existing DoS calculations based on the point-like impurity approximation can not explain why the DoS oscillations are so smooth. This may be due to other scattering mechanisms, due to approximations used in the calculations or due to many-particle effects. It would be going beyond the accuracy to treat the oscillations of the Dingle temperature before clearing up this question. Nevertheless, the oscillations of the Dingle temperature are shown (in Sec. 4.2.3) to be important for a quantitative analysis of slow oscillations.

Another problem is to take into account the diagrams with the intersection of the impurity line and the vertex corrections in the calculation of conductivity in magnetic field. This may be important as the transfer integral becomes less than the cyclotron energy. But the complete solution of this problem is very complicated and comparable to the complete description of the integer quantum Hall effect. To avoid this obstacle the results are intended for the case of rather large transfer integral. Fortunately, slow oscillations and the beats exist in just this case.
Chapter 6

Summary

This Ph.D. thesis is devoted to the theory of magnetic quantum oscillations in quasi-two-dimensional (quasi-2D) compounds. This problems became important last decades because of interest in strongly anisotropic materials. These materials are quasi-two-dimensional organic metals and heterostructures, intercalated compounds and high-$T_c$ superconductors. All these compounds are very promising for both physics and technology. The thesis contains many new results in the theory of quasi-2D de Haas-van Alphen (dHvA) and Shubnikov - de Haas (SdH) effects.

Chapter 1 is an introduction into the problem. This chapter contains a short review of the standard approaches to the theory of dHvA and SdH effects: the 3D Lifshitz-Kosevich formula, Shoenberg’s formula and the simplest approach to the 3D SdH effect. The standard 3D theory of magnetic quantum oscillations turned out to be inappropriate in two- or quasi-two-dimensional compounds. The geometry of the 2D or quasi-2D Fermi surface (correspondingly, the cylinder and the warped cylinder along the Landau levels in momentum space) leads to qualitative differences with the 3D case. These differences are explained in detail (simply and with many pictures) in the first and second chapters. Two-dimensional Shoenberg’s formula does not take into account the chemical potential oscillations, and is certainly not applicable to the quasi-2D case when the warping of the Fermi surface cylinder is comparable to the cyclotron energy.

In the second chapter a simple analysis of the behavior of the chemical potential and magnetization in 2D electron gas in magnetic field is presented. We discuss in detail the effects of temperature, spin-splitting, Landau level broadening, finite density of states between Landau levels (due to localized states or the open sheets of the Fermi surface) and finite $k_z$ dispersion. For obviousness, this discussion is supported by many pictures. All these effects have a strong influence on the magnetization oscillations and its envelope.
In the third chapter we present a more general calculation of magnetization oscillations in two and quasi-two-dimensional cases.

In Sec. 3.2 an explicit relation between the oscillating density of electron states and magnetization is derived. This relation, in principle, allows a direct measurement of the shape of the Landau levels. This is of interest because no reliable theoretical calculation of the LL shape in 2D compounds exists despite many attempts to do this have been done. From the theoretical point of view, the density of electron states is an intermediate step in the calculation of physical observables (such as specific heat, magnetization, acoustic attenuation etc.). Therefore, a test of the theoretical model on this intermediate step would be of essential importance). The procedure of extracting of the density of states from the magnetization curve is discussed in Sec. 3.1.2. In Sec. 3.1.3 I propose an experimental test of the one-particle approximation (approximation where the electron-electron (more rigorously, quasi-particle) interactions are neglected; this approximation is traditionally used to describe the magnetic quantum oscillations). In Sec. 3.1.4 the envelopes of the magnetization oscillations are calculated at finite temperature and for two different shapes of the Landau levels. The envelope (i.e. the magnetic field dependence of the amplitude) of the magnetization oscillations is the most evident from the experiment and, hence, is of an essential interest also.

In Sec. 3.2 the general formula of magnetization oscillations in quasi-2D compounds is derived. This formula takes into account arbitrary temperature and LL broadening, oscillations of chemical potential at arbitrary electron reservoir arising from the open sheets of the Fermi surface in many organic metals, arbitrary spin-splitting and warping of the Fermi surface. This formula describes the magnetization oscillations at the conditions very close to those of real experiments. Therefore, this result is important. Additional analysis (starting from this formula) is done in different limiting cases. For example, at zero temperature and warping of the Fermi surface one can solve the equations for the chemical potential and, hence, write down simple explicit formulas for magnetization at different values of the electron reservoir that may be important for an analytical study of different effects, for example, the influence of the chemical potential oscillations on magnetotransport.

Chapter 4 is devoted to magnetotransport phenomena in quasi-2D metals. The difference between the 3D and 2D magnetotransport is drastic. Very many books and reviews have been written already on the two-dimensional transport phenomena in magnetic field. Nevertheless, the intermediate case of quasi-2D metals has not received any special attention. No theory of the quasi-2D magnetotransport existed, and even qualitatively new effects were not understood. Chapter 4 of this Ph.D. thesis presents a development of
such a theory. Two different approaches have been applied to this problem: the Boltzmann transport equation (section 4.1) and a more rigorous calculation using the Kubo formula (section 4.2). Two novel qualitative effects in quasi-2D magnetotransport (namely, the slow oscillations of conductivity and the phase-shift of the beats) are explained and studied. A detailed comparison of the obtained theoretical results with the experimental data is performed. This comparison proves beyond doubts the proposed theoretical model. In simple words, contrary to the 3D magnetotransport the magnetoo-oscillations of the quasi-2D conductivity are given by not only oscillations of the electron relaxation time but also of the mean electron velocity on the Fermi surface. This results in a phase shift of the beats of the conductivity and magnetization oscillations. Slow oscillations come from the entanglement of the oscillations of different quantities in the conductivity. These slow oscillations do not have the usual temperature damping factor. Their temperature dependence is described in the text. The slow oscillations can be used to (i) determine the role and the value of the long-range potential fluctuations in the sample; (ii) to estimate the chemical potential oscillations; (iii) to get an additional information about the tilt angle dependence of the transfer integral and electron spectrum in layered compounds.

Several open problems and prospects of the theory and applications of quasi-2D magnetic quantum oscillation phenomena are outlined in chapter 5. Some calculations and mathematical formulas that would obscure the simple picture if included in the main text, are moved to the Appendix.
Chapter 7

Some calculations and mathematical formulas

7.1 Transformation of sums over LLs to sums over harmonics

7.1.1 The Poisson summation formula

It is usually convenient to transform a sum over LLs to a sum over harmonics using the Poisson summation formula, [[22] Ch. 9].

In the range $n < x < n + 1$ we can write

$$f(x) = \sum_{s=-\infty}^{+\infty} e^{-2ixs} g_s$$

where

$$g_s = \int_{n}^{n+1} f(x') e^{2ix's} dx'.$$

This is just a Fourier series. Now we can write

$$f\left(n + \frac{1}{2}\right) = \sum_{s=-\infty}^{+\infty} e^{2\pi is(n+1/2)} g_s = \sum_{s=-\infty}^{+\infty} e^{-i\pi s} g_s =
\sum_{s=-\infty}^{+\infty} (-1)^s \int_{n}^{n+1} f(x) e^{2\pi ix s} dx.$$
Now summing this over all intervals of the variable $x$, we have

$$
\sum_{n=0}^{\infty} f\left(n + \frac{1}{2}\right) = \int_0^\infty f(x)dx + 2 \sum_{s=1}^{\infty} (-1)^s \int_0^{+\infty} f(x) \cos(2\pi xs)dx.
$$

(7.1)

This mathematical trick of the transformation of the sum in energy space into the sum over harmonics is useful when the Fermi surface crosses many Landau levels, and magnetization smoothly oscillates with magnetic field. It was introduced into the theory of the dHvA by Landau.

7.1.2 Transformations of sums over LLs to sums over harmonics in the quasi-2D case

To transform sums over LL number into harmonic sums we apply the Poisson summation formula (7.1) that can be rewritten as

$$
\sum_{n=n_0}^{\infty} f(n) = \sum_{k=-\infty}^{\infty} \int_{a}^{\infty} e^{2\pi ikn} f(n) dn, \quad \text{where } a \in (n_0 - 1; n_0).
$$

This formula is valid for arbitrary function $f(n)$. The sum in (4.18) becomes

$$
\sum_{n} |\nu_z(\epsilon, n)| = \sum_{n=0}^{\infty} \frac{d}{\hbar} \frac{\sqrt{4t^2 - \left(\epsilon - \hbar \omega_c (n + \frac{1}{2})\right)^2}}{\hbar \omega_c} = \sum_{k=-\infty}^{\infty} \int_{0}^{\infty} \frac{\hbar \omega_c}{d} \frac{\sqrt{4t^2 - \left(\epsilon - \hbar \omega_c (n + \frac{1}{2})\right)^2}}{\hbar \omega_c} \exp\left(2\pi i k \frac{\epsilon}{\hbar \omega_c}\right) \sqrt{\left(\frac{2t}{\hbar \omega_c}\right)^2 - \left(\frac{\epsilon}{\hbar \omega_c} - n\right)^2}
$$

$$
= \sum_{k=-\infty}^{\infty} \frac{\hbar \omega_c}{d} \sum_{k=-\infty}^{\infty} (-1)^k \exp\left(2\pi i k \frac{\epsilon}{\hbar \omega_c}\right) \int_{-\infty}^{\infty} dx \exp(2\pi ikx) \sqrt{\left(\frac{2t}{\hbar \omega_c}\right)^2 - x^2}
$$

$$
= \sum_{k=-\infty}^{\infty} \frac{\hbar \omega_c}{d} \sum_{k=-\infty}^{\infty} (-1)^k \exp\left(2\pi i k \frac{\epsilon}{\hbar \omega_c}\right) J_1\left(\frac{4\pi kt}{\hbar \omega_c}\right).
$$

(7.2)

In a similar manner, we can also transform the sum

$$
\frac{\pi}{N_{LL}} \rho_0(\epsilon) = \sum_{n=0}^{\infty} \frac{1}{\sqrt{4t^2 - \left(\epsilon - \hbar \omega_c (n + \frac{1}{2})\right)^2}} = \sum_{n=0}^{\infty} \frac{1}{\sqrt{4t^2 - \left(\epsilon - \hbar \omega_c (n + \frac{1}{2})\right)^2}}.
$$

(7.3)
7.2. Calculation of magnetization and its envelope in the quasi-2D case at weak warping

In this appendix we calculate magnetization and its envelope at finite warping of the Fermi surface. This warping \( W = 4t \) is the width of the band to which each LL develops due to finite \( k_z \) dispersion. The calculation is performed at finite temperature but at sharp Landau levels. We consider warping to be smaller (not necessarily much smaller) than the energy level separation: \( W < \Delta \). If spin-splitting is a multiple of the cyclotron energy \( \hbar \omega_c \), the energy level separation \( \Delta = \hbar \omega_c \) is just the Landau level separation. Otherwise, there are two different values of the energy level separation, \( \Delta_1, \Delta_2, \Delta_1 + \Delta_2 = \hbar \omega_c \), in accordance with the value of the spin-splitting energy.

7.2.1 Chemical potential

In order to calculate magnetization we need first to obtain an expression for chemical potential \( \mu(B) \). Let us write the number of particles as a sum over all Landau levels with the Fermi distribution function \( f_n \):

\[
N = \frac{ga}{2\pi\hbar} \sum_{n=0}^{\infty} \int_0^{\frac{2\pi}{\Delta}} f_n dp_z ,
\]

where \( g \) is the degeneracy of a LL, \( a \) is the lattice constant in the \( z \) direction (the 2D layer separation in heterostructures) and \( N \) is the number of particles in one layer. The chemical potential is situated between two LLs with energies \( \hbar \omega_c (n_F - \frac{1}{2}) \) and \( \hbar \omega_c (n_F + \frac{1}{2}) \) where \( \omega_c = eB/m^*c \) is the cyclotron frequency. Since we assume \( \hbar \omega_c \gg kT \), only these two Landau levels make contribution to thermodynamics. Thus, we can set \( f_n = 1 \) for all
n < n_F - 1 and \( f_n = 0 \) for all \( n > n_F \):

\[
N = (n_F - 1)g + \frac{ga}{2\pi\hbar} \int_0^{2\pi} \left(f_{n_{F-1}} + f_{n_F}\right) dp_z.
\]

The energy of electron is given by \( E = \hbar \omega_c (n + \frac{1}{2}) + E_z \), where \( n \) is the number of the LL and the term \( E_z = \frac{W}{2} \left[1 - \cos(p_z a/\hbar)\right] \) gives the dependence of energy on the momentum along the \( z \) axis. For ideal two-dimensional case we have \( W = 0 \), and \( W \neq 0 \) takes into account warping of the Fermi surface. Later for convenience we shall use another expression for \( E_z \):

\[
E_z = \frac{W}{2} \cos \left(\frac{p_z a}{\hbar}\right). \tag{7.6}
\]

The difference between expression (7.6) and the previous one consists in only a shift of the starting point of energy by a constant \( W/2 \) (which of course does not change any physical result) and a shift of the starting point of quasi-momentum \( p_z \) by \( \pi \hbar / a \) (that makes no difference because of the subsequent integration over the full period of \( p_z \)). Substituting the expression for \( f_n = 1 \) into Eq. (7.5) we find

\[
\frac{N}{g} - (n_F - 1) = \frac{1}{2\pi} \int_0^{2\pi} dy \frac{1}{1 + \exp(X_F - \alpha) \exp(\frac{W}{2kT} \cos y)} + \frac{1}{2\pi} \int_0^{2\pi} dy \frac{1}{1 + \exp(X_F + \alpha) \exp(\frac{W}{2kT} \cos y)}, \tag{7.7}
\]

where \( y = p_z a/\hbar \), \( X_F = \frac{\hbar \omega_c n_F - \mu}{kT} \), and \( \alpha = \frac{\hbar \omega_c}{2kT} \). In order to calculate the integral we will use the condition

\[
\exp \left(-\alpha + \frac{W}{2kT} \pm X_F\right) \ll 1 \tag{7.8}
\]

which, as will be shown later, is equivalent to \( \sqrt{\alpha} \gg 1 \) and even for \( W \sim \hbar \omega \) is usually met in experiments. Hence, one can expand (7.7) in small parameter \( 7.8 \) keeping only the first two terms:

\[
\frac{N}{g} - (n_F - 1) = \frac{1}{2\pi} \int_0^{2\pi} \left[1 - e^{X_F - \alpha} \exp \left(\frac{W \cos y}{2kT}\right) + e^{-X_F - \alpha} \exp \left(-\frac{W \cos y}{2kT}\right)\right] dy = \left. 1 - e^{-\alpha} \cdot 2 \sinh X_F \cdot I_0 \left(\frac{W}{2kT}\right)\right. \tag{7.9}
\]

where \( I_0(W/2kT) \) is the modified Bessel function of argument \( W/2kT \). The sign in the exponents \( \exp(\pm W/2kT \cos y) \) in (7.9) makes no difference because
of the integration over symmetric values of \( \cos y \) (and one can replace \( \cos y \) by \( -\cos y \) in the integrand). Now we have

\[
\frac{N}{g} - n_F = \tilde{n} = -e^{-\alpha} \cdot 2 \sinh X_F \cdot I_0 \left( \frac{W}{2kT} \right).
\]  

(7.10)

Later we use the notation \( \tilde{n} = \frac{N}{g} - n_F \). Equation (7.10) can be easily solved with respect to chemical potential:

\[
\sinh X_F = -\frac{\tilde{n}e^{\alpha}}{2I_0 \left( \frac{W}{2kT} \right)}, \Rightarrow \mu = \hbar \omega_c n_F + kT \arsh \left( \frac{\tilde{n}e^{\alpha}}{2I_0 \left( \frac{W}{2kT} \right)} \right).
\]  

(7.11)

Let us see the limiting cases of the obtained expression for \( \mu \). For this purpose we need the asymptotic behavior of the modified Bessel function:

\[
I_0(x) = 1 + \frac{x^2}{4} + \cdots, \quad x \ll 1
\]  

(7.12)

\[
I_0(x) = \exp(x) \cdot \sqrt{\frac{1}{2\pi x}}, \quad x \gg 1.
\]  

(7.13)

For \( \frac{W}{2kT} \ll 1 \), formula (7.11) coincides with the expression for chemical potential without warping of the Fermi surface [17]

\[
\mu = \hbar \omega_c n_F - kT \ln \left( \frac{-\tilde{n} \cosh \alpha + \sqrt{1 + \tilde{n}^2 \sinh^2 \alpha}}{1 + \tilde{n}} \right)
\]

To show this we simplify this expression using \( \tilde{n}e^\alpha \gg 1 \):

\[
\mu = \hbar \omega_c n_F - kT \ln \left[ \frac{-\tilde{n} \cosh \alpha + \tilde{n} \cosh \alpha \cdot \left( 1 + \frac{1 - \tilde{n}^2}{2\tilde{n}^2 \cosh^2 \alpha} \right)}{1 + \tilde{n}} \right]
\]

\[
= \hbar \omega_c n_F - kT \ln \left( \frac{2\tilde{n} \cosh \alpha}{1 - \tilde{n}} \right) \simeq \hbar \omega_c n_F - kT \ln \left( \frac{\tilde{n}e^{\alpha}}{1 - \tilde{n}} \right).
\]  

(7.14)

Taking into account identity \( \text{asinh} x = \ln(x + \sqrt{1 + x^2}) \) and inequality \( \tilde{n}e^\alpha \gg 1 \) we can rewrite formula (7.11) in the form

\[
\mu = \hbar \omega_c n_F - kT \ln(\tilde{n}e^{\alpha}).
\]

In the limit \( \tilde{n} \ll 1/\sqrt{\alpha} \), when formula (7.11) is valid, it then coincides with (7.14).
7.2.2 Magnetization

For calculating the thermodynamic potential we use its definition:

\[ \Omega = -kT \frac{g a}{2\pi \hbar} \int_{0}^{2\pi} \frac{2\pi}{\hbar} \sum_{n=0}^{\infty} \ln \left(1 + e^{\frac{\mu - E_n(p_z)}{kT}}\right) \, dp_z \]  (7.15)

The calculation of the sum and the integral is analogous to the procedure used for chemical potential.

Making the expansion over the same small parameter \( \exp(-\alpha + \frac{W}{2kT} \pm X_F) \ll 1 \) and separating the contribution from the last two LLs we obtain

\[ \Omega = g \sum_{n=0}^{n_F - 2} (\hbar \omega_c (n + \frac{1}{2}) - \mu) + \]

\[ + \frac{gkT}{2\pi} \int_{0}^{2\pi} \left[(X_F - \alpha + \frac{W}{2kT} \cos y) - e^{X_F - \alpha} \exp(\frac{W}{2kT} \cos y)\right] \, dy \]

\[ + \frac{gkT}{2\pi} \int_{0}^{2\pi} \left[-e^{-X_F - \alpha} \exp(\frac{-W}{2kT} \cos y)\right] \, dy \]

After taking the integrals and the sum we finely obtain

\[ \Omega = g \left[\frac{n_F^2}{2} \hbar \omega_c - \mu n_F\right] - gkT e^{-\alpha} \cdot 2 \cosh X_F \cdot I_0 \left(\frac{W}{2kT}\right) . \]

It is easy to check that in the limit \( \frac{W}{2kT} \ll 1 \) and \( \tilde{n} \ll 1 \) this formula coincides with the expression for thermodynamic potential in the 2D case of ideally cylindric Fermi surface[17]

\[ \Omega = g \left[\frac{n_F^2}{2} \hbar \omega_c - \mu n_F + \frac{1}{2} \hbar \omega_c - kT \ln (2 \cosh X_F + 2 \cosh \alpha)\right] \]

(to check this equivalence one should use \( \cosh X_F \approx \frac{\tilde{n} e^\alpha}{2I_0(\frac{W}{2kT})} \ll \cosh \alpha \) ).

Free energy:

\[ F = \Omega + \mu N = \]

\[ = g \left\{ \frac{n_F^2}{2} \hbar \omega_c + \left(\frac{N}{g} - n_F\right) \mu - kT e^{-\alpha} \cdot 2 \cosh X_F \cdot I_0 \left(\frac{W}{2kT}\right) \right\} . \]

Now we can calculate the magnetization,

\[ M = -\frac{\partial F}{\partial B} = -\frac{\partial F}{\partial \omega_c} \frac{e}{m^* c} - \frac{\partial F}{\partial g} \frac{S}{\Phi_0} - \frac{\partial F}{\partial \mu} \frac{\partial \mu}{\partial B} \]  (7.16)
(where $S$ is the area of the sample and $\Phi_0$ is the magnetic flux quantum). Now one only has to take this derivative accurately. We won’t describe this procedure in detail but write out some intermediate steps for making it easier to follow the calculations:

1. 
\[
\frac{\partial F}{\partial \omega_c} = g \hbar \left\{ \frac{n_F^2}{2} + e^{-\alpha} \cdot I_0 \left( \frac{W}{2kT} \right) \left[ \cosh X_F - 2n_F \sinh X_F \right] \right\}
\]

2. 
\[
\frac{\partial F}{\partial g} = \hbar \omega_c \frac{n_F^2}{2} - \mu n_F - kT \cdot 2 \cosh X_F \cdot I_0 \left( \frac{W}{2kT} \right) = -\hbar \omega_c \frac{n_F^2}{2} - n_F kT \cdot \arsh \left( \frac{\tilde{n} e^\alpha}{2I_0(\frac{W}{2kT})} \right) - kT e^{-\alpha} \cdot 2 \cosh X_F \cdot I_0 \left( \frac{W}{2kT} \right)
\]

3. 
\[
\frac{\partial F}{\partial \mu} = g \left[ \tilde{n} + e^{-\alpha} \cdot I_0 \left( \frac{W}{2kT} \right) \cdot 2 \sinh X_F \right] = 0 \quad \text{(see (7.10))}
\]

Substituting this into (7.16) and taking into account $g h \frac{\alpha}{m^* c} = \hbar \omega_c \frac{S}{\Phi_0}$, we get

\[
M = \frac{S}{\Phi_0 \hbar \omega_c} \left\{ -n_F \tilde{n} + \frac{n_F}{2\alpha} \arsh \left( \frac{\tilde{n} e^\alpha}{2I_0(\frac{W}{2kT})} \right) + e^{-\alpha} \cdot I_0 \left( \frac{W}{2kT} \right) \cdot \cosh X_F \cdot \left( -1 + \frac{1}{\alpha} \right) \right\}
\]

(7.17)

This is the expression for magnetization with warped Fermi surface. The only restriction on the magnitude $W$ of the warping is that it must not be greater than the energy difference between LLs.

Formula (7.17) is valid only in the narrow region

\[
\tilde{n} \ll I_0 \left( \frac{W}{2kT} \right) e^{\frac{W}{2kT}} \simeq \min \left\{ \sqrt{\frac{kT}{\pi W}}, 1 \right\}, \quad (7.18)
\]

where the condition (7.8), $\exp(-\alpha + \frac{W}{2kT} \pm X_F) \simeq \frac{\tilde{n} e^\alpha}{I_0(\frac{W}{2kT})} \ll 1$, is satisfied.

What we are interested in is the envelope of magnetization oscillations, i.e. the amplitude of these oscillations as a function of magnetic field, temperature and the size of warping, because experiments detect only this amplitude. To calculate this amplitude one only need to know the values of maxima and minima of magnetization oscillations. So if these extrema of magnetization get into these narrow regions of $\tilde{n}$ or $B$, then we can use formula (7.17) to calculate the envelope. As will be shown later, these extrema of $M(B)$ occur at $\tilde{n} \simeq \frac{1}{2\alpha}$, so that condition (7.18) is usually satisfied (this restriction for $W \sim \hbar \omega_c$ is equivalent to $\sqrt{\alpha} \gg 1$).
7.2.3 The magnetization envelope

Let us turn to calculating the envelope of \( M(B) \). Since \( |\sinh X_F| = |-\tilde{n}e^\alpha /2I_0(W_{2kT})| \gg 1 \), we have \( \cosh X_F \approx |\sinh X_F| = |\tilde{n}e^\alpha /2I_0(W_{2kT})| \), and the expression for magnetization (7.17) can be replaced by

\[
M = \frac{S}{\Phi_0} \hbar \omega_c \left\{ -\tilde{n}(n_F + 1) + \frac{n_F}{2\alpha} \text{arsh} \left( \frac{\tilde{n}e^\alpha}{2I_0(W_{2kT})} \right) \right\} = \frac{SE_F}{\Phi_0} \left\{ -\tilde{n}(1 + \frac{1}{n_F}) + \frac{1}{2\alpha} \text{arsh} \left( \frac{\tilde{n}e^\alpha}{2I_0(W_{2kT})} \right) \right\} \tag{7.19}
\]

where \( E_F \) is the Fermi energy of electrons without magnetic field. In order to find the amplitude of magnetization oscillations one has to differentiate (7.19) with respect to \( B \). Taking into account that \( n_F(B) = \text{const} \) for each interval of \( B \) where the extrema occur, we find

\[
\frac{\partial M}{\partial B} \approx \frac{\hbar \omega_c g n_F}{B} \left\{ n_F + \frac{3}{2} - \frac{n_F}{2\alpha} \frac{1}{|\tilde{n}|} \right\} = 0 , \quad \Rightarrow \quad \tilde{n}_{ex} = \pm \frac{1}{2\alpha n_F + 3/2} . \tag{7.20}
\]

The values \( B_{ex} \) of magnetic field at which magnetization \( M \) has extrema are given by

\[
B_{ex} = B^* \left( 1 \pm \frac{1}{2\alpha(n_F + 3/2)} \right) . \tag{7.21}
\]

To obtain the envelope of magnetization one should substitute extreme values of \( \tilde{n}_{ex} \) into (7.19):

\[
M_\pm = \pm \frac{SE_F}{2\Phi_0} \left\{ \frac{1}{\alpha} \text{arsh} \left( \frac{e^\alpha}{4\alpha I_0(W_{2kT})} n_F + 3/2 \right) - \frac{1}{\alpha} \frac{n_F + 1}{n_F + 3/2} \right\} . \tag{7.22}
\]

All the above calculations were made for spinless electrons. To generalize them one should substitute all \( \hbar \omega_c \) in the resulting formula by the real distances between energy levels; this takes into account the spin splitting. These distances will depend periodically on magnetic field, and this period in the energy scale is equal to the LL separation. If the spin-orbit interaction is weak compared to the cyclotron energy, the spin up states add one level between each two LLs with spin down no matter what the ratio of spin splitting energy to the distance between LLs is (we assume that g-factor of electrons is independent of magnetic field). In special cases, when the spin
splitting energy is just n-times the distance between LLs (with the precision of the temperature or the LL broadening), formula (7.22) acquires only a factor 2, because the effect of spin on magnetization oscillations in this case is only to double the degeneracy of the LLs. Then we get formula (2.19) for the envelope of magnetization oscillations.

7.3 The absence of slow oscillations in magnetization

The first harmonic of the oscillating part of magnetization is given by (3.59) (from [38], formula 6)

$$
\tilde{M}(B) = \frac{2N_{LL}\varepsilon_F}{\pi B} \sin \left( \frac{2\pi (\varepsilon_F + \tilde{\mu}(B))}{\hbar\omega_c} \right) J_0 \left( \frac{4\pi t}{\hbar\omega_c} \right) R_T R_S R_D(\varepsilon_F). \tag{7.23}
$$

where the oscillating part of the chemical potential is given by (3.57) (from [38], formula 5)

$$
\tilde{\mu}(B) = \frac{\hbar\omega_c}{\pi(1 + n_R(\varepsilon_F))} \times \sin \left( \frac{2\pi (\varepsilon_F + \tilde{\mu}(B))}{\hbar\omega_c} \right) J_0 \left( \frac{4\pi t}{\hbar\omega_c} \right) R_T R_S R_D. \tag{7.24}
$$

The entanglement of magnetization oscillations (7.23) with the oscillations of the Dingle factor (4.22) produces an additional term

$$
\propto \sin \left( \frac{2\pi \varepsilon_F}{\hbar\omega_c} \right) J_0 \left( \frac{4\pi t}{\hbar\omega_c} \right) \times \cos \left( \frac{2\pi \varepsilon_F}{\hbar\omega_c} \right) J_0 \left( \frac{4\pi t}{\hbar\omega_c} \right)
= \frac{1}{2} \sin \left( \frac{4\pi \varepsilon_F}{\hbar\omega_c} \right) J_0^2 \left( \frac{4\pi t}{\hbar\omega_c} \right)
$$

which give rise to the second harmonic but makes zero contribution to the slow oscillations of magnetization.

The entanglement with the oscillations of the chemical potential (7.24) produces the term

$$
\propto \sin \left( \frac{2\pi (\varepsilon_F + \tilde{\mu}(B))}{\hbar\omega_c} \right) - \sin \left( \frac{2\pi \varepsilon_F}{\hbar\omega_c} \right)
= \sin \left( \frac{2\pi \varepsilon_F}{\hbar\omega_c} \right) \left[ \cos \left( \frac{2\pi \tilde{\mu}(B)}{\hbar\omega_c} \right) - 1 \right] + \cos \left( \frac{2\pi \varepsilon_F}{\hbar\omega_c} \right) \sin \left( \frac{2\pi \varepsilon_F}{\hbar\omega_c} \right) J_0 \left( \frac{4\pi t}{\hbar\omega_c} \right) \frac{2R_T R_D}{1 + n_R}
$$

which also contribute only to the second harmonics (or higher harmonics) but not to slow oscillations.
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Zusammenfassung


Der zweite Teil der Dissertation ist einer Theorie der Magnetwiderstandsozillationen in quasi-2D Metallen gewidmet, wobei eine solche Theorie zum ersten Mal entwickelt wird (Kapitel 4). Diese Theorie erklärt zwei qualitativ neue Effekte, namentlich die Phasenverschiebung der Schwel-
Zusammenfassung


Die langsamen Oszillationen des quasi-2D Magnetowiderstandes sind ebenfalls abhängig von der Schwebung der schnellen Oszillationen und die Frequenz der langsamen Oszillationen ist zweimal so groß wie Schwebungsfrequenz. Langsame Oszillationen werden durch eine Interferenz von schnellen Oszillationen verschiedener Eigenschaften verursacht, die zum Magnetowiderstand beitragen. Die Magnetisierung zeigt keine langsamen Oszillationen. Langsame Oszillationen entstehen aus recht verschiedenen Ursachen im Vergleich zu Shubnikov-de Haas Oszillationen. Anders als die schnellen Shubnikov-Oszillationen zeigen die langsamen Oszillationen keine Temperaturdämpfung und können bei wesentlich höheren Temperaturen beobachtet werden.

Nur kurzreichweitige Streuung an Verunreinigungen trägt zum Dingle-Faktor der langsamen Oszillationen bei. Dieser Umstand gestattet die Trennung des Beitrages der kurzreichweitigen Verunreinigungen vom demjenigen der makroskopischen Probeninhomogenitäten und anderen langreichweitigen Imperfektionen der Probe.


Zusammenfassend wird in der vorliegenden Arbeit eine zuverlässige Theorie der Magnetooquantenoszillationen in verschiedenen Gesichtspunkten und Einzelheiten entwickelt. Diese Theorie kann auf reale Experimente ange-
Zusammenfassung

wandt werden und macht mehrere neue, wichtige Vorhersagen über Magnetowiderstandssoszillationen.
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