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Preface

After the very positive response to the first report on our activities in Soft Condensed Matter research at the Physics Department of the University of Konstanz, this is now the second volume assembled in the same spirit. The report is intended to be informative for experts in this area but also to attract the attention of researchers of other disciplines. In addition, we hope it may help to stimulate discussions and possibly new cooperations.

The main purpose of this report is to give a representative survey of our experimental and theoretical work and to point out the numerous fruitful collaborations between different projects. We decided to describe only well advanced or finished projects while those still in progress will be included in the next report. In order to allow a rapid overview, we have adopted again a rather compact form and referred to the original publications where necessary.
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A Liquids
A1 Melting of hard disks in two dimensions

S. Sengupta, K. Binder, P. Nielaba

One of the first continuous systems to be studied by computer simulations [1] is the system of hard disks of diameter \( \sigma \) (=1) interacting with the two body potential,

\[
V(r) = \begin{cases} 
\infty & r \leq \sigma \\
0 & r > \sigma 
\end{cases}
\]

Despite its simplicity, this system was shown to undergo a phase transition from solid to liquid as the density \( \rho \) was decreased. The nature of this phase transition, however, is still being debated. Early simulations [1] always found strong first order transitions. As computational power increased the observed strength of the first order transition progressively decreased! Using sophisticated techniques Lee and Strandburg [2] and Zollweg and Chester [3] found evidence for, at best, a weak first order transition. A first order transition has also been predicted by theoretical approaches based on density functional theory [4]. On the other hand, recent simulations of hard disks [5] find evidence for a Kosterlitz-Thouless (KTHNY) transition [6] from a phase transition at higher densities because the computations became prohibitively expensive. The solid to hexatic melting transition was estimated to occur at a density \( \rho_c \geq .91 \). A priori, it is difficult to assess why various simulations give contradicting results concerning the order of the transition. In Ref. [7] we took an approach, complementary to Jaster’s, and investigated the melting transition of the solid phase. We showed that the hard disk solid is unstable to perturbations which attempt to produce free dislocations leading to a solid \( \rightarrow \) hexatic transition in accordance with KTHNY theory [6] and recent experiments in colloidal systems [8]. Though this has been attempted in the past [9,10], numerical difficulties, especially with regard to equilibration of defect degrees of freedom, makes this task highly challenging.

The elastic Hamiltonian for hard disks is given by,

\[
F = -P \epsilon_+ + B [2 \epsilon_+^2 + (\mu + P)(\epsilon_-^2/2 + 2 \epsilon_{xy})],
\]

where the indices \( i, j \) go over \( x \) and \( y \) and finally, \( \epsilon_+ = \epsilon_{xx} + \epsilon_{yy} \), and \( \epsilon_- = \epsilon_{xx} - \epsilon_{yy} \). The displacement vector \( \mathbf{u} \) is the deviation of an atom from the nearest perfect lattice point \( \mathbf{R} \).

The KTHNY- theory [6] is presented usually for a 2-d triangular solid under zero external stress. It is shown that the dimensionless Young’s modulus of a two-dimensional solid, \( K = (8/\sqrt{3})[(\mu/[(1+\mu)/(\lambda+\mu)])] \), where \( \mu \) and \( \lambda \) are the Lamé constants, depends on the fugacity of dislocation pairs, \( y = \exp(-E_c) \), where \( E_c \) is the core energy of the dislocation, and the “coarse-graining” length scale \( l \). This dependence is expressed in the form of the following coupled recursion relations for the renormalization of \( K \) and \( y \):

\[
\frac{\partial K^{-1}}{\partial l} = 3\pi y^2 e^{\pi y} \frac{\pi}{2} I_0 \left( \frac{K}{8\pi} \right) - \frac{1}{4} \pi I_1 \left( \frac{K}{8\pi} \right) \]
\[
\frac{\partial y}{\partial l} = (2 - \frac{K}{8\pi} y + 2\pi y^2 e^{\pi y} I_0 \left( \frac{K}{8\pi} \right))
\]

where \( I_0 \) and \( I_1 \) are Bessel functions. The thermodynamic value is recovered by taking the limit \( l \to \infty \).

We see in Fig. (1) that the trajectories in \( y-K \) plane can be classified in two classes, namely those for which \( y \to 0 \) as \( l \to \infty \) (ordered phase) and those \( y \to \infty \) as \( l \to \infty \) (disordered phase). These two classes of flows are separated by lines called the separatrices. The transition temperature \( T_c \) (or \( \rho_c \)) is given by the intersection of the separatrices with the line of initial conditions \( K(\rho, T) \) and \( y = \exp(-E_c(K)) \) where \( E_c \sim cK/16\pi \). The disordered phase is a phase where free dislocations proliferate. Proliferation of dislocations however does not produce a liquid, rather a liquid crystalline phase called a “hexatic” with quasi-long ranged (QLR) orientational order but short ranged positional order. A second K-T transition destroys QLR orientational order and takes the hexatic to the liquid phase by the proliferation of “disclinations” (scalar charges). Apart from \( T_c \) there are several universal predictions from KTHNY- theory, for example, the order parameter correlation length and susceptibility has essential singularities \( (\sim e^{-r}) \), \( t \equiv T/T_c - 1 \) near \( T_c \). All these predictions can, in principle, be checked in simulations [5].

One way to circumvent the problem of large finite size effects and slow relaxation due to diverging correlation lengths is to simulate a system which is constrained to remain defect (dislocation) free and, as it turns out, without a phase transition. Surprisingly, using this data it is possible to predict the expected equilibrium behaviour of the unconstrained system. The simulation [7] is always started from a perfect triangular lattice which fits into our box – the size of the box determining the density. Once a regular MC move is about to be accepted, we perform a local Delaunay triangulation involving the moved disk and its nearest and next nearest neighbors. We compare
the connectivity of this Delaunay triangulation with that of the reference lattice (a copy of the initial state) around the same particle. If any old bond is broken and a new bond formed (Fig. 2) we reject the move since one can show that this is equivalent to a dislocation - antidislocation pair separated by one lattice constant involving dislocations of the smallest Burger’s vector.

We can draw a few very precise conclusions from our results. Firstly, a solid without dislocations is stable against fluctuations of the amplitude of the solid order parameter and against long wavelength phonons. So any melting transition mediated by phonon or amplitude fluctuation is ruled out in our system. Secondly, the core energy \( E_c > 2.7 \) at the transition so KTHNY perturbation theory is valid though numerical values of nonuniversal quantities may depend on the order of the perturbation analysis. Thirdly, solution of the recursion relations shows that a KTHNY transition at \( P_2 = 9.39 \) preempts the first order transition at \( P_1 = 9.2 \). Since these transitions, as well as the hexatic -liquid KTHNY transition lies so close to each other, the effect of, as yet unknown, higher order corrections to the recursion relations may need to be examined in the future. Due to this caveat, our conclusion that a hexatic phase exists over some region of density exceeding \( \rho = 0.890 \) still must be taken as preliminary. Also, in actual simulations, cross over effects near the bicritical point, where two critical lines corresponding to the liquid -hexatic and hexatic -solid transitions meet a first order liquid -solid line (see for e.g. Ref. [12] for a corresponding lattice model where such a situation is discussed) may complicate the analysis of the data, which may, in part, explain the confusion which persists in the literature on this subject.

A2 Phase transitions in pore condensates

J. Hoffmann, P. Nielaba

Phase transitions of pore condensates in nano-pores (i.e. Vycor) have been investigated by experimental methods recently [1,2]. Besides spinodal decomposition, phase transition temperature reductions have been studied for cylindrical nano-pores with small diameters.

With computer simulations (CRAY-T3E) we have analyzed [3,4] many interesting properties of Ar- and Ne-pore condensates recently (modelled as Lennard-Jones systems with particle diameter \( \sigma \) and interaction energy \( \epsilon \)). These systems have - like the "bulk"- systems a gas-liquid phase transition at low temperatures, the precise shape of the phase diagram is strongly influenced by the system geometry (pore radius). In turns out that with increasing attractive wall interaction the critical density increases, the adsorbate density increases strongly, and the condensate density increases weakly. A meniscus is formed with increasing curvature, the configurations become less stable and the critical temperature decreases.

The critical temperature is reduced with decreasing pore diameter. Beginning from the wall a formation of layered shell structures is found which may allow or permit the occupancy of sites at the pore axis due to packing effects. In Figure 1 we present the density profiles (cylindrical average) as well as the radial density distribution in the condensate (center part of the system in the left picture). We note the layering structure and an oscillatory behav-

Figure 1: Density distributions (cylindrical average) for Ar in a cylindrical pore at \( T^* = 0.86 \). Left: density profile for pores with radii 3.5 \( \sigma \), 4 \( \sigma \), 4.5 \( \sigma \), 5 \( \sigma \) (from left to right). Right: radial density distribution in the condensate (center part left).

Figure 2: Radial- layers- resolved pore Ar- condensate in cylindrical pore with diameter 5 \( \sigma \).
ior of the density at the pore axis \((r=0)\) as a function of pore radius with density maxima for pore radii of \(n\sigma\) and minima for pore radii of \((n + 1/2)\sigma\).

For large pore diameters the density oscillations decay from the wall towards the pore axis and the system approaches the “bulk”.

At higher densities we obtain [3,4] a phase transition into a solid phase with long ranged positional order. In this solid phase radial layering structures are formed with triangular lattice structures in azimuthal direction. In Fig. 2 we show such layers for a pore with radius 5\(\sigma\) in a NVT-ensemble simulation indicating a meniscus shaped interface in the solid phase. The meniscus curvature decreases with the temperature in the solid as well as in the fluid phase. The triple point temperature is influenced by the geometrical finite size effects (pore radius) as well as by the wall-particle interaction. Increasing interaction strength results in an increasing freezing temperature. Only a small radius effect on the triple point temperature was detected. The geometrical finite size effect of the pore radius results in a packing effect with preferential occupancy of sites at the pore axis for pores with diameters 3.75\(\sigma\) and 4.75\(\sigma\), whereas for diameters of 3.25\(\sigma\) and 4.25\(\sigma\) the density at the axis is reduced. Beyond these results a two step phase transition from the fluid to the solid phase was found in agreement with results obtained in experimental studies of specific heat capacities at the freezing of Ar in Vycor [5].

By path integral Monte Carlo (PIMC) simulations [6,7,8,9] the effect of the quantum mechanics on the potential energy as a function of the temperature has been quantified [3,4]. In contrast to classical simulations we obtain by PIMC simulations for Ar- and Ne-condensates an horizontal temperature dependency of the energy resulting in a decrease of the specific heat to zero at small temperatures in agreement with the third law of thermodynamics. The resulting phase diagram for Ar- and Ne-condensates and a comparison with classical computations is shown in Figure 3. In the Ne-system (containing the lighter particles) a significant reduction (by about 5%) of the critical temperature is found due to quantum delocalizations as well as a strong reduction of the solid density and a crystal structure modification in comparison with the classical case.

![Figure 3: Phase diagrams of Ar and Ne in cylindrical pores (radius 3.25 \(\sigma\), length 37.7 \(\sigma\)). Comparison of PIMC simulations (Trotter-order: 64) with classical simulations.](image)

A3 Elastic constants from microscopic strain fluctuations

S. Sengupta, M. Rao, K. Binder, P. Nielaba

One is often interested in long length scale and long time scale phenomena in solids (e.g., late stage kinetics of solid state phase transformations; motion of domain walls interfaces; fracture; friction etc.). Such phenomena are usually described by continuum theories. Microscopic simulations [1] of finite systems, on the other hand, like molecular dynamics, lattice Boltzmann or Monte Carlo, deal with microscopic variables like the positions and velocities of constituent particles and together with detailed knowledge of interatomic potentials, hope to build up a description of the macro system from a knowledge of these micro variables. How does one recover continuum physics from simulating the dynamics of N particles? This requires a “coarse-graining” procedure in space (for equilibrium) or both space and time for non-equilibrium continuum theories. Over what coarse-graining length and time scale does one recover results consistent with continuum theories? We attempted to answer these questions [2] for the simplest nontrivial case, namely, a crystalline solid, (without any point, line or surface defects [3]) in equilibrium, at a non zero temperature far away from phase transitions. Fluctuations of the instantaneous local Lagrangian strain \( \epsilon_{ij}(r) \), measured with respect to a static “reference” lattice, are used to obtain accurate estimates of the elastic constants of model solids from atomistic computer simulations. The measured strains are systematically coarse-grained by averaging them within subsystems (of size \( L_b \)) of a system (of total size \( L \)) in the canonical ensemble. Using a simple finite size scaling prediction we treat the behaviour of the fluctuations \( < \epsilon_{ij} \epsilon_{kl} > \) as a function of \( L_b/L \) and extract elastic constants of the system in the thermodynamic limit at nonzero temperature. Our method is simple to implement, efficient and general enough to be able to handle a wide class of model systems including those with singular potentials without any essential modification.

Imagine a system in the constant NVT (canonical) ensemble at a fixed density \( \rho = N/V \) evolving in time \( t \). For any “snapshot” of this system taken from this ensemble, the local instantaneous displacement field \( u_R(t) \) defined over the set of lattice vectors \( \{ R \} \) of a reference lattice (at the same density \( \rho \)) is: \( u_R(t) = R(t) - R \), where \( R(t) \) is the instantaneous position of the particle tagged by the reference lattice point \( R \). Let us concentrate only on perfect crystalline lattices; if topological defects such as dislocations are present the analysis below needs to be modified. The instantaneous Lagrangian strain tensor \( \epsilon_{ij} \) defined at \( R \) is then given by [3],

\[
\epsilon_{ij} = \frac{1}{2} \left( \frac{\partial u_i}{\partial R_j} + \frac{\partial u_j}{\partial R_i} + \frac{\partial u_i}{\partial R_k} \frac{\partial u_k}{\partial R_j} \right) \tag{1}
\]

The strains considered here are always small and so we, hereafter, neglect the non-linear terms in the definition given above for simplicity. The derivatives are required at the reference lattice points \( R \) and can be calculated by any suitable finite difference scheme once \( u_R(t) \) is known. We are now in a position to define coarse grained variables \( \epsilon_{ij}^{(L)} \) which are simply averages of the strain over a sub-block of size \( L_b \). The fluctuation of this variable then defines the size dependent compliance matrices \( S_{ijkl} = < \epsilon_{ij} \epsilon_{kl} > \). Before proceeding further, we introduce a compact Voigt notation (which replaces a pair of indices \( i,j \) with one \( \alpha \)) appropriate for two dimensional strains - the only case considered here. Using \( 1 \equiv x \) and \( 2 \equiv y \) we have,

\[
i j = 11 \ 22 \ 12 \ \ (2)
\]

\[
\alpha = 1 \ 2 \ 3 \ \ (3)
\]

The nonzero components of the compliance matrix are

\[
S_{11} = < \epsilon_{xx} \epsilon_{xx} > = S_{22} \tag{4}
\]

\[
S_{12} = < \epsilon_{xx} \epsilon_{yy} > = S_{21}
\]

\[
S_{33} = 4 < \epsilon_{xy} \epsilon_{xy} >
\]

It is useful to define the following linear combinations

\[
S_{++} = < \epsilon_{+} \epsilon_{+} > = 2(S_{11} + S_{12})
\]

\[
S_{--} = < \epsilon_{-} \epsilon_{-} > = 2(S_{11} - S_{12})
\]

where \( \epsilon_{+} = \epsilon_{xx} + \epsilon_{yy} \) and \( \epsilon_{-} = \epsilon_{xx} - \epsilon_{yy} \). Once the block averaged strains \( \epsilon_{ij}^{(L)} \) are obtained, it is straightforward to calculate these fluctuations (for each value of \( L_b \)).

Since we are interested in the elastic properties of the system far away from any phase transition, a quadratic functional for the Helmholtz free energy \( F \) suffices. We therefore use the following Landau functional appropriate for a two dimensional solid involving coarse grained strains to quadratic order in strains and its derivatives.

\[
F = \int d^2r \left\{ c_1 \epsilon_{xx}^2 + c_2 \epsilon_{yy}^2 + c_3 \epsilon_{xy}^2 \right\}
\]

\[
+ d_1 (\nabla \epsilon_{+}(r))^2 + d_2 (\nabla \epsilon_{-}(r))^2 + d_3 (\nabla \epsilon_{0}(r))^2 \right\}
\]

Even in the canonical ensemble with fixed box dimensions, the microscopic strain fluctuations over the whole box are not zero but remains a small number of the order of \( (a/L)^2 \) where \( a \) is the lattice parameter so that,

\[
\int d^2r < \epsilon_{\alpha}(r) \epsilon_{\beta}(0) > = C_{\alpha\beta} \left( \frac{a}{L} \right)^2. \tag{6}
\]
For $S^L_{ij}$ we obtain [2]:

$$S^L_{ij} = S^\infty_{ij} \left[ \Psi(xL/\xi) - \left( \Psi(L/\xi) - C \left( \frac{a}{L} \right)^2 \right) x^2 \right] + O(x^4).$$

(7)

where the index $\gamma$ takes the values $+,-$ or $3$ and $x = L_0/L$ and we have suppressed subscripts on the correlation length $\xi$ and on $C$ for clarity. The function $\Psi(\alpha)$ is given by [2]:

$$\Psi(\alpha) = \frac{2}{\pi} \alpha^2 \int_0^1 \int_0^1 dx \, dy \, K_0(\alpha \sqrt{x^2 + y^2}),$$

(8)

where $K_0$ is a Bessel function.

The above equation Eq.(7) can now be used to obtain the system size independent quantities $S^\infty_{ij}$, $\xi$ and $C$.

As an example we present our results for elastic constants of the hard disk system in Fig. 1. The two expressions for the shear modulus in Eqs. (10,11) give almost identical results and this gives us confidence about the internal consistency of our method. We have also compared our results to those of Wojciechowski and Braiška [5]. We find that while their values of the pressure and bulk modulus are in good agreement with ours (and with free volume theory) they grossly overestimate the shear modulus. This is probably due to the extreme small size of their systems and/or insufficient averaging. Our results for the sub-block analysis shows that finite size effects are non-trivial for elastic strain fluctuations and they cannot be evaluated by varying the total size of the system from 24 to 90, an interval which is less than half of a decade. One immediate consequence of our results is that the Cauchy relation [5,6] $\mu = B/2 - P$ is seen to be valid up to $\pm 15\%$ over the entire density range we studied though there is a systematic deviation which changes sign going from negative for small densities to positive as the density is increased. This is in agreement with the usual situation in a variety of real systems [6] with central potentials and highly symmetric lattices and in disagreement with Ref. [5]. We have also compared our estimates for the elastic constants with the density functional theory (DFT) of Rhysov and Tareyeva [7]. We find that both the bulk and the shear moduli are grossly overestimated - sometimes by as much as 100%.

Figure 1: The bulk ($B$) and shear ($\mu$) moduli in units of $k_B T / \sigma^2$ for the hard disk solid. Our results for $B$ ($\mu$) are given by squares (diamonds). The values for the corresponding quantities from Ref. [5] are given by $+$ and $\times$. The line through the bulk modulus values is the analytical expression obtained from the free volume prediction for the pressure. The line through our shear modulus values is obtained from the free volume bulk modulus using the Cauchy relation $\mu = B/2 - P$.

Once the finite size scaled compliances are obtained the elastic constants viz. the Bulk modulus $B = \rho \partial P/\partial \rho$ and the shear modulus $\mu$ are obtained simply using the formulae [4]

$$\beta B = \frac{1}{2 S_{++}}$$

(9)

$$\beta \mu = \frac{1}{2 S_{--}} - \beta P$$

(10)

$$\beta \mu = \frac{1}{2 S_{33}} - \beta P$$

(11)

where we assume that the system is under an uniform hydrostatic pressure $P$.


A4 Enrichment of surfaces in contact with stable binary mixtures

H.L. Frisch, S. Puri, P. Nielaba

There has been much interest in the temporal behaviour of homogeneous binary mixtures in contact with a surface which has a preferential attraction for one of the components of the mixture [1,2]. Typically, there are two experimentally relevant situations. Firstly, one can consider the case where the mixture is below the bulk critical temperature \( T_\text{c} \), so that the binary mixture undergoes phase separation. In this case, the surface becomes the origin of surface-directed spinodal decomposition waves [3], which propagate into the bulk. The second case corresponds to a situation in which the temperature \( T \) of the binary mixture is greater than \( T_\text{c} \), so that the homogeneous bulk is enriched. Nevertheless, the surface becomes enriched in the preferred component, resulting in a time-dependent surface enrichment profile, which propagates into the bulk [4].

The first case mentioned above (with \( T < T_\text{c} \)) has been extensively studied, both experimentally [3,2] and numerically [1,5,6,7]. However, because of the dominance of nonlinear effects in the late stages of phase separation, the equations governing surface-directed spinodal decomposition have not proven analytically tractable. One can invoke a linear approximation to study the early stages of phase separation [8,9] but this is valid only for a limited time-range. On the contrary, for the second case mentioned above (i.e., \( T > T_\text{c} \)) with weak surface fields, the linear approximation is valid for almost all times and can be used to solve the dynamical equations exactly [10]. As a matter of fact, it turns out that the linear approximation provides a good description of the time-dependent behaviour even for strong surface fields, where the order parameter values in the vicinity of the surface are sufficiently large that the linear description is no longer valid [11].

We have considered [12] the experimentally relevant situation of a stable binary mixture in contact with a surface which has a preference for one of the components of the mixture. In particular, we focused on the dynamics of surface enrichment resulting from a surface field turned on at zero time. We analytically solved this problem in the linearised approximation and used these solutions to extract the asymptotic behaviours of various characteristics of the enrichment profiles. Our numerical results indicate that some of the important predictions of linearised theory are valid even in the strongly nonlinear regime.

For details of our modelling see [5,1,12]. We merely present our phenomenological model for the dynamics of a binary mixture near a surface. The bulk dynamics is governed by the usual Cahn-Hilliard (CH) equation

\[
\frac{\partial \Phi(\vec{R}, Z, \tau)}{\partial \tau} = -\nabla^2 \left[ \text{sgn}(T_\text{c} - T) \Phi(\vec{R}, Z, \tau) \right] - \Phi(\vec{R}, Z, \tau)^3 + \frac{1}{2} \nabla^2 \Phi(\vec{R}, Z, \tau) - V(Z) \tag{1}
\]

\((Z > 0)\), where all quantities have been rescaled into dimensionless units [5]. In (1), \( \Phi(\vec{R}, Z, \tau) \) denotes the order parameter variable, which is proportional to the difference in densities of the two species (A and B) of the binary mixture AB. The order parameter depends on dimensionless time \( \tau \) and space \( (\vec{R}, Z) \), with \( \vec{R} \) denoting the coordinates parallel to the surface and \( Z \) denoting the coordinate perpendicular to the surface located at \( Z = 0 \). The surface is the source of a potential of strength \( V(Z) (\approx 0) \), which enriches the surface in A, in our present description. We are typically interested in potentials which are flat within a certain range of the surface and decay in a power-law fashion. The surface is mimicked by two boundary conditions as follows:

\[
\left. \frac{\partial \Phi(\vec{R}, Z, \tau)}{\partial Z} \right|_{Z=0} = h_1 + g \Phi(\vec{R}, 0, \tau) + \gamma \left. \frac{\partial \Phi(\vec{R}, Z, \tau)}{\partial Z} \right|_{Z=0},
\]

\[
0 = \left. \frac{\partial}{\partial Z} \left[ \text{sgn}(T_\text{c} - T) \Phi(\vec{R}, Z, \tau) \right] - \Phi(\vec{R}, Z, \tau)^3 + \frac{1}{2} \nabla^2 \Phi(\vec{R}, Z, \tau) \right|_{Z=0}. \tag{3}
\]

Let us consider the evolution of an initial condition consisting of fluctuations about a uniform background, viz., \( \Phi(\vec{R}, Z, \tau) = \phi_0 + \phi(\vec{R}, Z, \tau) \). We linearise Eqs. (1)-(3) in the fluctuation field \( \phi(\vec{R}, Z, \tau) \), and for simplicity we restrict our considerations to the case where the order parameter field is homogeneous parallel to the surface \( \phi(Z, \tau) \equiv \phi(Z, \tau) \). After a Laplace transform of the resulting equations we obtain [12] an analytic solution for \( \phi(Z, s) = \int_0^\infty d\tau e^{-\tau s} \phi(Z, \tau) \) and the leading asymptotic time-dependence of the \( m \)-th moment of \( Z \) as

\[
\langle Z^m \rangle = \frac{\Gamma(m + 1)}{\Gamma(\frac{m+1}{2})} \left( \frac{h_1 \sqrt{2} + g(A + h_1 \sqrt{2})}{2(\gamma \sqrt{2} - g)} + B \right) \tau^{\frac{m}{2}} \tag{4}
\]

Therefore, the time-dependence of the profile moments (when defined) is also similar to that in the case where there is a delta-function field at the surface [10,11].

The analytical results are strongly universal as regards the time-dependence of \( \phi(0, \tau) \) and \( \langle Z^m \rangle \) for a wide range of physical potentials. Of course, these analytical results have been obtained in the context of a linear theory. However, as our numerical results demonstrate, the same behaviours arise in the nonlinear case also.
We have also solved the 1-dimensional version of our model in Eqs. (1)-(3) (with $T < T_c$) numerically, using a simple Euler discretisation scheme. The mesh sizes for discretisation were $\Delta \tau = 0.01$ and $\Delta Z = 0.6$. The lattice size was $N = 4000$ so that the lattice length $L = N \Delta Z = 2400$. The boundary conditions in Eqs. (2)-(3) were applied at $Z = 0$ and flat boundary conditions were applied at $Z = L$. The initial condition for all the results presented here is $\phi(Z, 0) = 0$, corresponding to a critical composition of the binary mixture AB without any fluctuations. The surface field is turned on at time $\tau = 0$. In our simulations, we used the power-law potential

$$V(Z) = -h_1, \quad Z < \epsilon,$$
$$= -h_1 \left( \frac{Z}{\epsilon} \right)^n, \quad Z > \epsilon,$$

where the cut-off $\epsilon$ is introduced to control the divergence of the potential as $Z \to 0$. In our simulations, we set $\epsilon = \Delta Z$. The decay of the potential is characterised by the exponent $n$. The cases with $n = 3$ and 4 correspond to the usual cases of nonretarded and retarded Van der Waals’ interactions between the surface and the preferred component A.

In the “weak”-field case ($h_1 = 2$ and $n = 2, 3$) the saturation value of order parameter at the surface is sufficiently small ($\phi \approx 0.4$) that nonlinear effects are negligible. In this case the numerical solution of the linearised model is nearly identical to that described above for the fully nonlinear model. The temporal evolution of profiles is described well by the linearised model for both $n = 2$ and $n = 3$ [13]. It is gratifying to have a regime of fields in which there is no appreciable difference between the results obtained from the nonlinear and linear models. In this regime, the analytical solutions (see above) are valid and we have then obtained a complete solution of the problem of surface enrichment with arbitrary potentials. As the field strength is increased, we expect the validity of the linear theory to breakdown. Though this is definitely true for the time-dependent profiles, it is interesting that the diffusive behaviour of various characteristics of the profile is unaffected, even in the strongly nonlinear regime. This is known for the case with a delta-function potential [11] and turns out to be valid for the case with long-ranged potentials also.

Our analytical results were obtained in the context of a linear model and predict diffusive behaviour for the moments and surface value of the time-dependent enrichment profiles. The analytical results are expected to be valid in the weak-field regime, where the enrichment is sufficiently small at the surface that nonlinear effects are negligible. However, even for strong surface fields, where the enrichment profiles are considerably different from the profiles obtained from a linear model, the behaviour of various profile characteristics still remains diffusive. This universality over a wide range of potential functions and surface field strengths is the most relevant aspect of [12] and earlier work on delta-function surface fields [11].

S.Puri and K.Binder, Phys. Rev. E 49, 5359 (1994);
[13] We do not directly compare our numerical and analytical results because a very fine discretisation mesh is required to obtain numerical results which reasonably approximate the continuum limit [9].
A5 Formation of sub-micrometer structures by combination of a sol-gel technique with micro-contact printing

C. Schäfle, P. Leiderer, C. Bechinger

The sol-gel technique is a wide-spread method of synthesizing materials and depositing them in form of thin homogeneous films. Accordingly, it has gained importance with respect to scientific and application purposes. Based on the chemistry of the synthesis, a large variety of materials, e.g. oxidic semiconductors, glasses and even super conducting films can be obtained [1] [2]. In this process an inorganic or organic molecular precursor M(OR)ₙ, a sol, is used as starting material, where M is a metal and (OR) is an organic compound, respectively. A macromolecular oxide network is then obtained in a moist environment through hydrolysis and polycondensation which transforms the precursor into a highly viscous (gel-like) hydrated metal oxide (MOₓ). In a final heat treatment at typically 100° – 300° C the coating is then dried in an oven to complete hydrolysis and condensation. In principle the sol-gel reaction can be written as [1]

\[
M(OR)_{n} + n/2 H_2O \rightarrow MO_{n/2} + n ROH. \quad (1)
\]

Figure 1: Lateral force image of a chemically patterned gold surface where bright and dark areas indicate hydrophilic and hydrophobic domains, respectively. The structure was obtained by micro-contact printing using a monolayer of polystyrene spheres of 840 nm diameter as a master.

The basic advantage of the sol-gel process is its ability to form inorganic structures (semiconductors, ceramics and glasses) at relatively low temperatures. Furthermore, the process – being very similar to conventional coating techniques such as dip-, spin- or spray coating, does not require any vacuum steps, and is therefore a cost-effective way to produce thin homogeneous inorganic films on large scales.

In the following we will demonstrate that this technique - in contrast to homogeneous thin film deposition as it has been used so far - can also be employed for the fabrication of nanostructures on large scales which are useful for electronical, optical or catalytical applications. This is achieved by combining the benefit of the sol-gel process with micro-contact-printing (µ-CP), the latter comprising surfaces with well-defined periodic hydrophilic and hydrophobic domains, respectively [4] [5]. When a medium of low viscosity is applied to such patterned surfaces, spontaneous dewetting occurs and the fluid forms a droplet pattern which reflects the symmetry of the underlying substrate. The principle has been demonstrated already for simple liquids, polymers and other materials [6] [7] [8] [9] on homogeneous substrates. Additionally, fabrication of patterned sol-gel structures by means of micro molding is reported in the literature [10] [11]. In contrast to this, here we apply highly reactive liquids, i.e. alkoxides, to chemically patterned substrates. After the dewetting process an array of drops is obtained which can be considered as microscopic test tubes where a chemical reaction, namely the sol-gel process takes place, which eventually turns the liquid drops in solid dots.

When the sol is applied by dip-coating to a gold surface patterned with a stamp made from spheres of 3 µm in diameter, a periodic structure is formed as suggested already by the occurrence of interference colors which are visible with the bare eye and confirmed with an optical microscope. Fig.2 shows an atomic force microscope image of the sample after it was annealed at 120°C for about 30 minutes. Obviously, the sol dewetted completely the hydrophobic sites (see also Fig.1), thus
producing monodisperse, hexagonally arranged drops where during the subsequent annealing step a chemical reaction, i.e. the sol-gel transition, takes place. As a result, one obtains \( \text{WO}_3 \) dots which strongly adhere to the surface and withstand an ultrasonic bath treatment of \( 1 \ \text{M} \) hydrochloric acid. In order to demonstrate that these droplets exhibit chromogenic properties we first evaporated a thin layer of palladium and then exposed the structure to hydrogen gas. We observed an immediate change in the reflected intensity which is typical for tungsten oxide thin films [12].

An array of \( \text{WO}_3 \) dots formed on a substrate prepatterned with a stamp molded from a monolayer of 600 nm PS spheres is shown in Fig.3 [3]. After the annealing process, the typical full width half maximum (FWHM) of the dots is in the order of 150 nm as can be seen from a cross section in the inset. The profile of the solid dots fits very well to a spherical cap function (solid line) which is typically obtained for liquid drops. Obviously the polycondensation does not alter the shape of the dot which is in agreement with the fact that tungsten oxide forms an amorphous network at these temperatures [13] [14]. Only above \( 350^\circ \text{C} \) where crystallization occurs, deviations from a spherical shape are observed.

Figure 3: AFM image (3.73 x 3.75 \( \mu \text{m}^2 \)) of tungsten oxide dots fabricated by dip coating on a gold surface prepatterned with stamps made from a monolayer of 600 nm micro spheres. The inset shows a cross section of a dot after the annealing process which can be fitted to a spherical cap (solid line). The typical size (FWHM) of the dots is about 150 nm [3].

Fig.4 shows an example where sol was allowed to rest on the substrate for about 15 seconds before it was removed by tilting the substrate. Although exactly the same recipe for the sol was used, now the “inverse” structure of Fig.2 is obtained. While the details of this process are not understood in detail yet, we believe that the formation of this geometry is due to micro-phase separation between the surfactant and the sol. When the sol rests at the substrate, the acetylacetone might preferentially wet the hydrophilic sites, thus leaving the hydrophobic areas for the tungsten alkoxide. Thus, just by the details how the sol is applied to the surface a

Figure 4: Inverse structure, which is obtained when the sol is not applied by dip coating but is allowed to rest on the chemically patterned substrate. The substrate prepattern was obtained by a colloidal monolayer of polystyrene spheres of 3 \( \mu \text{m} \) diameter [3].


B Polymers
B1 Soft Ellipsoid Model for Polymers

F. Eurich and Ph. Maass

For many applications it is important to understand polymer dynamics on semi-macroscopic time scales corresponding to configurational changes of polymer chains on lengths scales comparable with or larger than the radius of gyration. A problem of active current research in nano-technology, for example, is the tailoring of thin polymer films on surfaces. Spontaneous phase separation processes of incompatible polymer blends may be used to translate a chemical pattern on the surface into a pattern of varying polymer compositions.

Investigation of such problems by means of molecular dynamics simulations of semi-microscopic bead-spring models is not feasible. To overcome this problem, one needs to introduce coarse-grained descriptions. For studying spontaneous phase separation processes in polymer blends the Cahn-Hilliard equation or generalized time-dependent Ginzburg-Landau equations are often used, but even within such treatments the exploration of long–time dynamics is hard. Nevertheless, a new implicit numerical procedure was recently developed by our group in collaboration with the group of Prof. Bohl (department of mathematics at the University of Konstanz) that allows one to explore the long–time kinetics [1].

Another way of treating slow kinetics being particularly adapted to polymers was suggested by Murat and Kremer [2]. They proposed a model, in which polymeric systems are described by inter-penetrating ellipsoids that can change their shape, position and orientation. The probability for a particular shape follows from an intramolecular free energy functional. A monomer density is assigned to each ellipsoid, and the interaction results from the overlap of the respective densities. An important feature of the ellipsoid model is that the input parameters can be determined from microscopic models appropriate to describe the polymer system on short time scales.

In our work [3] we studied a soft ellipsoid model, where the input quantities are determined from ideal Gaussian polymer chains. For this “Gaussian ellipsoid model” (GEM) we determined the probabilities for the shapes and the associated monomer densities and expressed them by simple approximate formulae. Structural and kinetic properties were then investigated by Monte-Carlo simulations for both homogeneous systems and binary mixtures, and it was shown that the GEM provides a powerful approach for treating polymeric systems.

Figure 1 shows as an example the well-known scaling behavior of the radius gyration $\overline{R_G^2}$ in homogeneous melts as a function of the monomer concentration $c$ and the polymerization degree $N$. This scaling is rather difficult to obtain in more microscopic approaches as e.g. bead spring models. Similarly we could identify prominent features in blends, as e.g. the scaling of the coexistence curve with $N$ and the Lifshitz–Slyozov late stage behavior of domain growth in spinodal decomposition.

Recently, we applied the GEM to study phase separation on chemically patterned surfaces. Figure 2 shows how, upon tuning the external parameters properly, a structure imprinted on a surface can be translated to a polymer film.

Figure 1: Scaling relation between the squared radius of gyration $\overline{R_G^2}$ and the monomer concentration $c$ for various polymerization degrees $N$ at fixed temperature. For small $c$ the chains are almost free and the master curve saturates, corresponding to Flory type behavior, $\overline{R_G^2} \sim N^{4/5}$. For large $c$, scaling arguments predict $\overline{R_G^2} \sim c^{-1/4} N$ in accordance with the data.

Figure 2: Concentration of one component of a binary polymer mixture in various planes above a substrate surface with a periodically modulated wall potential. For the parameters chosen in the simulation the structure propagates up to the top of the film.


B2 Polymer ion conductors

O. Dürr, W. Dieterich

Chain polymers carrying electro-negative atoms (e.g. oxygen or nitrogen) in their repeat unit can act as solvents for certain salts. Well-known examples are Li-salts dissolved in polyethylene-oxide (PEO). At temperatures sufficiently above the glass-transition temperature these polymer-salt solutions show significant DC ionic (Li$^+$) conductivities. Such "polymer electrolytes" offer widespread applications in batteries, sensors and fuel cells. From the scientific point of view, an important goal is to improve our understanding of the electrical conduction mechanism in polymer electrolytes, and in particular to elucidate the interplay between ion diffusion and the polymer network dynamics.

Numerical simulation of these systems on a microscopic level is extremely demanding through the fact that time scales for motion of the chain molecules and time scales for ionic motions normally differ by orders of magnitude. This necessitates the design of appropriate coarse-grained models based on stochastic moves of chain segments and ions. In this project we investigate stochastic models on different levels of coarse-graining:

i) Dynamic Monte Carlo studies of lattice chains interacting with ions.

From extensive simulations we obtained the diffusion constants of both chains and ions and their dependence on model parameters. In particular we were able to discuss important trends in the glass transition temperature as a function of the ion content. By combining simulations under constant volume with the quasichemical approximation for the equation of state we also deduced the conductivity as a function of pressure $p$. With increasing $p$ the conductivity is found to decrease exponentially, in accord with many experiments [1].

ii) Dynamic percolation theory.

Simulation of diffusion coefficients in the coupled system of ions and polymer chains is hampered by the need to move every monomer (polymer bead or ion) with the same probability. Therefore most of the computational time is spent moving the polymeric host without affecting the ionic configurations. On the other hand, earlier studies indicated that important features of ion diffusion within a dynamical matrix of chain molecules can be described by an even more coarse-grained model. The idea is to map the diffusion process onto dynamic percolation (DP)-theory [2,3] and to determine the central quantity entering this theory, the renewal time distribution $\Psi(t)$, from the time dependence of the local occupational correlation function due to the polymer chain dynamics [4]. Tests of such a procedure for a hard-core lattice gas and for tracer diffusion in systems of athermal lattice polymers were carried out. Calculated tracer correlation factors $f(c)$, defined in terms of the tracer diffusion coefficient $D(c)$ by $f(c) = D(c)/D_0(1-c)$, are shown in Fig. 1. Here $c$ and $D_0$ denote the overall concentration of occupied lattice sites and the diffusion coefficient for infinite dilution, respectively.

![Figure 1: Comparison of tracer correlation factors from DP-theory and form full MC-simulation in an athermal system of point-particles diffusing through a network of polymer chains of length $r = 10$. The continuous line represents the tracer correlation factor of the hard core lattice gas, which corresponds to $r = 1$.](image)

Furthermore, an attempt is being made to interpret recent measurements of the electrical conduction in stretched polymer ion conductors [5]. Thereby we start from the hypothesis that ions move through short helical channels formed by polyethylene-oxide chains and that long-range diffusion requires "interchannel hopping". This situation is mapped onto a random system of highly conducting ellipsoids embedded in a poorly conducting medium. Both dc and ac-conductance properties are worked out by applying differential effective medium theory, developed earlier for transport problems in porous media [6]. All the above projects are pursued in collaboration with A. Nitzan, Tel Aviv

A further question concerns the viscosity $\eta$ of polymer electrolytes and its dependence on the ion concentration. For non-entangled chains and in the absence of hydrodynamic interactions the viscosity can be related to an effective local friction coefficient from knowledge of the fluctuations in the radius of gyration, when the chains are subjected to a Kramers potential [7]. In collaboration with H.L. Frisch (Albany) we apply this concept to the
coupled system of chains and ions. This should allow us to discuss the relationship between the friction coefficient and the degree of salt-induced crosslinking.

B3 DNA in front of an oppositely charged planar membrane: counterions evaporate and lead to an enthalpy-driven attraction

Christian Fleck and Hans Hennig von Grünberg

The possible occurrence of a phenomenon known as counterion condensation is perhaps the most prominent feature of polyelectrolyte suspensions. These chainlike macromolecules become charged, when solved in a liquid characterized by the Bjerrum length $\lambda_B = e^2 / \epsilon kT$ (with $e$ being the elementary charge, $\epsilon$ the dielectric constant of the solvent and $kT$ the thermal energy). The counterions leaving the surface can either stay in the vicinity and thus under the influence of the charged polymer (bound counterions), or they can free themselves from the field of the polyelectrolyte (free counterions). If $d$, the mean distance between two charges on the polyelectrolyte, is large compared to $\lambda_B$, the number of free counterions in the suspension will increase in parallel with the line charge density $\tau = 1/d$. However, once the line charge density $\tau$ becomes so high that $\lambda_B \tau \geq 1$, i.e., $d \leq \lambda_B$, the number of free counterions ceases to grow with $\tau$ and remain constant. New counterions produced by further increasing $\tau$, will now become bound counterions. This behavior is reminiscent of the coexistence of saturated vapor pressure and liquid in the usual condensation process. Therefore, the phenomenon is called "ion condensation".

This project is concerned with the question if the reverse process is possible, that is, if something like "counterion evaporation" or "counterion release" can occur, and if this can lead to an extra attraction between the polyelectrolyte and the object which is responsible for the evaporation. To answer these questions we have considered a model system consisting of an infinitely long, charged, cylindrical rod that is immersed in an unbounded electrolyte and brought into the external field of an oppositely charged, planar wall.

We have solved the Poisson-Boltzmann equation to obtain the mean-field electric potential $\phi(x)$ in the region filled by the electrolyte solution. The inset of Fig. (1.a) shows such a potential. With $\phi(x)$ one can then calculate quantities such as the total grand potential energy of the system, the total entropy, the number of particles in the system, and the enthalpy. Doing this for various distances $h$ between the rod and the wall, one obtains the grand potential as a function of the distance $h$ – a function which may be regarded as the effective wall-rod interaction potential $\sim$, but also the entropy or particle number as a function of $h$.

All these quantities can now be used to analyze quantitatively the counter-ion release force. Fig. (1.a) shows for various different wall surface charge densities $\sigma_w$ how the number of microions that are involved in the screening of the polyelectrolyte and the wall changes as a function of $h$. The counterion release is clearly visible: ions leave the system, they are "evaporated" due to the presence of the external field of the oppositely charged wall. Returning to the language of the gas-liquid phase-transition, the electric field strength of the wall charges here plays the role of the heat which one has to supply to transfer molecules from the liquid into the gas phase. In accordance with that picture, the total fraction of evaporated ions should grow with increasing "heat rate", that is increasing surface charge density $\sigma_w$ of the wall, and the four curves in the Fig. (1.a) confirm that, indeed, this is the case.

Due to this evaporation, the whole system can gain a considerable amount of enthalpy and this gain for the system manifests itself as an attractive contribution to
the effective interaction between the polyelectrolyte
and the wall. Fig. (1.b) shows the grand potential as a
function of $h$, for four different values of $\sigma_w$. One can
see how an additional minimum is formed on increasing
$\sigma_w$. This additional attractive force is due to the release
of counterions observed in Fig. (1.a). Ref. (1) is the
first full mean-field study of this force. By analyzing
the entropy and enthalpy as a function of $h$ we could
show on what mechanism this attractive force is exactly
based. Contrary to what has been predicted by others,
the counterion-release force is not a entropy-driven
force. On the contrary: the total entropy of the system is
considerably reduced due to the loss of particles, which
alone would lead to repulsion. However, only parts of
the total entropy are relevant for the grand-potential.
This part is the entropy of only those microions that
remain in the system which is in fact the enthalpy.
This latter quantity now increases with decreasing $h$
which is not surprising since the disappearance of ions
leaves more space to the counterions remaining in the
system. An increase of enthalpy means a lowering of the
grand potential. Thus, the counterion release leads to an
effective attraction due to a favorable change of enthalpy
of the system: the counterion-release force is thus an
enthalpy-driven force. This interaction, by the way, is in
many respects reminiscent of the depletion interaction
in a system consisting of small and large hard spheres
where a gain of entropy of the whole system leads to an
effective attraction between the large spheres.

That there is energy to be gained from the release
of counterions is a fact long known in the theory of
polyelectrolyte-ligand binding. Relatively new, however,
is the incorporation of these ideas into a theory of poly-
electrolyte adsorption. Our work as well as the cur-
cent interest in counterion-release is triggered by a num-
ber of experiments of Rädler and coworkers on cationic
lipid DNA complexation. We have chosen the parameters
of our calculation so as to simulate the experiments
of Rädler et al., i.e., a DNA in front of a cationic lipid
membrane. Only recently a paper appeared where, for the
first time, counterion-release has been observed directly.
This study seems to confirm that the counterion-release
force is a force that is of fundamental importance for our
understanding of the adsorption behavior of DNA on op-
positely charged membranes.

C Colloids
C1 Monte Carlo studies of phase transitions of hard disks in external periodic potentials

W. Strepp, S. Sengupta, P. Nielaba

The liquid -solid transition in systems of particles under the influence of external modulating potentials has recently attracted a fair amount of attention from experiments [1-7], theory and computer simulations [8-13]. This is partly due to the fact that well controlled, clean experiments can be performed using colloidal particles [14] confined between glass plates (producing essentially a two-dimensional system) and subjected to a spatially periodic electromagnetic field generated by interfering two, or more, crossed laser beams. One of the more surprising results of these studies, where a commensurate, one dimensional, modulating potential is imposed, is the fact that there exist regions in the phase diagram over which one observes re -entrant [4-6] freezing/melting behaviour. As a function of the laser field intensity the system first freezes from a modulated liquid to a two dimensional triangular solid – a further increase of the intensity confines the particles strongly within the troughs of the external potential, making the system quasi -one-dimensional which increases fluctuations and leads to re -melting.

Our present understanding of this curious phenomenon has come from early mean -field theory calculations [8] and more recent dislocation unbinding [9] calculations. The mean field theories neglect fluctuations and therefore cannot explain re -entrant behaviour. In general, though mean field theories are applicable in any dimension, the results are expected to be accurate only for higher dimensions and long ranged potentials. The validity of the predictions of such theories for the system under consideration is, therefore, in doubt.

A more recent theory [9] extends the dislocation unbinding mechanism for two -dimensional melting [15] for systems under external potentials. For a two -dimensional triangular solid subjected to an external one -dimensional modulating potential, the only dislocations involved are those which have their Burger’s vectors parallel to the troughs of the potential. The system, therefore, maps onto an anisotropic, scalar Coulomb gas (or XY model) [9] in contrast to a vector Coulomb gas [15] for the pure 2 – d melting problem. Once bound dislocation pairs are integrated out, the melting temperature is obtained as a function of the renormalized or “effective” elastic constants which depend on external parameters like the strength of the potential, temperature and/or density. Though explicit calculations are possible only near the two extreme limits of zero and infinite field intensities one can argue effectively that a re -entrant melting transition is expected on general grounds quite independent of the detailed nature of the interaction potential for any two -dimensional system subject to such external potentials. The actual extent of this region could, of course, vary from system to system. In addition, these authors predict that the auto -correlation function of the Fourier components of the density (the Debye -Waller correlation function) decays algebraically in the solid phase with a universal exponent which depends only on the geometry and the magnitude of the reciprocal lattice vector.

Computer simulation results in this field have so far been inconclusive. Early simulations [10] involving colloidal particles interacting via the Derjaguin, Landau, Verwey and Overbeek (DLVO) potential [14] found a large re -entrant region in apparent agreement with later experiments. On closer scrutiny, though, quantitative agreement between simulation and experiments on the same system (but with slightly different parameters) appears to be poor [6]. Subsequent simulations [11-13] have questioned the findings of the earlier computation and the calculated phase diagram does not show a significant re -entrant liquid phase.

Motivated, in part, by this controversy, we have investigated [16,17] the freezing/melting behaviour of an unrelated system subjected to similar modulating external potentials. In Ref. [16,17] we have computed the phase behaviour of a two dimensional hard disk system in an external potential. The pair potential \( \phi(r_{ij}) \) between particles \( i \) and \( j \) with distance \( r_{ij} \) is:

\[
\phi(r_{ij}) = \begin{cases} 
\infty & r_{ij} \leq \sigma \\
0 & r_{ij} > \sigma 
\end{cases}
\]  

In addition a particle with coordinates \((x, y)\) is exposed to an external periodic potential of the form:

\[
V(x, y) = V_0 \sin (2\pi x / d_0)
\]

The constant \( d_0 \) in Eq.(2) is chosen such that, for a density \( \rho = N / S x S y \), the modulation is commensurate to a triangular lattice of hard disks with nearest neighbor distance \( a_s : d_0 = a_s \sqrt{3}/2 \) (see Fig. 1). The only parameters which define our system are the reduced density \( \rho \sigma^2 = \rho^* \) and the reduced potential strength \( V_0 / k_B T = V_0^* \), where \( k_B \) is the Boltzmann constant and \( T \) is the temperature.

The pure hard disk system is rather well studied [18-21] by now and the nature of the melting transition in the absence of external potentials reasonably well explored. Also, there exist colloidal systems with hard interactions [14] so that, at least in principle, actual experiments using this system are possible. Finally, a hard disk simulation is relatively cheap to implement and one can make detailed studies of large systems without straining computational resources. The main outcome of our calculations, the phase diagram, is shown in Fig. 2.
have shown results from our simulation of a system of \( N = 1024 \) hard disks (diameter \( \sigma \)) of density \( 0.86 < \rho^* (= \rho \sigma^2) < 0.91 \) and the amplitude of the external potential \( 0 < V^*_0 (= \beta V_0) < 1000 \). Within our range of densities, one has a clear signature of a re-entrant liquid phase showing that this phenomenon is indeed a general one as indicated in Ref. [9]. We have determined phase transition points by the order parameter cumulant intersection method [22] applied to the order parameter \( \psi_{G_1} \), defined by: \( \psi_{G_1} = \sum_{j=1}^{N} \exp(-iG_1 \cdot \mathbf{r}_j) \), where \( \mathbf{r}_j \) is the position vector of the \( j^{th} \) particle, for \( G_1 \) see Fig. 1.

![Figure 1: Schematic picture of the system geometry showing the direction \( G_1 \) along which crystalline order develops in the modulated liquid. The four vectors obtained by rotating \( G_1 \) anti-clockwise by 60° and/or reflecting about the origin are equivalent. The parameters \( d_0 \) and \( a_x \) are also shown. The size of the box is \( S_x \times S_y \) and the modulating potential is \( V \).](image1)

![Figure 2: Phase diagram in the \( \rho^*/V^*_0 \) - plane. Transition points for transitions from the solid to the modulated liquid have been obtained by the order parameter cumulant intersection method. In order to map the phase diagram we scanned in \( \rho^* \) for every \( V^*_0 \), starting from the high density (solid) region. The system size is \( N = 1024 \).](image2)


C2 Phase Transitions of Colloidal Particles in strong Light Fields

M. Brunner, P. Leiderer, C. Bechinger

There has been considerable interest in the freezing and melting of colloidal particles during the recent years which has been largely motivated by the fact that colloidal particles provide ideal model systems for experimental studies of two-dimensional (2D) melting. Accordingly, such systems have been intensively investigated by several authors. While there exist numerous theoretical and experimental studies on 2D melting on homogeneous substrates, only little is known about 2D melting on corrugated surfaces, although the latter is much more relevant when modeling the substrate potential of a crystalline, i.e. atomically corrugated surface.

It was the experimental work of Chowdhury, Ackerson and Clark which originally demonstrated that periodic substrate potentials can cause interesting effects on the phase behavior of colloidal particles [1]. When they investigated a charge-stabilized colloidal liquid of polystyrene (PS) particles being confined between two glass plates and additionally exposed to a standing laser field (with its wave vector q tuned to the first peak of the direct correlation function), they observed a phase transition from a liquid into a crystal upon increasing the laser intensity. This phenomenon which has been termed laser-induced freezing (LIF) has been also theoretically analyzed employing Monte-Carlo (MC) studies and density functional theory (DFT) [2]. When Chakrabarti et al. [3] theoretically investigated the phase behavior of such a system as a function of the laser intensity, in addition to LIF which takes place at relatively small laser intensities, at higher laser intensities they found a reentrant laser-induced melting (LIM) transition where a remelting of the crystal back into the modulated liquid phase is observed. This effect has been also demonstrated to be in agreement with experimental studies [4,5].

In previous measurements the phase behavior was investigated only in a regime of fixed particle-particle interaction, i.e. constant particle number density and salt concentration, and only the laser intensity was varied. Here we present a systematic study where in addition to the depth of the light potential also the particle-particle interaction was varied [6]. Our data clearly show that reentrant melting from the crystalline state to a modulated liquid is only observed if the crystalline state had been formed by LIF (and not by spontaneous crystallization as has been theoretically suggested [3]). In addition, we observe LIF and LIM to take place at considerably higher laser fields and only in a relatively small region of particle number densities and salt concentrations.

We used aqueous suspensions of sulfate PS particles of 3 µm diameter and a polydispersity of 4% (Interfacial Dynamics Corporation). Due to sulfate-terminated surface groups which partially dissociate off when in contact with water, the suspended particles are negatively charged and experience a partially screened electrostatic repulsion. The experiments are performed in a closed circuit which is composed of the sample cell, a vessel of ion exchange resin and an electrical conductivity probe to control the ionic strength of the suspension [7]. A peristaltic pump is used to pump the highly deionized suspension through the circuit. The Debye screening length was estimated from the interparticle distribution of the colloids to be on the order of ξ-1 = 400 nm.

The sample cell consists of two horizontally aligned parallel glass surfaces with a distance of 1 mm. We first deionized the circuit almost completely as confirmed by the value of the ionic conductivity \( \sigma = 0.07 \, \mu S/cm \). The laser potential was created by two slightly crossed laser beams of a linearly polarized Nd:YVO4 laser (\( \lambda = 532 \) nm, \( P_{\text{max}} = 2W \)) which overlapped in the sample plane thus forming an interference pattern. Due to the polarizability of the PS spheres this provides a periodic, one-dimensional potential for the particles. The periodicity could be adjusted by variation of the crossing angle. Due to the almost vertical incidence of the laser beams onto the sample the particles experienced additionally a vertical light pressure which pushed them towards the negatively-charged bottom silica plate of our cell. This vertical force is estimated to be in the range of pN and largely reduces vertical fluctuations of the particles, thus confining the system effectively to two dimensions. The sample, which was in addition illuminated with white light from the top, was imaged with a microscope objective onto a CCD camera chip connected to a computer for further analysis. The intense Nd:YVO4 laser light was blocked with an optical filter.

To distinguish different thermodynamic phases we first determined the particle center coordinates by means of a particle-recognition algorithm. From those data the time averaged single particle density \( p(x,y) \) and the pair correlation function \( g(x,y) \) were calculated, the latter being particular useful for differentiating the modulated liquid from the crystalline phase. Here, \( x \) and \( y \) denote the direction perpendicular and along the interference fringes, respectively. In addition, when fitting the decays \( g(y) \) of the different phases, we find that the modulated liquid phases have always short range order and an exponential decay. In contrast, the decay in the
crystal extends over a much longer range and can be described by an algebraic function \( g(y) - 1 \propto y - \eta \).

In contrast to earlier measurements, where the particle number density was held constant, here we measured systematically the phase behavior for different particle number densities as a function of the light potential amplitude \( V_0 \). Particular attention was paid to the fact that the periodicity of the laser potential \( d \) was adjusted properly to obtain a hexagonal crystal, i.e. \( d = \sqrt{3}a/2 \). Otherwise a distorted lattice would have been observed. The range of \( d \) was between 6 µm and 8 µm. The result of more than 100 single measurements are shown in Fig.1 [6]. We plotted the vertical axis in units of \((\kappa a)-1\) with \( a \) being the mean distance of next neighbor particles which has been measured for each particle concentration in the absence of the laser field. As can be seen, the value of \((\kappa a)-1\) where the transition towards the crystal occurs decreases at small laser intensities as a function of \( V_0 \). This is the characteristic feature of LIF. For larger values of \( V_0 \), however, the separation line between the crystalline and the modulated liquid region is shifted back to higher \((\kappa a)-1\)-values and starts to saturate at the highest values which could be obtained with our setup. It is this up bending which gives rise to the LIM phenomenon. If \((\kappa a)-1\) is in a range between 0.045 and 0.048, with increasing \( V_0 \) one observes the following sequence of states: isotropic liquid – modulated liquid – crystal – modulated liquid which is in agreement with earlier results [4,5].

The experimental data suggest that LIF and LIM occur at higher \( V_0 \) than in the MC-simulations [2]. Possibly some deviations between theory and experiment stem from the fact that the latter were performed in finite size systems, whereas the simulation results were obtained by extrapolation to the thermodynamic limit. We believe, however, that this is not sufficient to explain such a large difference because our values for LIF are consistent with experimental and numerical results of other authors [1] [8] [9].

The second, and even more significant difference between our data and MC-simulations is the qualitative behavior of the phase separation line at high \( V_0 \). The MC-simulations suggest that \((\kappa a)-1\) at \( V_0 = 0 \) is below the corresponding value at very high \( V_0 \). This implies that LIM is not restricted to crystals formed by LIF but may also appear in systems where the particle concentration is above that of the modulated liquid at small \( V_0 \). This directly corresponds to our finding that reentrant melting is possible in a range of \((\kappa a)-1\)-values which allows for LIF and thus demonstrates the unique properties of the light-induced crystalline phase. In addition, because the region of \((\kappa a)-1\)-values where reentrance occurs is rather small, this might explain why such an effect has experimentally not been observed before although such a behavior should be also found in other 2D-systems with periodical, 1D potentials.

Figure 1: Experimentally determined phase diagram as a function of \((\kappa a)^{-1}\) vs. \( V_0/k_B T \). The open symbols denote the modulated liquid, the closed symbols the crystalline phase, respectively. For clarity error bars are only plotted for a few data points.

C3 Gas-liquid phase coexistence in colloidal suspensions: fact or fiction?

G. Klein, R. Klein, R. van Roij, H.H. von Grünberg

Suspensions of charged colloidal particles at low salt concentration have attracted much attention recently, mainly because of experimental claims of attractive interactions between like-charged colloids and the possibility of a gas-liquid phase transition [1]. Such phenomena cannot be explained by the standard and well-accepted DLVO theory. This theory predicts a repulsive effective interaction between the colloids which — according to the classical van-der Waals picture — cannot lead to a fluid-fluid phase-separation. Recent attempts to effectively take into account higher-body interactions in the form of density-dependent “volume terms” have provided a first theoretical explanation of the unexpected phase-separation [1]. In this project [2] we describe a charge-stabilized colloidal suspension within a Poisson-Boltzmann (PB) cell model and calculate the free-energy as well as the compressibility of the suspension as a function of the colloidal density. The PB equation for a 1:1 electrolyte is \( \nabla^2 \phi(r) = e^2 \sinh \phi(r) \) where \( \phi(r) = e \psi(r)/kT \) is the normalized mean-field electric potential, and \( e^2 \) the screening constant. The resulting boundary value problem can be linearized. The “traditional” (Debye-Hückel (DH) or DLVO) way to linearize the PB equation is to replace \( \sinh \phi \approx \phi \) which is valid if \( \phi \ll 1 \). In [2], we have proposed an alternative, more general, linearization based on the expansion \( \sinh \phi \approx \sinh \phi \approx \sinh \phi + \cosh \phi \phi - \phi \). Important is that we have not yet decided which linearization point \( \phi \) to choose. The linearized problem can now be solved analytically to obtain \( \phi \) which in turn is used to calculate the free-energy and compressibility of the suspension. Both quantities are still functions of \( \phi \).

One important message of our investigation is that the success of linearization depends crucially on the choice of the linearization point \( \phi \). This can be systematically tested by comparing the free-energy that is based on the numerical solution to the full non-linear PB equation with the analytical expression for the \( \phi \)-dependent free-energy obtained from the linear solution. Classical DH theory, for example, where \( \phi \) is taken to be zero, completely fails for suspensions of high volume fraction and typical colloidal charge. This is not surprising considering that in a concentrated colloidal suspension \( \phi(r) \) hardly ever becomes zero, and a linearization point \( \phi = 0 \) cannot be appropriate. We tested a number of different ways to choose linearization points, among them the idea to identify \( \phi \) with the Donnan potential. This choice turned out to be by far the best. Besides good agreement with the free-energy of nonlinear theory, the Donnan linearization scheme has the additional advantage that the resulting expression for free-energy is identical to the free-energy Hamiltonian obtained in ref. [1], including both “volume-terms”, whose physical origin can now be understood.

In ref. [1] these volume terms in the Hamiltonian have been shown to be responsible for the unexpected and exciting occurrence of a gas-liquid phase separation in colloidal suspensions. We, on the other hand, have a model system with a free energy expression in non-linear theory that after linearization about the Donnan potential leads to the same Hamiltonian as in [1]. We are thus in the position to check if the phase-separation predicted in [1] is due to nothing but the linearization of the problem, i.e., to check if the phase-separation is an artefact of the linearization. The answer is positive: within the limits of our model, we have come to the conclusion that, yes, indeed, this is an artefact. The criterion for such a fluid-fluid phase separation is that the compressibility \( \partial p/\partial \phi \) \( \rho_s \), \( \phi_s < 0 \), with \( p \) the osmotic pressure of the suspension. This negative compressibility can be seen in Figure 1 in the Donnan linearization scheme, but not in non-linear theory. The two values of \( \phi_s \) where the compressibility changes sign are the spinodal points. Repeating such a calculation for various salt-concentrations leads to phase diagrams with a closed-loop spinodal, in perfect agreement with the predictions in [1]. By contrast, within the nonlinear theory we do not find any indication of a phase instability [2]. On the basis of these cell calculations one might therefore conclude that the failure of the linear theory at low \( \phi_s \) is responsible for the gas-liquid phase separation found in [1].

C4 Elastic constants of 2D Colloids

A. Wille, K. Zahn, G. Metet

1. Optical tweezer measurements

Since the well known KTHNY-theory [1] of two-dimensional (2D) melting the close relation between the melting transition and elasticity of 2D systems is a well established fact. Recently a first complete study of both aspects on a 2D system made of hard discs was realized using Monte Carlo simulations [2]. The authors found a convincing agreement with KTHNY. In experimental systems, however, this dependency of the 2D melting scenario upon the elastic constants of a 2D system is not well examined so far. This is mainly due to the problem of accessing the elastic constants of a 2D system. In the following we will propose two different methods for the determination of a complete set of elastic constants of a 2D colloidal system and will demonstrate that our results are well in agreement with theoretical predictions.

Our system consists of super-paramagnetic particles (diameter $2R_P = 4.5 \mu m$ and susceptibility $\chi = 7.37 \times 10^{-11} \text{Am}^2/\text{T}$) in a water drop hanging from a glass plate. The drop is confined by a cylindrical hole, which is milled into the glass plate, of 8 mm inner diameter and 1 mm height. Due to their high specific density ($1.7 \text{g/cm}^3$) the colloidal spheres are subjected to strong sedimentation towards the water-air interface, where a single particle layer is formed. The curvature of the interface is adjusted automatically by computer controlling the drop's content of liquid using a micrometrical syringe: a height difference of less than $1 \mu m$ between the center and the border of the drop can be achieved. A magnetic field $B$ perpendicular to the interface is applied and induces a magnetic dipole moment $M = \chi B$ in the spheres. This leads to a repulsive interaction: $u(r) = (\mu_0/4\pi) \chi^2 B^2 \nabla^2 \nabla \nabla$, $r$ denoting the distance between their centers. Since other contributions to the particle interaction were found to be negligible our system is entirely controlled by magnetic dipole interaction adjusted by the external field $B$ [3]. In addition it was demonstrated that the setup is an almost ideal 2D system. Depending on the interaction strength $\Gamma = (\mu_0/4\pi) \chi^2 B^2 (\pi \rho)^{3/2}/\rho^n$, $\rho$ being the 2D particle density) a two dimensional liquid, hexatic [1] or crystalline phase is found.

The first method to determine elastic constants in our 2D model system is based on relaxation measurements of deformations, which are induced by optical tweezers. As was shown by Ashkin [4] a highly focused laser beam can be used to manipulate colloidal particles individually. This tweezer effect is based on the fact that a particle with a higher refractive index than the surrounding suspension is pulled into the maximum of an electromagnetic field. Combined with two scanning galvanometer mirrors we are able to position several particles simultaneously and precisely in the 2D sample plane against the repulsive magnetic particle interaction. In this way well defined local deformations in the 2D crystal can be induced. To probe the shear modulus of our system three particles forming a triangle were rotated by 20 degrees (compare fig.1). The curve was obtained for an interaction strength of $\Gamma = 279$. The inset shows four curves in logarithmic scale corresponding to $\Gamma = 73, 111, 334, 441$ respectively.

Figure 1: A section (165 x 110 $\mu m$) of a 2D colloidal crystal is shown. Three particles on a triangle are rotated out of their equilibrium position indicated by the arrows. The lines are guides to the eye and symbolize the lattice axes.

Figure 2: Time dependence of a normalized relaxation angle of three particles forming a triangle which were rotated out of their equilibrium position by 20 degrees (compare fig.1). The curve was obtained for an interaction strength of $\Gamma = 279$. In the inset four relaxation curves are plotted in logarithmic scale for $\Gamma = 73, 111, 334, 441$ respectively. Clearly the increase of the relaxation time upon a decrease of $\Gamma$ is demonstrated. We will develop a simple model to extract the shear modulus from the presented measurements: In the theory of elasticity the be-
haviour of an isotropic 2D systems is determined by two independent elastic constants, e.g. the bulk modulus $B$ and the shear modulus $\mu$. The analogy of our experiment in the elastic continuum is a disk of radius $R_P$ [5] rotated by an angle $\alpha$ and relaxing due to the elastic forces. The energy which is necessary to rotate the disk by an angle $\alpha$ follow from basic elasticity theory:

$$E = 2\pi \mu \alpha^2 R_P^2$$  \hspace{1cm} (1)

This implies a repulsive force $F_R$ proportional to the twist angle $\alpha$: $F_R = -4\pi \mu R_P \alpha$. Obviously this experiment depends only on $\mu$ and not on $B$. If we assume that the colloidal movement is totally overdamped due to the high viscosity of the solvent and if we neglect hydrodynamic interactions we can equate $F_R$ with the Stokes friction:

$$F_S = -6\pi \eta R_P \frac{a}{\sqrt{3}} \frac{\partial \alpha}{\partial t}$$  \hspace{1cm} (2)

Here $a/\sqrt{3}$ denotes the particle distance to the center of the rotated triangle, $a$ the lattice constant, $\eta = 0.0010 N \cdot m^{-2}$ the viscosity of water and $R_P = 2.25 \mu m$ the particle radius. The resulting differential equation ($F_R + 3 \cdot F_S = 0$) has the solution:

$$\alpha(t) = \alpha_0 \cdot e^{-t/\tau} \quad \tau = 2.80 \frac{\eta R_P}{\mu}$$  \hspace{1cm} (3)

This equation is fitted to the measured curves to determine the shear modulus. The dependence of $\mu$ on the interaction strength $\Gamma$ is shown in fig.3. As expected $\mu$ increases with increasing interaction strength $\Gamma$. A linear least square fit to the data gives the relation $\mu = 0.30 \Gamma$ compared to a slope of 0.346 from a zero temperature calculation (fig.3). This is a remarkable theoretical confirmation of our measurements.

Nevertheless, some points will have to be clarified in the future: The validity of elastic continuum theory on the scale of the lattice constant is questionable. On the one hand the value of the effective radius of the disc ($R_P$) is only determined up to a factor of order unity. On the other hand the measurements are performed on a local scale and even though we probe the shear modulus the precise relationship between our results and the macroscopic elastic constant $\mu$ is a priori not clear. However, this point can be clarified through the investigations described in the following part of this project.

The next step will be the determination of the bulk modulus $B$ using a similar experiment. This will enable, for the first time, to establish experimentally the relation between the elastic constants and melting point of a 2D system.

II. Measurement of strain fluctuations

The second method proposed to determine elastic constants in our 2D colloidal system is based on the measurement of thermally induced strain fluctuations [6]. The basic idea of this method, which was so far only applied to simulations, will be explained by the following example. From statistical physics [7] the thermal volume fluctuations $\Delta V$ in a $(p,T,N)$-ensemble are known:

$$\langle (\Delta V)^2 \rangle / V = kT / B$$  \hspace{1cm} (4)

$B$ denotes the bulk modulus and $V$ the system size. In the following we will use the strains tensor $\varepsilon_{ij}$, which is defined through partial derivatives of components of the local displacement field $u(x_i)$:

$$\varepsilon_{ij} = \frac{1}{2} \left( \frac{\partial u_i}{\partial x_j} + \frac{\partial u_j}{\partial x_i} \right)$$  \hspace{1cm} (5)

In 2D systems we have $i,j = x,y$. The relative volume change can be expressed in terms of the strain tensor as $\Delta V / V = \varepsilon_{xx} + \varepsilon_{yy}$. Using this identity and the fact that our system is isotropic we can rewrite equation 4:

$$B = \frac{kT}{V} \frac{1}{2(\varepsilon_{xx} \varepsilon_{xx} + \varepsilon_{xx} \varepsilon_{yy})}$$  \hspace{1cm} (6)

Thus, if the strain fluctuations are known the bulk modulus can be determined. However, the strain fluctuations depend as $1/V$ upon system size and equ.6 holds only in the thermodynamic limit $V \to \infty$. To avoid measurements at different system sizes $V$ and extrapolation to infinity a finite size scaling scheme was proposed recently and applied to Monte Carlo simulations of a 2D system made of hard discs [8]. Precisely the same methods will be applied in the following to our 2D colloidal system. The strain fluctuations are determined from a set of particle configurations obtained by video-microscopy and image processing on a PC. Typically 700 configurations containing some 1000 particles each are gathered. The equilibrium position of each colloid is determined by an
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Figure 3: Shear modulus $\mu$ in units of $kT/\alpha^2$ derived from the measured relaxation time $\tau$ (see fig.2). The data is compared to a zero temperature calculation.
average over all configurations, and from that the displacement field $u(x_i)$ (for every configuration and particle) is calculated. The strains are determined from equ.5 with the derivatives replaced by finite differences (e.g. $\partial u_i / \Delta x_i$) calculated between nearest neighbors. Equ.6 together with the finite scaling analysis [8] already gives the result.

A similar expression as equ.4 can be found for the shear modulus $\mu$. This is done by equating the mean energy of the twisted disc (equ. 1) to the thermal energy $kT/2$ and making use of $V = \pi R_0^2$:

$$\mu = \frac{kT}{V} \left( \frac{1}{\langle (2\alpha)^2 \rangle} \right)$$

(7)

If the twist angle $\alpha$ is expressed in terms of the strain tensor $2\alpha = (\varepsilon_{xy} - \varepsilon_{yy})$ both $B$ and $\mu$ are accessible through measurements of the local strain fluctuations. Yet, one subtlety concerning the determination of $B$ has to be discussed. Equ.4 is obtained for a system in an $(p,T,N)$ ensemble i.e. under a constant external pressure $p$. However our system (and sub-systems during the finite-size scaling) is part of an elastic continuum. The volume fluctuations do not only have to work against the external pressure – this is taken account of in equ.4 – but also against the elasticity of the surrounding medium. A precise analysis reveals that in equ.6 $B$ has to be replaced by $B + \mu$. The final results are summarized in figs.4 and 5. In fig.4 the finite size scaling is illustrated. The rhs of equs.6 and 7 are shown as functions of the – linear – system size $\sqrt{V_B}/\Gamma$ for one given system at $\Gamma = 130$. $V_B$ is the size of a sub-system during the finite size scaling analysis. The arrows denote the scaled "infinite-system" values. This analysis was performed for three different experimental systems (different lattice constants $a$) as a function of $\Gamma$. The final results of $B$ and $\mu$ are shown in fig.5 in units of $kT/a^2$ (data points). In addition a zero-temperature calculation of $B$ and $\mu$ has been included (solid line), which is obtained on the basis of the known interaction potential. Considering the fact that no adjustable parameter is used the agreement turns out to be very good. This demonstrates on the one hand the capabilities of the proposed method to predict elastic constants and on the other hand it clearly shows that the zero-temperature approximation works amazingly well even down to values of $\Gamma \approx 70$, compared to the melting temperature of $\Gamma \approx 60$.

5. We use an effective radius $R_D$ for the disk which is obtained by equating the size of the disk and the area of the Voronoi cell's of the three dressed particles: $R_D = a \cdot \sqrt{3 \cdot \sqrt{3}/2 \pi}$, $a$ being the lattice constant.
C5 Elasticity and orientational fluctuations in 2D colloids

G. Haller, A. Wille, K. Zahn, G. Maret

In the previous report C4 the elastic behavior of a 2D model system composed of super-paramagnetic colloidal particles (diameter 4.5 μm, susceptibility $\chi = 7.37 \cdot 10^{-11} \text{Am}^2/\text{T}$) confined to a water-air interface was studied. The micro-spheres interact via a repulsive dipole-dipole interaction adjusted by a magnetic field $B$ applied perpendicular to the two-dimensional (2D) particle layer. In this report the melting scenario of the identical system will be analyzed using long time behavior of two dynamic correlation functions, the 2D Lindemann parameter $\gamma_L(t)$ and the bond-angular correlation function $g_\theta(t)$. The results are compared to predictions of the KTHNY-theory of 2D melting (see [1] of C4).

Real time video-microscopy and image processing on a PC were used to record complete positional data of typically 2000 particles over 5 decades in time. From these the desired correlation functions are calculated. In 3D the melting point is determined by the long time limit of the mean square displacement $\langle \Delta u(t)^2 \rangle$ (with $\Delta u(t) = u(t) - u(0)$), which is finite in the crystalline and infinite in the liquid phase. However, for a 2D crystal $\langle \Delta u(t) \rangle$ diverges and a modified "Lindemann" parameter $\gamma_L(t)$ has to be used. If $j$ and $j+1$ denote neighboring particles $\gamma_L(t)$ is defined as [1,2]:

$$\gamma_L(t) = \frac{\langle (\Delta u_j(t) - \Delta u_{j+1}(t))^2 \rangle}{2a^2}$$

where $a$ denotes the lattice constant. In Fig. ?? $\gamma_L(t)$ is shown for different system temperatures which is the inverse of the interactionparameter $\Gamma$ (compare C4) $\Gamma = (\mu_0 / 4\pi) \chi^2 B^2 (\pi \rho)^{3/2} / kT$ with $\rho$ denoting the 2D particle density. The long time behavior clearly distinguishes between the solid ($\gamma_L(t)$ finite) and the liquid ($\gamma_L(t) \to \infty$ for $1/\Gamma \geq 0.0168$). In the inset the data are drawn on linear scale to illustrate the difference in the behavior of $\gamma_L(t)$ observed at melting.

KTHNY theory predicts that the 2D solid phase melts into a so-called hexatic phase, characterized by an algebraic decay of orientational correlation – both in space and time. A second transition takes the system eventually into the isotropic liquid. This can be analyzed using the bond-angular correlation function (in time) $g_\theta(t) = \langle \exp[i\theta(t)] \rangle$, where $\theta(t)$ denotes the angle fluctuation of a fixed bond over time $t$. Fig. ?? shows $g_\theta(t)$ as a function of $1/T$ for the same data as Fig. ?? As predicted by KTHNY $g_\theta(t)$ tends to a constant in the crystal and in the hexatic and the isotropic liquid ($1/\Gamma \geq 0.0176$), respectively, an algebraic and an exponential decay is found. In addition, it was predicted that in the hexatic phase close to the isotropic liquid $g_\theta(t)$ decays proportional to $1/t^\eta$ with $\eta = 0.125$ [3]. This is well compatible with $\eta = 0.11$ at $1/\Gamma = 0.0176$, the latter being close to the hexatic-liquid transition at $1/\Gamma_i = 0.0178$ [2].

C6 Effective colloid/colloid forces in colloidal suspensions: non-pairwise pair-forces

H.H. von Grünberg, R. Klein, L. Belloni

Our headline is obviously nonsense: forces that depend on more than a pair of particles cannot be pair-forces. And still, the headline is well-chosen as it brings the apparent absurdity of the concept of "macroion-averaged" potentials to the point. What are these "macroion-averaged" potentials used to describe the colloid-colloid interaction in colloidal suspensions?

It is convenient to take the Wigner-Seitz cell radius \( R \) as a measure of the typical distance between colloids in a suspension, defined by \( 4\pi R^3n_m/3 = 1 \), where \( n_m \) is the colloid density. This distance has to be compared with the typical thickness of a double-layer which is given by \( 1/\kappa \), with \( \kappa^2 = 8\pi\beta F_c \). If \( \kappa^{-1} \gg R \) the colloids in the suspension are interacting with effectively an unscreened Coulomb law since the screening length is much greater than their mean distance. In this case it is reasonable to treat the colloids as a one-component plasma in a neutralizing background of electrolyte solution. If on the other hand, \( \kappa^{-1} \ll R \), the screening length becomes much less than the distance between neighboring colloids, resulting in well separated double-layers around each colloidal particles. Here it makes sense to go over to a one-component description of the system with a pair-wise interaction between dressed colloids. This is the domain of DLVO theory. Things become complicated in the parameter regime in between these two limits, i.e., if \( \kappa^{-1} \approx R \), because many simultaneously overlapping layers lead to an effective interaction that is essentially many-body in nature. Forces between two colloids then depend also on the positions of all other colloids, and the total interaction can, in principle, no longer be split into pairwise contributions. In practice, however, it is hard to come to terms without pair-potentials. One way out of this problem is to work with pair-potentials that depend on the colloid density. One calculates a pair-potential by averaging over all positions of the \( N-2 \) colloids with the two colloids being held fixed at their position. This is a kind of effective potential; but it is not the microionic degrees of freedom that are averaged out, but those of the \( N-2 \) neighboring colloids. Therefore, a better term for the volume-fraction dependent colloid/colloid interaction in suspensions is "macroion-averaged" effective potential where the attribute "macroion-averaged" refers to the macroion averaging and the word "effective" to the microion averaging. In [1] we proposed an eccentric Poisson-Boltzmann (PB) cell model with the aim of deriving such macroion-averaged potentials. We start from the assumption that all macroions are initially located at fcc lattice sites, and allow one colloid to be shifted a distance \( X \) from its center position. Calculating for each \( X \) the PB profiles, see Fig. (1.a), one can determine directly the force acting on the colloid, Fig. (1.b), something which is impossible in the standard centric cell model where the force on the colloid is always zero. From this total force we can subsequently derive "macroion-averaged" effective pair-forces.

C7 Dynamic Scaling and related Freezing Criteria in Two and Three Dimensions

G. Nägele, R. Pesché, M. Kollmann, A.J. Banchio and J. Bergenholtz

In this project we have analyzed the static and dynamic scaling behavior of three-dimensional and quasi-two-dimensional (Q2D) colloidal dispersions with strong and long-range particle repulsions. Typical examples of such Q2D systems are monolayers of charged colloidal spheres between two glass plates interacting by long-range screened electrostatic interactions, and super-paramagnetic colloidal spheres located at a liquid-air interface and interacting by repulsive dipolar magnetic forces induced by a perpendicularly applied external magnetic field.

We have employed a Brownian Dynamics (BD) simulation method with the dominant far-field part of the hydrodynamic interactions (HI) included, to study the statics and dynamics of these Q2D systems with its implications on related static and dynamic freezing criteria [1,2]. For this purpose, various measurable quantities are calculated like the radial distribution function $g(r)$, the static structure factor $S(q)$, the mean squared displacement $W(t)$, the dynamic structure factor $S(q, t)$, and the distinct and self van Hove space-time correlation functions $G_d(r, t)$ and $G_s(r, t)$, respectively. An analogous study for three-dimensional salt-free dispersions of charge-stabilized particles was performed using a fully self-consistent mode-coupling scheme [3].

The radial distribution functions, $g(r) = G_d(r, t = 0)/n$, of these systems reveal a pronounced principal peak located at a radial distance, $r_m$, which is nearly equal to the geometric mean particle distance, $r_0 = n^{-1/d}$. Here, $n$ is the number density of particles, and $d$ denotes the system dimension. Since $r_m$ is the only physically relevant static length scale, different systems sharing the same principal peak height $g(r_m)$ have radial distribution functions which superimpose nearly perfectly when plotted versus reduced distance $r/r_0$ (cf. Fig. 1). The static scaling behavior of the $g(r)$’s implies that the corresponding static structure factors nearly coincide when plotted versus the reduced wave number $q/q_0$ with $q_0 = 2\pi/r_0$. Without considering HI, there is a single characteristic time scale $\tau_0 = r_0^2/D_0$ associated with $r_0$. As a consequence there is dynamic scaling, i.e. colloidal systems with strong and long-range particle repulsion and identical peak heights $g(r_m)$ (likewise, identical $S(q_m)$) show nearly identical dynamical properties, e.g., nearly identical $G_d(r, t)/n$, $W(t)/r_0^2$ and $S(q, t)$ as functions of reduced time $\tau = t/\tau_0$, distance $x = r/r_0$ and wave number $y = q/q_0$ (cf. Fig. 1 displaying $G_d(r, t)/n$ at time $t/\tau_0 = 0.035$).

Hydrodynamic interactions introduce the particle radius $a$ as another relevant length scale since the particles are in contact with the solvent. With HI, a more restricted form of dynamic scaling holds where, e.g., the master curves for $G_d(x, \tau)/n$ and $D(\tau)$, defined by $D(\tau) = W(t)/D_0 t$, depend on the characteristic length ratio $\alpha/a$. Furthermore, HI cause a modest enhancement of self-diffusion which becomes stronger with increasing $\alpha/a$. The enhancement of self-diffusion is indicative of systems with prevailing influence of the far-field part of HI (cf. Fig. 2 showing $D(\tau)$).

The dynamic scaling behavior of systems with strong and long-range repulsion implies in particular a one-to-one correspondence between $S(q_m)$ and the
Figure 3: Reduced long-time self-diffusion coefficient $D_S^f / D_0$ vs. liquid static structure factor peak height $S(q_m)$. Mode-coupling results without HI (from [3]) for deionized three-dimensional bulk dispersions of charge-stabilized particles are included in (a). The particle interactions in (a) are described by a Yukawa-like screened Coulomb potential of DLVO type. BD results with/without HI for magnetic and charge-stabilized Q2D systems are shown in (b) (from [2,3]).

Moreover, a value of $S(q_m) \approx 5.5$ at freezing was indeed found from computer simulations of Broughton et al. [7]

For three-dimensional and Q2D dispersions with strong and long-range particle repulsion we have thus shown that dynamic scaling is at the origin of the equivalence of related static and dynamic freezing criteria. According to Fig. 3b, the value of $D_S^f / D_0$ close to freezing is only modestly enlarged by HI, indicating that the dynamic freezing rule of Löwen et al. applies also when far-field HI are considered.

For systems with strong near-field HI and lubrication forces acting between the particles like dispersions of colloidal hard spheres, $D_S^f < D_0$, where $D_S^f$ is the short-time self-diffusion coefficient. The dynamic freezing criterion should then be restated in terms of $D_S^f / D_0$ instead of $D_S^f / D_0$.

C8 Static and Dynamic Properties of Wall-Confining Colloids

R. Pesché and G. Nägge

The confinement of a dispersion of colloidal particles can lead to interesting static and dynamic features that are not observed in bulk systems. The aim of this work was to assess in a quantitative way the influence of the complicated many-body hydrodynamic interactions (HI) on the particle dynamics by calculating various dynamical properties and pointing to interesting hydrodynamic effects. To analyze the influence of HI on the dynamics of wall-confined charged and neutral colloidal particles, we have employed a Stokesian Dynamics (SD) simulation technique [1]. This powerful method can be applied to a variety of colloidal systems where HI effects need to be accounted for with good accuracy. To keep the numerical effort manageable, we have only considered the lateral diffusion of interacting colloidal particles within the midplane between the two parallel plates, separated by a fixed distance $h = 2\sigma$. Here, $\sigma$ is the diameter of the particles. In the case of charged particles, we have used an effective pair potential of Yukawa type with a screening parameter depending on the plate separation [2].

The SD evolution equation for the trajectories of $N$ identical spherical Brownian particles immersed in an incompressible fluid of shear viscosity $\eta$ follows from a two-fold time integration (i.e., coarse-graining) of the many-particle Langevin equation. To describe the hydrodynamic influence of the two confining planes, we have used a superposition of the image force description for colloids in the presence of a single plane with stick boundary conditions [3,4]. In our SD simulations, typically $N = 200$ particles were equilibrated in a square replicated periodically. After equilibration, several thousand configurations were generated for calculating various properties.

To assess the importance of HI on the dynamics, we have analyzed the mean squared displacement (MSD) $W(t)$ of the particles, as well as real-space van Hove functions and the hydrodynamic function $H(q)$. We have further investigated static properties like the radial distribution functions, $g(r)$, and the static structure factor, $S(q)$, in two dimensions [4].

In Fig. 1, we present self-diffusion SD results for effective charge numbers $Z^* = 10^2$ and $Z^* = 10^3$, respectively, at plate separation $h = 2\sigma$ and area fraction $C = N\pi\sigma^2/A = 0.063$. We distinguish the case, labeled as full HI, where HI are accounted for (including the effect of the walls) from the case where particle-particle HI is neglected and where only particle-wall HI are accounted for (labeled as p-w HI). The MSD with full HI acting among the particles, and the particles and the walls, is compared with the corresponding result where particle-particle HI are disregarded. Consider first the system of less charged particles with $Z^* = 10^2$. As seen, inclusion of p-p HI gives rise to a hydrodynamic reduction of the MSD as observed also for neutral particles. In contrast, strongly charged particles with $Z^* = 10^3$ behave qualitatively different: far-field HI prevailing in systems of strongly repulsive particles support the diffusion of a particle out of its dynamic cage of neighboring particles. This leads to a hydrodynamic enhancement of $W(t)$ at intermediate and long times. Hard-sphere-like systems are most strongly affected by near-field HI, since the position $r_m$ of the principal peak of $g(r)$ is close to the contact distance $\sigma$.

We mention that hydrodynamic enhancement of the long-time self-diffusion coefficient, $D_l$, which is the long-time slope of the MSD, was theoretically predicted for three-dimensional charged-stabilized suspensions in [5], and experimentally verified subsequently [6].
The local maximum of $G_{s}(r,t)$ is now larger for increasing concentration in the three-dimensional case, whereas $H(q)$ for $q \rightarrow 0$ is due to the lateral confinement with no off-plane motion of the particles. By using a point force approximation for the mobility tensor, we find an expression for $H(q)$ with a first-order pole at $q = 0$ [8]. This divergence of $H(q)$ is a characteristic feature of two-dimensional systems. It depends not on the pair potential acting between the colloids. As a result, the two-dimensional dynamic structure factor $S(q,t)$ decays as $S(q,t)/S(q) \approx \exp[-(3C/\sigma^2)q^2]$ for $q$ and $t$ small. In Fig. 3, we have included the graphs of the asymptotic term of $H(q)$ (of the form $1 + 3C/q^2$). The small-$q$ part of the SD $H(q)$ is well described by this singular form even in the presence of the walls. The hydrodynamic influence of the walls on $H(q)$ becomes manifest only at intermediate values of $q$, where it gives rise to a small increase in $H(q)$.

Study of surface charge densities using total internal reflection microscopy.

L. Helden, H.H. von Grünberg, P. Leiderer, C. Bechinger

Interactions that occur between charged objects immersed in an electrolytic solution, such as colloids, micelles, vesicles, and proteins, play an important role in many biological and physico-chemical systems [1][2]. In the vicinity of charged surfaces in solution, a diffuse layer of electrolyte ions forms, with a thickness in the order of the Debye screening length $\kappa^{-1}$. Accordingly, if two such objects having like-charged surfaces approach each other closely, their double layers start to overlap which eventually leads to an increase of counter-ion density in the gap between them relative to the bulk solution. This results in a repulsive “double-layer” force [2][3] being - except for small separations where dispersion and steric interactions become important - one of the principal long-range forces in such systems. The effective wall-colloid potentials are measured using the TIRM (total internal reflection microscopy) technique. In contrast to similar experiments which were performed by other authors before [4][5][6], here we measured the potentials at various salt concentrations using the same particle. This allows us to calculate its surface charge density with a very high accuracy.

A good approximation for the solution of the Poisson-Boltzmann equation in our experimental situation (polystyrene sphere of a=5µm radius in aqueous solution over a flat silica plate) is given by [7]:

$$\beta V_{DL(b)} = \frac{16a}{\lambda_b^2} \gamma_w \gamma_c \exp\left(-\kappa(h-a)\right)$$

(1)

where $h$ is the distance between the wall and the center of the colloid, $\lambda_b = e^2/\beta \varepsilon$ is the Bjerrum length, $\beta$=1/kT and $\varepsilon$ is the dielectric constant of the solvent, and $\gamma$ is the inverse Debye screening length which depends on the salt concentration. This simple, and convenient analytical form is based on the Gouy-Chapman solution where the prefactor contains the charge renormalization factors $\gamma_w$ and $\gamma_c$ for wall and colloid respectively.

$$\gamma_w/c = \tanh\left[\frac{1}{2} \arcsin\frac{2\pi\lambda_b \sigma_{w/c}}{\kappa}\right]$$

(2)

Here the dependence of the prefactor on the surface charge densities $\sigma_w$ and $\sigma_c$ is explicitly spelled out and the idea of the following experiment is to measure the double layer interaction potentials for different salt concentrations ($\kappa$ values) from which the surface charge densities from the prefactors can be derived.

The total interaction potential $\beta V_{tot}$ between sphere and wall which has been experimentally obtained by employing total internal reflection microscopy [8] (for details of this technique we refer to C16) is a superposition of double layer repulsion $\beta V_{DL}$ and gravity $\beta V_{grav}$ that presses the particle against the wall.

As expected, the mean colloid-wall distance decreases with decreasing Debye length. In addition we observe that the left branch of each potential becomes steeper with decreasing Debye length, a feature that is to be expected from the exponential of Eq.1. As can be seen there is very good agreement between our data and theory (solid lines in Fig.1), except for the two curves closest to the wall. These deviations are attributed to the short ranged attractive dispersion forces $\beta V_{disp}$ which will be neglected in the following because they play a rather marginal role here [9].

In the following we concentrate on the electrostatic repulsion, therefore we subtracted contributions due to gravitation ($\beta V_{grav}$) and dispersion forces ($\beta V_{disp}$) which are known without any open parameters in this case [10].

The closed symbols in Fig.2 correspond to the fitted prefactors of Eq.1 divided by the $16a/\lambda_b$. In principle the surface charge densities could be derived, from these data using Eq.2. However, to reduce the number of fit parameters, the same experiment was performed with an
a=1.5µm silica sphere over silica glass so that the two γ-factors could be assumed equal (γ_c=γ_w). The Inset of Fig. 2 shows the prefactors found in this experiment using a single-parameter fit, which yields σ_w = 0.0007C/m^2. The numerical value is in good agreement with literature [11]. With this value the surface charge density σ_c of the polystyrene sphere has been determined to σ_c = 0.0001C/m^2 [9].

The fitted curve γ_w/γ_c from Eq.2 is displayed in Fig.2 as solid curve. To demonstrate the sensitivity of our measurements, we have added two curves of the same function with σ_c = 0.00015C/m^2 and σ_c = 0.00005C/m^2 as dashed lines. The theoretical and experimental data show in particular at higher values of κ^-1 good agreement and indicate that in both experiments (PS and silica spheres) our data can be well described by the simple analytical form eq.1. We conclude that with the method proposed here, surface charge densities can be determined within ±30% accuracy [9].

The agreement observed in Fig.2 also implies that our measurements are in good agreement with the theoretical double-layer potential of Eq.1. This can be seen by dividing the potentials by their corresponding values of γ_w/γ_c. According to Eq.1, it follows that the potentials scaled in this way should all have the same prefactor 16a/λ_B exp{−κ^−1(h−a)}. In a semi-logarithmic representation, this means that all curves should appear as straight lines with identical slopes and intersections. This is indeed confirmed by Fig.3 where we see all potentials collapsing onto one common master-curve. This proves that Eq.1 correctly describes the double-layer interaction between the wall and the colloid. The small deviations of the experimental data from the master curve are attributed to an approximate error of 5 % in the κ-values derived from our ionic conductivity measurements.

Figure 2: Prefactors of the exponential function in Eq.(1) divided by 16a/λ_B, as obtained from a fit to the data in Fig.1. Shown are data for a PS sphere over silica, and for a silica sphere over silica (inset). To demonstrate the sensitivity of this method, the function γ_w/γ_c is plotted for three values of the colloidal surface charge density [9].

Figure 3: Master-plot of all measured potentials. For details we refer to the text [9].

C10 Charged colloids near dielectric interfaces

E.C. Mbamala, H.H. von Grünberg, R. Klein

The study of electric double layer forces and interactions of charged colloids in solutions has provided simple and convenient model systems for studying the interaction of more complex and important biological and chemical systems, among them, such prominent examples as the macromolecular DNA system. While in the bulk (far from any dielectric interfaces) charged-stabilized colloidal suspensions have been rigorously investigated, only few studies have been made for such suspensions near dielectric interfaces. This is surprising since the latter (interfacial suspension) should be well suited as a model system for studying, in general, the basic effect of dielectric discontinuity on the structural properties of suspensions of charged objects, be it an ion near a protein, or a single highly charged DNA molecule near a membrane.

In one of our studies [1], we have investigated suspensions of charged colloids near typical dielectric interfaces. Having a dielectric constant that is different from that of the suspension, the interfaces give rise to image-charge-induced forces which compete with the usual double-layer forces acting between the colloids. Within the framework of Poisson-Boltzmann (PB) and Monte-Carlo (MC) cell model approximations in the salt-free limit, we calculated the total force acting on an interfacial charged colloid for a range of system parameters. These are: the ratio of the dielectric constants of the substrate wall and the solution, \( e'/e \), the scaled macroionic charge, \( Z\lambda_B/2a \) (\( a \) is the macro-sphere radius and \( \lambda_B \) is the Bjerrum length which contains the temperature), and the volume fraction of the suspension \( \phi_{vol} \).

Figure 1 shows the net force \( F_z \) acting on the interfacial colloid as a function of \( e'/e \) for various values of \( Z\lambda_B/2a \) and \( \phi_{vol} \). The colloidal sphere is located at the center of the cell (other positions are also treated). We see remarkably from the figure, that the net force acting on the colloid at this specific configuration becomes attractive. This is so for all \( \phi_{vol} \) and colloidal charge considered. The force is largest when the image charge vanishes, i.e., when \( e' = e \), and it is zero if \( e' = 0 \), increasing with increasing \( e'/e \), \( \phi_{vol} \) and colloidal charge. This result can be explained in simple terms. The ions inside the interfacial cell are exposed not only to the image charges from the image-cell (see Fig.1 of [1]) but also to the real charges of the neighboring real-cell.

These charges are taken into account implicitly by the boundary conditions. A more detailed discussion is made in [1], where we have also calculated polarization surface charge densities at the wall and performed MC calculations to test the importance of finite-size effects of the counterions and investigate the question of colloidal adsorption to the wall.

In another study [2] of the electric double-layer force between a charged colloidal sphere and a dielectric planar wall (charged and uncharged), we have derived and calculated effective wall-colloid potentials and compared them with exact numerical PB results. The major difference between this system and the previously discussed can be seen in that [1] is a study of a suspension of colloids near a wall, while it is the interaction of a single colloid with a wall that is considered in [2]. Also the important parameters of the calculation are different; they include (i) the salt content of a reservoir of electrolyte ions characterized by the inverse screening length \( \kappa \), used as the dimension of all length scales, (ii) the colloidal sphere radius \( \kappa a \), (iii) the wall-colloid separation \( \kappa h \), and (iv) the surface charge densities on both the wall and the colloid, here represented by their surface potentials at isolation \( \Phi_w \) and \( \Phi_c \).

One important result of this study among others, is that the attractive force observed in the cell model treatment of the salt-free solution [1] is not observed here, for any wall-colloid separation. Figure 2(a) shows the comparison of a derived effective potential (based on the Stillinger potential [3]) with exact PB potential for \( \Phi_c = 1.0, 1.5, 2.0 \), taking a fixed value for \( \kappa a = 5.0 \). Here \( \Phi_w = 0 \) (uncharged wall). The figure shows clearly that
Figure 2: Comparison of the effective wall-colloid interaction potentials from, (i) approximate potential (based on the Still-inger potential), and (ii) exact numerical solution of the PB equation. Different values of the reduced surface potential $\Phi_c$ of the colloid are considered for a fixed sphere radius $\kappa a$. (a) The interaction potential versus the wall-colloid minimum separation, $\kappa(h - a)$. (b) The accuracy of the effective potentials in (a), percentage error versus $\kappa(h - a)$. The potentials are repulsive for all separations.

both the derived effective and PB potentials (and hence the net force on the colloid) are repulsive for all minimum wall-colloid separations $\kappa(h - a)$. This is to be expected given the repulsive Coulomb interaction between the colloid and its image-charge beyond the wall. The attractive net force reported in [1] has been attributed to the influence of neighboring colloids in the suspension.

On-going studies [4] also show that the application of correct boundary conditions, namely, the inclusion of the image-charge contributions in treating charged colloids near and at dielectric interfaces may be applied to explain the observed trapping of colloids and other macromolecules at liquid-air interfaces.

C11 Electrokinetic Effects in Charged Colloids

M. Kollmann and G. Nägele

The dynamics of charge-stabilized dispersions consisting of highly charged colloidal particles (macroions) dispersed in a solution of weakly charged small counter- and coions (microionic atmosphere) has attracted considerable interest, both from the experimental and from the theoretical point of view. Theoretical work on charge-stabilized colloids has mostly been based on an effective macrofluid model of dressed macroions interacting by an effective pair potential of spherical symmetry, by integrating out the microionic degrees of freedom. To date, the screened Coulomb potential of Derjaguin-Landau-Vervey-Overbeek (DLVO) type is still the most widely used dressed macroion pair potential.

A major drawback of the dressed macroion model is that it does not account for the kinetic influence of the microionic atmosphere on the colloidal dynamics. The theoretical modeling and quantification of electrokinetic effects originating from the non-instantaneous relaxation of the microionic atmosphere is a demanding task even in case of a single spherical macroion diffusing in an unbounded multi-component electrolyte. In this case, light scattering experiments [1] have revealed that the diffusive motion of the macroions relative to the large macroion gives rise to an increase (decrease) in the friction coefficient (sedimentation velocity) of the tracer macroion. As a consequence, the long-time self-diffusion coefficient, \( D_T^L \), of the tracer has a minimal value when the thickness of the microionic cloud, as measured by the Debye screening length \( \kappa^{-1} \), is comparable to the radius \( a \) of the macroion (cf. Fig. 1).

The sedimentation velocity, \( U_s \), of a slowly sedimenting macroion in the presence of its neutrally buoyant electrolyte atmosphere is related to the long-time self-diffusion coefficient, \( D_T^L \), by

\[
D_T^L = \frac{k_B T}{6\pi \eta a} + \Delta \zeta_T = D_T^0 \frac{U_s}{U^0}
\]

where \( U^0 \) and \( D_T^0 \) are the Stokesian sedimentation velocity and the diffusion coefficient, respectively, of the tracer. Furthermore, \( \eta \) is, essentially, the solvent viscosity. The effect of the microions relaxation is embedded in the excess friction contribution \( \Delta \zeta_T \).

The statistical fluctuations of the microionic atmosphere around the colloidal tracer are coupled to the corresponding hydrodynamic fluctuations through the intervening solvent. Therefore, it appears to be necessary to treat the steric and electrostatic direct interactions (relaxation effect), and the hydrodynamic interactions (HI) between tracer and microions (electrophoretic effect) on equal footing for a proper treatment of the experimentally observed colloidal electrolyte friction and sedimentation effect.

Based on a recently formulated mode-coupling scheme for Brownian systems where HI has been included [2,3], and where the macroion and the microions are treated on equal footing as charged hard spheres immersed in an unstructured solvent, we have derived new analytical expressions for the (time-resolved) self-diffusion coefficient and the sedimentation velocity of the tracer [4,5]. As seen from Fig. 1, use of these expressions yields good agreement with the experimental data for \( D_T^L/D_T^0 \) without HI, \( D_T^L/D_T^0 \) is monotonically decreasing, in conflict with experimental observation. Experimental data points are taken from [1].

Figure 1: Normalized long-time self-diffusion coefficient \( D_T^L/D_T^0 \) versus reduced screening parameter, \( \kappa a \), for two different salts, \( \text{NaCl} \) and \( \text{NaC}_6\text{H}_5\text{CO}_2 \), respectively. Experimental data are taken from [1]. The lines are the results of our mode-coupling theory (MCT) with HI included [4,5].

Figure 2: MCT results with HI (solid line) and without HI (dotted line) for \( D_T^L/D_T^0 \) vs. \( \kappa a \). Without HI, \( D_T^L/D_T^0 \) is monotonically decreasing, in conflict with experimental observation. Experimental data points are taken from [1].

An important conclusion drawn from our theoretical analysis is that the observed minimum of \( D_T^L \) at \( \kappa a \approx 0.5 \)
Figure 3: Sketch of the Stokesian stream lines of a negatively charged macroion with its associated microionic atmosphere of counter- and coions. The macroion sphere is acted on by a weak external force $F_T$.

is due to a combined effect of hydrodynamic and direct forces acting between macroion and microions. This fact should be contrasted with earlier approaches on electrolyte friction where it has been attempted to explain the minimum of $D^F_T$ in terms of direct forces only (cf., e.g., [6,7]). In fact, the neglect of HI gives rise to a charge-independent contribution to $\Delta \zeta_T$. This additional friction contribution, in turn, leads to a monotonic decline of $D^F_T$ with increasing ionic strength, as seen from Fig. 2, in conflict with experimental observation. The charge-independent friction contribution arises from the excluded volume interactions between the tracer and the point-like microions. With HI included, this excluded volume contribution becomes quite small [8] (i.e., it vanishes within the approximations made in [4,5]) since the microparticles are advected by the hydrodynamic flow field created by the moving tracer sphere (cf. Fig. 3).

Future extensions of this work will focus on electrokinetic effects in concentrated macroion dispersions with overlapping microionic atmospheres. This will allow to treat the primary and secondary electroviscous effects in a unified way.

C12 Brownian Dynamics of Dipolar Colloids

B. Rinn and Ph. Maass

The Brownian dynamics of colloids suspended in liquids is a long-standing problem of considerable practical interest. While many results have been obtained for short-range interacting colloids in the past, much less is known in the case of long-range interactions. A system studied in detail by experiment is a two-dimensional colloidal suspension of superparamagnetic particles that interact via dipolar forces when an external magnetic field \( B \) is applied [1]. To understand the experiments we have performed extensive Brownian dynamics simulations. After verifying the static properties of the system, we have shown that inclusion of hydrodynamic interactions (HI) are essential to quantify the diffusion of the colloids properly, see Fig. 1. As can be seen from the figure, the HI increase the self-diffusion on all time scales. This is in marked contrast to the behavior of short-range interacting colloids, where typically HI slow down the dynamics. The HI enhancement effect for long-range interactions becomes stronger for denser suspensions and is almost independent of the temperature [2].

Further experimental work on an analogous but confined system with a small number of 29 particles has been done by Bubeck et al. [3]. The colloids in this system are confined to a circular hard wall cavity and arrange into three concentric shells at sufficiently strong interaction strength \( \Gamma \propto M^2/k_B T \), where \( M \) is the induced magnetization. By analyzing several particle trajectories monitored over 30 minutes an interesting “reentrant freezing phenomenon” was observed: While at large \( \Gamma \) the angular displacement of the colloids in the inner shell shows small fluctuations corresponding to some kind of “frozen state”, this displacement was found to become larger than the angular separation of neighboring particles in the inner shell at intermediate \( \Gamma \). Upon further decreasing \( \Gamma \), however, the “frozen state” was found to reappear.

![Figure 1](image1.png)

Figure 1: Time dependent diffusion coefficient of dipolar colloids with and without HI in comparison with experiment.

Subsequently the effect was proposed to occur also in Brownian dynamics simulations [4]. In these simulations the authors considered a certain quantity as angular diffusion coefficient that exhibits a non-monotonous dependence on \( \Gamma \) in a \( \Gamma \) interval corresponding to that where the reentrant behavior was observed in the experiment.

In continuation of our former studies of the extended system [1] we have independently investigated the confined system [5]. Contrary to [4], however, we could not identify a non-monotonous behavior in the dynamics, when considering properly defined quantities. The diffusion coefficient defined in [4] is well-defined as long as the particles remain in the same shell while the trajectory is recorded. When, as it happens for small \( \Gamma \), a particle changes its shell due to motion in the radial direction, other particles have to rearrange to build a new shell structure. Due to this fact the time averaging has to be restricted to times smaller than the time \( t_* \) of the first occurrence of a “shell jump”. As a consequence, to determine the angular diffusion coefficient \( D_\theta \) the trajectories between two shell jumps have to be long enough for reaching the long-time limit. We have shown [5] that, when taking shell jumps into account properly, \( D_\theta \) decreases monotonously with increasing \( \Gamma \) as one would expect for ordinary physical situations. If, on the other hand, one evaluates \( D_\theta \) by some other procedure involving inter-shell radial motions, one can obtain very different results. In an extreme case, where we analyzed the data by fully ignoring the occurrence of shell jumps, we found an even more pronounced increase of \( D_\theta \) with \( \Gamma \) than Schweigert et al. For a comparison of the two procedures, see Fig. 2.

![Figure 2](image2.png)

Figure 2: \( D_\theta \) as a function of interaction strength \( \Gamma \) if shell jumps are taken into account (\( \bullet \)) and if they are ignored (\( \triangle \)).

C13 Diffusion and Rheology of Charged and Neutral Colloids

G. Nägele, A.J. Banchio, H. Zhang and J. Bergen Holtz

A first principle calculation of rheological and diffusional properties of suspensions of spherical colloidal particles from the knowledge of their direct and hydrodynamic interactions (HI) is a major theoretical challenge. It is important to develop an understanding for the microscopic origin of the transport properties of these systems since they can serve as model systems for more complex colloids relevant to chemical and pharmaceutical industry.

In a series of recent articles, we have formulated and employed a fully self-consistent mode coupling theory (MCT) adjusted to describe the over-damped dynamics of neutral and charged colloidal particles. For concentrated hard-sphere dispersions, we used a short-time hydrodynamic rescaling procedure to approximate the strong many-body influence of the HI on the particle dynamics. Experimentally accessible dynamical quantities determined using the (rescaled) MCT comprise the suspension viscosity $\eta$, dynamic elastic storage and viscous loss moduli $G'(\omega) = \omega\eta'\phi(\omega)$ and $G''(\omega) = \omega\eta''\phi(\omega)$, mean-squared displacement $W(t)$, dynamic structure factor $S(q,t)$, long-time collective and self-diffusion coefficients, and collective and self-memory functions. Comparison of our MCT results with experiment and computer simulations leads to good agreement, particularly for systems with strong particle correlations (cf. [1,2]).

Fig. 1a shows MCT results for the volume fraction (i.e. $\Phi$-) dependence of the reduced suspension viscosity $\eta/\eta_0$, where $\eta_0$ is the solvent viscosity. The HI-rescaled MCT is in good accord with the experimental data for $\eta$ by Segrè et al. (Phys. Rev. Lett. 75, 958 (1995)). There is also decent qualitative agreement between the MCT result for $\eta$ without HI and Brownian dynamics (BD) simulation results of Strating (Phys. Rev. E 59, 2175 (1999)). Notice the strong hydrodynamic contribution to the viscosity at larger $\Phi$. MCT results for the reduced dynamic viscosities $R(\omega)$ and $I(\omega)$ without HI of a concentrated hard-sphere dispersion are included in Fig. 1b and compared with BD data of Heyes and Mitchell (J. Chem. Soc. Faraday Trans. 90, 1931 (1994)), and a nonequilibrium HNC closure scheme of Lionberger and Russel (J. Rheol. 41, 399 (1997)). The MCT is seen to be in better agreement with the simulation data than the HNC scheme. In Fig. 1c, MCT results for the reduced mean squared displacement $W(t)/D_0 t$ of hard spheres are compared with BD data of Cichocki and Hinsen (Physica A 187, 133 (1992)). The agreement between MCT and BD improves with increasing $\Phi$, with nearly coincident results for $\Phi = 0.45$.

Figure 1: (a) Hard-sphere reduced viscosity $\eta/\eta_0$ in MCT with and without HI-rescaling vs. experimental data (Segrè et al.) and BD results without HI (Strating). Dashed line: high-frequency limiting viscosity $\eta_\infty$, normalized by $\eta_0$. (b) Real part $R(\omega) = (\eta'(\omega) - \eta_\infty')/(\eta - \eta_\infty)$ and imaginary part $I(\omega) = \eta''(\omega)/(\eta - \eta_\infty)$ of the reduced dynamic viscosity for a concentrated hard-sphere suspension vs. reduced frequency $\omega\tau_c$, with $\tau_c = a^2/D_0$. Thick lines: MCT results; open symbols: BD data of Heyes and Mitchell; thin lines: non-equilibrium HNC closure scheme of Lionberger and Russel. (c) Reduced mean squared displacement for hard spheres at $\Phi = 0.3$ (upper two curves) and $\Phi = 0.5$ (lower two curves). Figures taken from [1,2].
From our MCT calculations we were further led to interesting predictions concerning the validity of certain empirically found generalized Stokes-Einstein (GSE) relations linking low-shear viscoelastic properties to diffusion coefficients. Most of these GSE relations were shown to hold fairly well for hard-sphere dispersions, whereas the violation of the same GSE relations is predicted in case of charge-stabilized suspensions with long-range interactions (cf. [1]).

For an application of the fully self-consistent MCT scheme to charge-stabilized dispersions consider Fig. 2. This figure demonstrates the damping out of density fluctuation correlations with increasing correlation time \( t \), quantified by the dynamic structure factor \( S(q,t) \). The system parameters used for the results shown in the figure are typical of deionized aqueous dispersions of highly charged colloidal spheres. Our MCT results for \( S(q,t) \) are compared with BD data of Gaylor et al. (J. Phys. A 13, 2513 (1980)), and with results of López-Esquibel et al. (J. Chem. Phys. 96, 1651 (1992)) derived from a two-exponential approximation (SEXP) of \( S(q,t) \) based on exact short-time moments. The MCT \( S(q,t) \) is in excellent agreement with the BD results of Gaylor et al. even for the largest time \( t = 1.6 \) ms considered. The SEXP predicts a too rapid progression of structural relaxation.

It should be noted that charge-stabilized dispersions are qualitatively different from hard-sphere systems regarding the short-time and long-time transport properties, due to the combined influence of long-range electrostatic and hydrodynamic interactions. An important example is provided by the \( \Phi \)-dependence of the sedimentation velocity \( U \). For dilute suspensions of charged particles at low salinity, the reduced sedimentation velocity is well represented by the non-linear form \( U/U_0 = 1 - \rho \Phi^\alpha \), with \( \alpha = 1/3 \) in case of strongly charged spheres and \( \alpha = 1/2 \) for weakly charged particles [3]. The exponent 1/3 has indeed been observed in sedimentation experiments on strongly charged particles.

Aside from translational motion, colloidal spheres perform rotational Brownian motion which can be investigated experimentally by depolarized dynamic light scattering, time-resolved phosphorescence anisotropy (TPA), and NMR. So far, rotational diffusion is much less understood than translational diffusion, sedimentation and viscoelasticity. In a joint theoretical/experimental project, we have studied the (short-time) rotational diffusion of colloidal tracer spheres in a dense colloidal host fluid (cf. [4,5]). Experimental/theoretical results for the rotational diffusion coefficient \( D_\phi \), of a neutral tracer sphere in a hard-sphere host dispersion, normalized by its limiting value \( D_\phi^0 \) at infinite dilution and multiplied by \( \eta f_\infty /\eta_0 \) are displayed in Fig. 3. Note the approach towards a generalized Stokes-Einstein behavior \( D_\phi \propto (\eta f_\infty)^{-1} \), and \( D_\phi \propto \eta^{-1} \), with increasing tracer/host diameter ratio \( \lambda \).

The TPA data are qualitatively well described by our approximate theory, which accounts only for the asymptotically leading three-body HI, provided \( \lambda \) is not too different from one.

C14 Glass transition of binary mixtures of 2D colloids

H. König, R. Hund, K. Zahn, G. Maret

A glass can be considered as a supercooled melt which forms a solid without long-range periodic order. The various glass-formers qualitatively reveal the same universal physical properties, but the details of the glass features depend on the particle interaction [1,2]. Various types of glasses can be distinguished by their temperature dependence of the viscosity \( \eta(T) \) and of the structural relaxation time \( \tau_\alpha(T) \) in the supercooled liquid. The covalent binding network glasses on one hand exhibit an Arrhenius-like behavior (1), colloidal glasses with hard-sphere-interaction on the other hand are quite well described by a Vogel-Fulcher-law (2). Most of the other glass-formers lie in between these extreme cases. A classification of the glass-formers by Angell [3], [4] defines glasses described by (1) as strong and others represented by (2) as fragile.

\[
\eta(T), \quad \tau_\alpha(T) \sim \exp\left(\frac{E}{k_B T}\right) \tag{1}
\]
\[
\eta(T), \quad \tau_\alpha(T) \sim \exp\left(\frac{E}{k_B (T - T_{VF})}\right) \tag{2}
\]

Initially, the fragile three-dimensional hard-sphere colloidal glasses were investigated by Bragg reflection of light [5]. More recently, such systems are examined by confocal microscopy providing also information of the particle trajectories and their cooperative relaxations, e.g. [6]. Furthermore, two-dimensional simulations try to understand the heterogeneous relaxation behavior of fragile glasses with short-range interactions in supercooled liquids and the glassy phase, e.g. [7].

In this project we study a binary mixture of superparamagnetic colloidal particles (diameters 4.5 \( \mu \)m and 2.8 \( \mu \)m) confined by gravity to the water-air interface of a hanging suspension droplet. The micro-spheres interact via a repulsive long-range dipole-dipole interaction adjusted by a magnetic field applied perpendicular to the two-dimensional (2D) particle layer (see also C4). The interaction strength is characterized by the dimensionless plasma parameter \( \Gamma \) defined as the ratio of the average repulsive magnetic interaction energy to the thermal energy \( k_B T \):

\[
\Gamma = \frac{j_0 B^2 d^3}{4 \pi} \left[ \chi_{\text{small}} \varphi + \chi_{\text{big}} (1 - \varphi) \right]^2 / k_B T \tag{3}
\]

Here \( \varphi \) denotes the fraction of the small colloids, \( \chi_{\text{small}} \approx 6 \cdot 10^{-12} \text{Am}^2/\text{T} \) and \( \chi_{\text{big}} \approx 6.2 \cdot 10^{-11} \text{Am}^2/\text{T} \) the magnetic susceptibilities of the small and big spheres, respectively, and \( \rho \) the (total) 2D particle density.

The diameter of the circular solvent drop was 8 mm containing approximately \( 10^5 \) homogeneously dispersed colloids. Using real time video-microscopy and image processing on a PC about 1000 particles in the center of the drop were studied in real time: Complete positional data were obtained for more than 6 decades in time and from these data various time-correlation functions were calculated.

In fig. 1 mean-square displacements \( \langle \Delta x^2(t) \rangle \) are plotted for several interaction strengths featuring all relaxation time-scales relevant for glassy systems. The short-time behavior which is also denoted as fast \( \beta \)-relaxation and corresponds to the linearly increasing free diffusion in isotropic liquids, merges into the cage-effect. This motion slows down on account of blocking restrictions caused by the repulsive interaction of the nearest neighbors. The strength and the duration of the cage-effect amplifies with rising interaction strength. Subsequently, \( \langle \Delta x^2(t) \rangle \) increases again and the particles eventually leave the cage. In supercooled liquids it is expected that hopping or slow \( \beta \)-relaxations are responsible for this process. Finally long-time structural relaxation processes take over. These involve a complete reorganization of the neighborhood of the particles and cause the ultimate increase of \( \langle \Delta x^2(t) \rangle \). The time scale \( \tau_\alpha \) corresponding to these so-called \( \alpha \)-relaxations depends upon temperature according to eqs. (1) and (2).

For comparison, we have included in fig. 1 the mean-square displacement of a 2D colloidal crystal consisting of big particles only (see C4/C5). As expected the particles are always caged apart from a small long-time relax-
ation. The latter is due to the softness of 2D crystals and some residual convectional flow of the solvent. Nevertheless, the mean-square displacement of the binary mixture cannot be directly compared with that of the crystal because of different cage sizes due to different densities.

The self-intermediate scattering function $F_s(q,t)$ corresponding to the mean-square displacement is shown in fig. 2. This function describes the relaxation processes in the Fourier-space and can be obtained by scattering experiments. The relaxation spectrum can be explained in the same way.

The structural relaxation time $\tau_\alpha$ has been determined from the long-time limit of the self-diffusion coefficient $D^I_s = 1/4 \lim_{t \to \infty} (d\langle x^2 \rangle/dt)$ using the relation $\tau_\alpha = 1/(D^I_s)$. In fig. 3 the values of $\tau_\alpha$ are shown as a function of the interaction strength $\Gamma(B)$ corresponding to an inverse system temperature $1/T_{\text{sys}}$. As the plot is in logarithmic y-scale the straight line behavior corresponds well to an Arrhenius-like law (1). Thus the data reveal strong evidence that the long-range repulsive magnetic dipole-dipole-interaction in this 2D colloidal system produces a strong glass.

To our knowledge this binary mixture is the first colloidal system which can be interpreted as a strong glass. We plan further measurements at even higher interaction strengths $\Gamma$ and for other mixture ratios (small/big = $\phi/(1-\phi)$) in order to explore how general this behavior is.

C 15 Magnetic field assisted colloidal masks

P. Keim, K. Zahn, G. Maret

Close packed two-dimensional (2D) arrays of colloidal particles (so-called Colloidal masks) provide a "parallel" method to structure substrates on sub-micron scale. Therefore they represent an interesting alternative to linear sequential processing steps like electron or ion beam lithography. Different attempts to build a hexagonal closed packed monolayer of colloids have been made using the attractive interaction caused by the interfacial tension of an evaporating solvent layer [1,2]. However, true long range order could only partially be achieved. Here a novel approach for improving the long range order of colloidal masks will be proposed based on the application of external fields.

The systems consists of monodisperse superparamagnetic polystyrol spheres with diameter $d = 4.5 \mu$m and mass density $1.7 \text{ g/cm}^3$ confined by gravity to a water/air interface. The interface is formed by a cylindrical drop suspended by surface tension in a top-sealed ring [3] (see also C4, C5). This liquid/air interface is free of impurities and provides the smoothness necessary for a high mobility of the colloids at the surface which can not be reached on a solid substrate. Fig. (1) shows a schematic setup of the system. Applying an external magnetic field vertically to the 2D layer causes a tunable repulsive interaction between the colloids acting as an inverse temperature. Depending on the strength of the field and the particle density the system can be driven from the fluid to the crystalline phase.

Unlike in a closed packed hexagonal crystal dislocations and disclinations can easily migrate through the crystal. An in-plane field is used to define a preferential direction and to temper imperfections of the droplet. Lowering the surface in the center of the droplet causes a curvature which adds an additional component of the gravitational force parallel to the surface and leads to an isotropic compression of the crystal Fig. (2). If the colloidal system is scaled down to reach a periodicity on the nanometer length scale sedimentation of the particles into a 2D plane will no longer occur because of increased thermal agitation. A different method has to be used to confine the colloids at the interface. As was applied in the case of proteins [4] we want to use the electrostatic interaction of a charged lipid monolayer at the water-air interface with oppositely charged colloids. The charge density of the lipid monolayer can be adjusted by the mixture of ionic and non-ionic lipids. Fig. (3) shows an schematic picture of small colloids attached by electrostatic interaction to the surface. To circumvent the small choice of commercial available super-paramagnetic microspheres with suitable size and susceptibility distribution we are also working on a magnetically inverted system of diamagnetic colloids dispersed in a ferrofluid. This enables the use of the large variety of commercially available polystyrene colloids. Using water-based ferrofluids all chemical technics including lipid monolayer covering should be adoptable.

C16  Entropic Forces beyond Entropy

D. Rudhardt, P. Leiderer, C. Bechinger

The stability of systems like polydisperse mixtures of colloids, natural rubbers, micelles, or polymer coils is known to be strongly influenced by depletion forces. In addition, such forces may also play an important role in biological systems, e.g. in the aggregation of red blood cells [1,2]. Therefore, the understanding of these forces is highly demanding from both the experimental but also from a theoretical point of view [3] [4].

The principal phenomenon of depletion interaction is easily understood when, e.g. a hard sphere of radius R suspended in a fluid containing smaller spheres of radius r in front of a wall at distance z is considered. If z decreases below 2r they are excluded from the region between the sphere and the wall. Consequently, the concentration of smaller spheres becomes depleted in this region compared to that of the bulk and an effective osmotic pressure causing a net attraction between the large sphere and the wall occurs [5].

This, however, is only true for small concentrations of the small spheres where they can be treated as an ideal gas to good approximation. When their volume fraction increases, correlation effects become important which are predicted to lead to an oscillatory behavior of depletion forces containing attractive and repulsive parts [6]. So far the interpretation of the corresponding experiments has been based on assuming hard-sphere macromolecule and hard-wall interactions which is, however, not always justified under experimental conditions. This is most evident in the case of highly charged macromolecules where even at volume fractions below 2% long-range repulsive and short-ranged attractive depletion potentials between an sphere and a wall have been measured. But even for systems of uncharged macromolecules or in the high salt limit, the model of hard spheres and a hard wall is not always applicable within the range of attractive dispersion forces.

In our experiments we use the so called total internal reflection microscopy (TIRM), to measure the potential of a freely (!) suspended colloidal sphere close to a wall [7]. As smaller spheres we employed nonionic polymer coils of poly(ethylene oxide) (PEO). The principle of TIRM is easily understood when considering a light beam which is reflected at a solid/fluid interface above the critical angle of total internal reflection $\Theta_c$. The intensity of the electric field does not drop instantaneously to zero above the interface but decays exponentially (as an evanescent wave) with a characteristic decay length $\beta^{-1}$ perpendicular to the surface. When an object which scatters light, e.g. a colloidal sphere, approaches the surface close enough to enter the evanescent field, frustrated total reflection will occur. The scattering intensity $I$ of the sphere is then proportional to that of the evanescent wave. Measuring $I$ (which fluctuates due to Brownian motion of the sphere) as a function of time thus provides a sensitive and non-intrusive method to determine z. In thermal equilibrium the sphere-wall-interaction potential $\Phi(z)$ can be calculated as a function of z by using the Boltzmann-distribution $p(z) = \exp(-\Phi(z)/kT)$.

Figure 1: Measured potential curves (symbols) of a PS sphere as a function of its distance z from a flat surface for polymer concentrations $n = 0$ (a), 4.1 $\mu$m$^{-3}$ (b), 6.3 $\mu$m$^{-3}$ (c), 8.7 $\mu$m$^{-3}$ (d), 16.4 $\mu$m$^{-3}$ (e), and 23.4 $\mu$m$^{-3}$ (e). The solid lines are calculations according to a density functional theory.

The symbols in Figs.1a-f shows the measured effective potential of a PS sphere of 10µm diameter in a solution of PEO molecules of various concentrations [8]. Curve a corresponds to the case where no PEO is added. In the absence of depletion forces the potential of a negatively charged PS sphere above a glass plate is composed of two parts [9]: towards larger distances z the potential increases linearly, because the dominant force acting on the particle is due to gravity. At smaller z the potential increases exponentially due to the electrostatic interaction between the sphere and the likewise negatively charged glass plate. This contribution to the total potential has been assumed to be constant when polymer was added. With increasing polymer concentration one observes on top of this potential an additional attractive
part below about 100nm. In the inset of Fig.1 we plotted the difference between curve c and a, i.e. only the depletion potential. As can be seen there is a repulsive barrier around 200 nm which is followed by an attractive part towards smaller distances. In order to understand this behavior, we compared our results to density functional theory (DFT) calculations of Roland Roth (group of Prof. S. Dietrich/MPI Stuttgart). To obtain good agreement between theory and the experimental data, it is not sufficient to consider only hard sphere interactions. At the concentrations used in our experiments this would highly underestimate the repulsive depletion potential. In contrast, it is essential to include also the dispersion forces and the electrostatic interaction energy between the PEO and the charged glass surface which gives rise to an external potential

$$\Phi_{\text{PEO}}(z) = C \exp\left[-2\kappa(z + r)\right] - A\left(\frac{r}{z + r}\right)^3$$  \hspace{1cm} (1)

with the Hamaker constant $A = 5 \times 10^{-20}$ J and

$$C = 12\pi\kappa^2 \left[ \kappa^2 - \sinh(\kappa r) \right] \frac{\varepsilon_0^2 (\varepsilon - \varepsilon_1)}{\varepsilon_1 + 2\varepsilon} \kappa^3$$  \hspace{1cm} (2)

with $\varepsilon_1 \approx 5$, the surface electric potential of the glass plate $E_0 \approx 50$ m, and $\varepsilon_0$ the permittivity of vacuum. Estimates indicate that for the densities considered here the attractive dispersion forces among the macromolecules and between them and the PS spheres are not important.

Taking this external potential into account the solid curves in Fig.1 have been obtained by a novel and versatile DFT approach [10]. The remarkable agreement between theory and the experimental data clearly demonstrates that even in systems with uncharged macromolecules a hard sphere and hard wall interaction is not always justified.

We emphasize that the potential barriers in Fig.1 cannot be explained in terms of a hard-sphere and hard-wall model, i.e. by purely entropic arguments. This conclusion is demonstrated in Fig.2 by the discrepancy between the actual depletion potential (solid line) and the one close to a hard wall (dotted line). At the low concentrations of PEO polymer which have been used in our experiments an entirely hard sphere- hard wall interaction produces only a very small potential barrier which can be hardly seen in Fig.2.

An important conclusion which can be drawn from our calculations is that, although the dispersion attraction seems to be mainly responsible for the potential barrier, the soft electrostatic repulsion plays an important role as well. By changing the salt concentration and hence the inverse screening length, one can experimentally tune the range of the electrostatic repulsion and thus modify the potential barrier. This explains why in an earlier experiment with a lower salt concentration no repulsive depletion forces were found [11].

\[\begin{align*}
\text{Figure 2: The depletion potentials between the wall and a big PS sphere calculated from the corresponding PEO density profiles. For details refer to the text.}
\end{align*}\]

C17  Single-File-Diffusion of Colloidal Particles in 1D-Channels

Q.-H. Wei, P. Leiderer, C. Bechinger

A unique physical phenomenon, widely termed single-file diffusion (SFD), arises when individual pores of a medium are so narrow that particles are unable to pass another, and thus the sequence of particles remains unchanged over time. The mechanism of SFD was originally introduced more than 40 years ago in biophysics to account for the transport of water and ions through molecular sized channels in membranes [1]. Besides biological systems, SFD is also discussed in the context of the transportation of adsorbate molecules through the long, parallel 1D pores of zeolites, charge carrier migration in 1D polymer and superionic conductors, and even the motion of monomers of reptating polymers [2].

It is well known that in two or three dimensions, the mean-square displacement (MSD) of a tagged particle is proportional to the observation time for long times. In contrast, when the mutual passage of particles is prohibited as typical for SF-systems, the movements of individual particles are correlated even at long times. This is due to the fact that the displacement of a particle along one direction is facilitated if the motion of its neighbors occurs in the same direction. This correlation effect strongly influences the long-time transportation of a labeled particle, and is reflected in the long-time behavior of the MSD which has been predicted for an infinite system to be [3]

$$<\Delta l^2> = 2F\sqrt{t}$$

where F is the SF mobility.

In order to test the validity of SFD in colloidal systems, we confined super paramagnetic particles of 3.6 µm diameter in a system of circular trenches fabricated by photolithography. In contrast to atomic systems where SFD has been reported previously, here the channels are well characterized, and the particle-particle interaction can be precisely adjusted by an external magnetic field. Since the time and length scales in such a colloidal system are easily accessed with video microscopy, we are able to follow the trajectories of individual particles over long times. These advantages enable us to demonstrate unambiguously the non-Fickian behavior of SFD. In particular, our measurements confirm for the first time the theoretically predicted gaussian distribution of particle displacements [4].

Our sample cell was composed of two optical flats separated by an O-ring of 1 mm thickness. The bottom plate was first coated with a thin layer of polymethylmethacrylate (PMMA) to prevent the colloidal particle from sticking to the glass surface. On top of this film, a 5 µm thick layer of transparent photo resist material was deposited. Afterwards a set of concentric circular channels was etched into the photo resist by means of photolithography (Fig.1).

![Figure 1: Optical microscope image of three concentric channels with a width of about 7 µm and diameters between 33 and 1608 µm. Dark objects are the colloidal particles. The channels are narrow enough to meet the condition for SFD.](image)

When an external magnetic field is applied perpendicular to the sample plane, a magnetic dipole moment M is induced in the colloids which increases linearly with B for the weak field strengths used in our experiments. This gives rise to a dipole-like pair interaction potential of the form $V(r) \propto M^2/r^3$. In order to characterize the interaction strength between particles we introduce the plasma parameter $\Gamma$, which is the mean dipole interaction energy normalized by the thermal energy $k_B T$. The particle-wall interaction can be considered hard sphere-like to a good approximation.

After the cell was assembled, the particles sediment to the bottom plate and are trapped in the micro channels. Due to the high particle density (1.20 g/cm³) the channels can be regarded as pores where the diffusion of the particles takes place. After most of the particles were trapped in the channels, the sample was carefully adjusted horizontally before the experiments.

The dynamics of colloidal particles was monitored with an inverted transmission optical microscope which is connected to a CCD camera and a computer. The instantaneous particle coordinates and their trajectories were extracted from digitized pictures with an image-processing algorithm and saved in a computer for later analysis. To obtain the long time behavior, we recorded the coordinates of colloidal particles for about 8 hours, with a time interval of 8 seconds between two adjacent pictures. From those data the MSD were calculated.
Fig. 2 shows MSD in a double logarithmic plot for five different magnetic field strengths, corresponding to $\Gamma = 0.66, 1.10, 2.34, 4.03$ and $7.42$. The solid lines correspond to best fits according to Eq.1 with $F$ as the only adjustable parameter. Our data clearly agree with the predicted $t^{1/2}$-behavior over more than two decades of time [4]. The small deviations from the solid lines at small time scales correspond to the crossover between the long-time diffusion and the short-time diffusion of the particles. As indicated by the arrows in Fig.2 the crossover time from the short-time behavior to SFD is significantly shifted to larger values when the magnetic dipole repulsion between the particles decreases.

Figure 2: Log-log plot of MSD’s vs. time $t$ for five particle interaction strengths $\Gamma$ (top to bottom): 0.66, 1.1, 2.34, 4.03, 7.42. The data points were shifted vertically by ln2 for clarity.

From the particle trajectories one can also calculate the distribution function of displacements $p(x,t)$, which is defined as the conditional probability of finding a particle at position $x$ after time $t$ with the particle located for $t=0$ at $x=0$. Despite the apparent simplicity of the physical situation describing SF conditions, the theoretical treatment remains a highly sophisticated task. Analytical results are only obtained for long time limits for hard rods hopping in an infinite one-dimensional chain (called one-dimensional exclusion model). It has been predicted that $p(x,t)$ follows [5],

$$p(x, t) = \frac{1}{\sqrt{4\pi Ft^{1/2}}} \exp\left(-\frac{x^2}{4Ft^{1/2}}\right)$$

This form, however, is suggested to remain valid under more general conditions whenever the single-file effects become important. To compare our data with Eq.2 we plotted the experimentally determined particle distribution function as shown in Fig.3. It can be seen that all data points collapse to a master curve after rescaling of the axis [4]. In addition, a gaussian function fit (solid line) shows good agreement with the data. From the only adjustable parameter of the gaussian fit, the single-file mobility can be derived, which is in agreement with the value obtained from the mean-square displacement data. This observation is also true for the $p(x,t)$ for the other magnetic fields. It should be emphasized that Eq. 2 has never been experimentally observed before. In fact, the data analysis of the earlier mentioned PFG NMR and Neutron scattering experiments, relies on the validity of Eq. 2.

Figure 3: Distribution function $p(x,t)$ multiplied with $t^{1/4}$. The solid line is a Gaussian fit with Eq.(2) with the fitting parameter $F = 0.14 \mu$m/s$^{1/2}$.

Because of the flexibility and ease of varying the channel geometry and the interaction potential form of colloids, the system allows for systematical experimental investigations of many other interesting aspects of SFD, such as finite size effect, boundary effect, hydrodynamics interaction effect, collective dynamics and multi-species system. The success of our one-dimensional colloidal system in demonstrating the non-Fickian behavior of SFD opens a new avenue not only for the SF systems, but also for particle transport through disordered micro porous mediums, e.g. self-similar percolating pores. Furthermore, the method of confining the particles by using structured surfaces may be useful to experimental study of the basic colloidal interactions under confined geometry.

C18 Adhesion induced deformation of submicrometer PS spheres on silicon surfaces

M. Mosbacher, M. Engelke, B.-U. Runge, and P. Leiderer

The adhesion and removal of submicrometer particles on solid surfaces is of great interest both from a scientific point of view as well as technologically. Some examples for such technological questions are the adhesion of medicinal particles to specific sites in the pharmaceutical industry or the adhesion of contaminating particles on silicon wafers in the semiconductor industry.

The importance of the adhesion of fine particles to surfaces has stimulated a lot of research on the underlying physical processes. As early as in the 1930’s Hamaker computed the attractive force between a hard, deformable sphere and a flat surface from the Van der Waals-forces between the two bodies, and later his approach was improved by Lifshitz. While this theory assumes the particles to stick to the surface as a perfect sphere, a direct observation of the contact zone between the adhering bodies showed that the contact takes place not at a single point but in a contact area of finite size. This turned out to be a consequence of the deformation of particle and substrate due to surface forces.

The first model which took into account these surface forces was suggested by Johnson, Kendall and Roberts (JKR) [1]. Assuming a particle-substrate interaction only in the contact zone the authors predict a dependence of the contact radius \( \alpha_{JKR} \) on the particle radius \( R \) given by

\[
\alpha_{JKR} = \frac{R^{2/3}}{K} \left( \frac{\zeta_{123}}{8\pi\varepsilon_0} + 3\gamma + \left( \frac{3\gamma\zeta_{123}}{4\varepsilon_0^2} + 9\gamma^2\pi^2 \right)^{1/2} \right)^{1/2} \tag{1}
\]

i.e. proportional to \( R^{2/3} \). In equation (1) \( \gamma \) denotes the energy of adhesion of both surfaces, \( \zeta_{123} \) the Lifshitz-Van der Waals-constant for the system PS-vacuum-SiO\(_2\) \(^1\) and \( \varepsilon_0 \) the equilibrium distance between particle and surface. \( K \) is defined as the effective module of elasticity

\[
\frac{1}{K} = \frac{3}{4} \left( \frac{1 - \nu_1^2}{E_1} + \frac{1 - \nu_2^2}{E_2} \right) \tag{2}
\]

with the Young’s moduli \( E_i \) and the Poisson ratios \( \nu_i \) of particle and substrate, respectively.

\(^1\)Which is the system experimentally under consideration here. Due to the native oxide layer 2nm in thickness the substrate’s contribution to the adhesion forces must be described by the Lifshitz-Van der Waals-constant of Si\(_3\)O\(_2\) rather than those of Si.

According to investigations by Muller, Derjaguin and Toporov (MYD) [2] the JKR theory is the limiting case of a more general theory of adhesion and the induced deformations, valid for “soft” particles on “hard” substrates, such as PS on silicon wafers.

Whereas the JKR theory assumes a totally elastic deformation of the particles, an estimation of the pressure in the contact zone [3] yields an order of magnitude of \( 10^9 \) Pa. This value is close to the elastic modulus of polystyrene and well in excess of its yield strength, therefore also plastic deformation of the particles may occur. This plastic deformation was described by Maugis and Pollock (MP) [4] as an extension of the JKR model. They obtain a contact radius of

\[
\alpha_{MP} = \frac{R^{1/2}}{H^{1/2}} \left( \frac{\zeta_{123}}{8\pi\varepsilon_0^2} + 2\gamma \right)^{1/2} \tag{3}
\]

and hence a proportionality to \( R^{1/2} \). Here \( H \) denotes the hardness of the particle-substrate system.

It is possible, therefore, by measuring the contact radius of the deformed particles to distinguish between elastic and plastic deformation by the power law dependence of the contact radius as function of the particle radius. Additionally the determined contact radius can be compared to the one predicted by JKR or MP.

Several experimental determinations of the contact radius \( \alpha \) have been published in the recent years (see e.g. [3,5]) for various combinations of particle and substrate materials. However, these investigations used spherical particles with diameters above or only slightly below 1\( \mu \)m. However, for industrial applications even smaller particles are relevant, as they are found, for example, as contaminant on silicon wafers. For this reason our research focused on the adhesion induced deformation of particles with diameters down to 140nm.

As substrate we used (100) industrial silicon wafers [7] that were cleaned in isopropanol (IPA) in an ultrasonic bath. The spherical colloidal polystyrene particles (PS, Interfacial Dynamics Corporation, size distribution \( \pm 5\% \)) were raredified with IPA and deposited as isolated particles onto the silicon sample in a spin coating process. Immediately after the deposition of the particles the samples were further processed.

For the determination of the contact radius we used two different techniques. On one hand we applied a scanning electron microscope (SEM) to directly observe the contact area. This method was also employed by Rimai et al. [3,5]. Before imaging the samples in the SEM we evaporated a thin gold film (thickness 10-20nm) onto the sample. This evaporation process caused a delay between particle deposition and imaging of several hours. In contrast to Rimai et al. we observed the adhering particles...
(a) Determination of the contact radius by SEM
(b) Determination of the contact radius by AFM

Figure 1: A comparison of two methods for the determination of the contact area of PS spheres on silicon. Fig. 1(a) shows a sphere 1700nm in diameter, the contact area as well as the crater formed by the gold evaporated onto the sample can be seen. In Fig. 1(b) the shadow created by the contact area of a particle (diameter 800nm) adhering to the silicon surface when evaporated with gold at grazing incidence can be seen. The thickness of the gold film is approx. 10nm. A white circle symbolizes the contact area. The image shows the phase signal of an AFM in contact mode.

at an angle of about 82-85° to the surface normal. This allows a better imaging of the contact region as one can look into the crater around the particle formed by the gold film (thickness 10-20nm). A typical example of a picture obtained by this SEM method is shown in Fig. 1(a).

As one can also see from this figure it is not easy to determine the contact radius accurately in this way. This is a consequence of the fact that the SEM cannot resolve the contact area, therefore it is not possible to determine its value for particles smaller than about 300nm in diameter. For this reason we developed a new technique, which is based on imaging the contact area by evaporating gold at grazing incidence (about 85°) onto the sample. After the evaporation the samples were dropped in an ultrasonic bath for 15 minutes in toluene. This process dissolved the PS solloids. Using an AFM in contact mode we then imaged the shadow created during the evaporation by the particle - surface contact. As can be seen from Fig. 1(b) this technique allows the determination of the contact radius with a good contrast. We applied it successfully even for particles with diameters as low as 140nm.

When comparing the contact radii obtained by the two methods (Fig. 2) we found that the values obtained from the AFM-shadow technique are about a factor of two smaller than those measured by the direct SEM imaging. In addition the AFM data show good quantitative agreement with the predictions of the JKR theory. A fit of a \( a \propto R^{n} \) power law revealed values of \( n=0.71\pm0.01 \) for the SEM method and \( n=0.72\pm0.06 \) for the AFM method. These values are different from the value of 0.5 expected for plastic deformation, a value that has been found experimentally after allowing the samples to rest for 14 days [3]. It should be noted, that some groups reported on 3/4 power law for submicron particles [3]. From the experimental data obtained so far this as well as the 2/3 power law (JKR) is within the error bars of our experiment. However, the origin of the exponent of 3/4 is still under debate and further experimental investigation is needed.

From our experiments we conclude that PS spheres on silicon wafers are deformed elastically within the first few hours after deposition. The adhesion by surface forces and the particle deformation induced by these forces are described by the JKR theory quantitatively in good agreement, an important observation for the modeling of particle adhesion in industrial applications. For the smallest particles the ratio of the radius of the contact area and the particle radius is about 30-40%.

---

C19 Synthesis of specially designed colloidal particles

S. Eiden and G. Maret

Mesoscale spheres of ceramic materials have recently attracted much interest, because these core-shell particles may exhibit properties that are substantially different from those of the core particles [1]. It has been shown that the structure, size and composition of this particles could be alternated in a controllable way to tailor their optical, electrical, thermal, mechanical, electro-optical, magnetic, and catalytic properties over a broad range [2]. Furthermore they are usefull in many areas, for example they can serve as extremely small containers of encapsulation and as fillers or pigments in coatings.

In the following the synthesis of polystyrene and silica spheres coated with TiO₂ is described.

1. Synthesis of hollow rutile spheres. After negatively charged sulfate-stabilized polystyrene spheres had been prepared as described by K. Furusawa et al. [3], they were coated in a sol-gel process with Ti(OEt)₄. The dried polystyrene beads were dispersed in absolute ethanol by sonication. After that Ti(OEt)₄ was rapidly added and the dispersion was mixed for 30 minutes in a closed bottle. Then the bottle was opened and the sol-gel precursor hydrolysed into the oxide ceramic gel as a result of its exposure to the moisture in air. After a few days the solvent evaporated completely and the gel precipitated out and formed a homogeneous, dense, thin coat around each polystyrene bead. When the spheres were filtered and washed with distilled water, an amorphous TiO₂ phase was obtained. By a calcination process using parameters such that the spheres did not burst, the polystyrene beads were removed and the crystalline phase anatase was obtained. In order to increase the refractive index, the hollow spheres have to be heated to 950 °C, because at this temperature the structure changes to rutile. Raster electron micrographs show, that the spheres had partially burst after the phase transition (Fig. 1). A series of investigations have shown that the thickness of the TiO₂ coating and the charge of the polystyrene spheres are important factors for the stability of the hollow spheres. The voids of these hollow spheres were determined by the diameter of the polystyrene template and the thickness of the ceramic wall could easily be changed in the range of 10-40 nm by using precursor solutions with different concentrations.

2. Synthesis of silica spheres coated by rutile:

In the first step uniform silica spheres were prepared by hydrolysis of tetraethyl orthosilicate in an alcohol medium in the presence of water and ammonia by a modified procedure, originally described by Stöber et al. [4]. The dilute silica dispersion were immersed in a constant temperature bath (90°C), to with a fresh solution of 0.2 mol/l TiOSO₄ in 1.0 mol/l H₂SO₄ was slowly added. The uniformity of the coating was affected by the control of the initial and the final pH of the dispersion, the concentration of the Silica particles, the rate of added TiOSO₄ and the reaction volume. The size distribution of spherical particles was determined either from raster or transition electron micrographs. The coated particles were then calcinated at 1000°C in O₂. The X-ray diffraction pattern of the titania-coated particles treated at 1000°C is characteristic of rutile (Fig. 2).

In summary, we have demonstrated two effective routes to mesoscale spheres of rutile. These spheres have a well-defined size that is determined by the diameter of the polystyrene or silica templates, and a homogeneous wall whose thickness is mainly controlled by the concentration of the precursor solution. The size and composition of these core-shell particles can be changed in a controllable way to tailor their optical properties. These spheres can be used as building block of photonic crystals, too.

Figure 1: spheres had partially burst after the phase transition

Figure 2: X-ray diffraction pattern of titania-coated spheres.

D  Biological Systems
D1 Low-frequency phonons in protein crystals

R. Weissenborn, T. Gisler, and G. Maret

Understanding the structure and dynamics of proteins is a central issue in molecular biology. In particular the questions of how proteins fold and what determines the catalytic activity of a protein are still unresolved problems, mainly due to the enormous structural complexity of proteins. Very much unlike synthetic macromolecules, proteins show a great degree of structural organization despite their complex amino acid sequences. Secondary structural elements such as $\alpha$-helices or $\beta$-sheets, being rather rigid themselves, are connected by flexible loops which allow large-amplitude collective motions of entire structural units. These large-amplitude collective vibrations lead to exchange between neighboring conformational states which are characterized by local minima in the free energy surface of the protein. These transitions between different conformational substates are believed to be essential for the catalytic activity of a protein.

As these conformational fluctuations in a substate modulate the polarizability of the molecule, one expects these fluctuations to lead to quasielastic or inelastic scattering of light at frequencies that correspond to normal mode frequencies for a given conformational substate. Transitions between different conformational substates are also expected to give rise to light scattering, however at much smaller frequencies than normal-mode fluctuations.

We have performed light scattering experiments from hen-egg-white lysozyme single crystals grown by the vapour diffusion method. As a light source we used a diode-pumped frequency-doubled Nd: YVO$_4$ laser operating in a single longitudinal mode at $\lambda_0 = 532$ nm; scattered light was analyzed using a scanning Fabry-Pérot interferometer and detected using a cooled photomultiplier tube. During the scan through the laser line the photomultiplier tube was protected from over-exposure by a shutter. Operating the interferometer at a finesse of typically $F = 50$ in 5-pass geometry allowed to enhance the instrumental contrast to $C > 10^7$. Measurements in backscattering geometry and at scattering angles around $90^\circ$ show rather broad inelastic lines (see Fig. 1) whose frequency shifts $\Delta \omega$ scale roughly linearly with the wave vector $q$, indicating that the observed peaks are pertinent to (longitudinal) acoustic phonons of the protein crystal lattice. The observed frequency shifts are indeed consistent with a sound speed of $(2328 \pm 44)$ nm$^{-1}$, if we assume a refractive index of the crystal of 1.6 which is likely to be an overestimate. Taking into account the large water content of the lysozyme crystals (typically 80% by weight), the effective refractive index can be estimated to be around 1.38, resulting in a sound speed of $(2328 \pm 44)$ nm$^{-1}$ which is in the range obtained for collagen fibers of varying hydration [1].

Apart from the acoustical phonons, we have, however, not been able to detect any underdamped, $q$-independent modes in lysozyme crystals, even when working with a greatly enhanced contrast of up to $10^{12}$ using a six-pass tandem Fabry-Pérot interferometer. A possible qualitative explanation for this result may be that low-frequency conformational fluctuations are overdamped by the hydration shell.

E  Multiple Light Scattering
E Light propagation in disordered media

Ralf Lenke, Ralf Tweer, Stefanie Eiden, Christoph Eisenmann, Roman Lehner and Georg Maret

We are studying the propagation of light in multiple scattering media, i.e. in materials which appear white or turbid. These materials represent the most common ‘aggregate state’ in nature, examples ranging from paint, paper, bio-materials, milk, rock to clouds. It is thus of general interest to obtain a better understanding of light propagation in such media and to develop new measuring techniques for their characterization. In very strongly scattering media even new, non-classical ‘photon states’ are predicted. This is of particular interest as those states are not only restricted to classical waves but are also predicted for quantum mechanical waves, such as for electrons in the conducting band (Anderson localization).

E 1 Material characterization by coherent backscattering [1, 2]

Light scattering by particles much larger than the wave length \( \lambda \) is well explained by ray optics. The same is true for disordered media, in which however, this model essentially reduces to a random walk model of light paths with the characteristic average step length \( \ell^* \), the so-called transport mean free path.

In the exact backscattering direction (reversed direction of the incident light beam), the scattered intensity of a single spherical particle is coherently enhanced due to the constructive interference of all light rays which are symmetric by rotation around the optical axis. This phenomenon is known as the ‘Glory’. In a disordered medium, this class of light rays reduces to a multiple scattered light path and its reversed path. It leads to an interference enhancement of a factor of two with respect to the incoherent background to which the intensity decreases with increasing deviation from exact backscattering.

In the diffusion approximation, the following angular dependence for the coherence \( \mathcal{C} \) between the direct and reversed path is obtained:

\[
\mathcal{C}(q_i) = \frac{1 - \exp[2(1 + \gamma)|q_i|\ell^*]}{2(1 + \gamma)|q_i|\ell^*},
\]

where \( q_i \approx 2 \pi b / \lambda \) being the back-scattering vector for a given back-scattering angle \( \theta_b \) with respect to the reversed direction of the incident light. With (1), the shape of the coherent backscattering (CB) cone (normalized to the incoherent background) is given by \( 1 + \frac{I_{ms}}{I_{in}} \mathcal{C}(q_i) \). \( I_{ms} \) and \( I_{in} \) are the (incoherent) intensities of the multiple scattering light paths and of single scattering, respectively. The pre-factor containing these intensities is necessary as single scattering does not contribute to CB and consequently reduces the enhancement factor below two. Its precise value depends on the incident and detected polarization state, the kind of scattering and on absorption. According to eq. (1), the angular width of this cone is proportional to \( \lambda / \ell^* \), thus giving the possibility to experimentally determine the transport mean free path \( \ell^* \). From eq. (1), it can also be seen that the cone has a triangular tip. This is no longer the case for absorbing samples. Then, the cone is rounded off because the long light paths, which are responsible for the tip of the cone, are suppressed by absorption. In terms of scattering vectors \( q_i \), this corresponds to a lower cut-off vector \( q_{a} \) which enters in eq. (1) by the replacement \( q_i^2 \rightarrow q_{a}^2 + q_i^2 \). With \( \ell_{a} \) the absorption length, one finds \( q_{a}^2 = 3 / \ell_{a} \ell^* \). However, absorption does not destroy the enhancement factor of 2 as it reduces the coherent and incoherent part to the same extent, i.e. (1) must be renormalized accordingly. The factor \( \gamma \) in (1), which is of order unity, reflects the fact that a multiple scattering light path does not end exactly on the interface of the sample, normally, but at a certain distance of order \( \ell^* \) outside the sample. The average value of this distance is just \( \gamma \ell^* \) [1].

A standard experimental setup measuring the coherent backscattering cone essentially consists of an enlarged parallel laser beam, a beam splitter permitting observation in the exact backscattering direction and a CCD-camera whose optic is adjusted to infinity. Thus, comparative measurements of \( \ell^* \) are easily possible. Fig. 1 shows the evolution of the CB-cone for an oil/water emulsion with decreasing droplet size. Quantitative evaluation is best done by comparison with Monte-Carlo simulations, where experimental conditions can be incorporated easily (see fig. 2). The precise evaluation of \( \ell^* \) is limited by the details of the light propagation close to the interface which may cause additional scattering and internal reflections. These effects are not very dramatic for samples with a moderate contrast of the index of refraction, such as the above emulsions, but they become substantial for high index particles and samples with a very small \( \ell^* \).

![Figure 1: CB-enhancement (renormalized) of an oil/water emulsion. With increasing stirring time and speed, the oil droplet size decreases leading to an increasing effective scattering strength and to a broader CB-cone.](image-url)
It is worth noting that while diffusing wave spectroscopy - a technique commonly used nowadays on suspensions to determine $t'$ - CB-measurements are also possible for solid samples.

As can be seen from fig. 2, the precise shape of the CB-cone depends on the type of scattering, on absorption and on polarization. In fact, full coherence between direct and reversed paths is only achieved if incident and detected polarization states are identical. This is guaranteed by the theorem of reciprocity which states that the scattering matrices describing direct and reversed paths are the transposed matrices of each other. However, as these matrices are not symmetric in general, especially for long light paths, no or only a small CB-cone exists in case of orthogonal polarizers and analyzers. By decomposing the scattering matrices $M$ in a symmetric and antisymmetric part, the coherent backscattering enhancement in the orthogonal channels can be described as following:

$$\mathcal{C}_{\perp}^{\pm}(\vartheta, 0) = \left( \frac{\overline{P}^\pm M^a \overline{P}^\pm \overline{P}}{\overline{P}^\pm M^a \overline{P}^\pm + |\overline{P}^\pm M^a \overline{P}|} \right)$$

(2)

where $\overline{P}$ and $\overline{P}^\perp$ are vectors representing the orthogonal polarizer and analyzer. More useful, eq. (2) can be transformed to a relation between $\mathcal{C}^{\pm}$ and the depolarization of the backscattered intensity $I'$ by the sample. For the linear crossed ($xy$) and circular orthogonal ($\pm$) channel we find [1]:

$$\mathcal{C}^{\pm}(\vartheta, 0) = \frac{2P_1}{1 - P_m}$$ and $$\mathcal{C}^{xy}(\vartheta, 0) = \frac{P_c + P_l}{1 - P_l}$$

(3)

with $P = (I^\parallel - I^\perp)/(I^\parallel + I^\perp)$ reflecting the degree of remaining polarization after backscattering. Note, that the equations are only valid for the multiply scattered $(ms)$ part of the light. Fig. 2 also shows the CB-cones in the crossed channels for Rayleigh scattering.

At the moment we study the influence of the interface on the shape of the CB-cone by investigation of the deformation of the cone with increasing inclination angle of the sample [1].

### E 1.1 A large angle CB-setup

The CB-setup described in E1 using a beam splitter and a CCD-camera permits relatively fast (on-line) measurements in and around the exact backscattering direction. However, the maximum angle range is limited to about $\pm 5^\circ$. This is not sufficient in the context of the research for localization [2] where one looks for very strongly scattering samples with a very large CB-cone. Therefore we built up a completely new kind of setup which operates from $0.05^\circ$ to $90^\circ$. This setup does not operate with parallel but with divergent incident light. Here, use is made of the fact that CB acts, to some extent, like a phase conjugating mirror. When using divergent light, originating from a point-like light source - for example the focus of a laser beam - an image of the CB-cone reproduces exactly around this source. No lens system is needed. Our setup is shown in fig. 3. The focus of the laser beam is at a distance of about 1m from the sample which is placed at the center of a goniometer. A single mode fiber is mounted on a goniometer arm such that the circle it describes passes through the focus of the incident laser beam. This position corresponds to exact backscattering. The laser light is linearly or circularly polarized. The an-
alyzer is placed between fiber and photomultiplier. The whole setup is controlled by a PC.

Fig. 4 shows the experimental results of two wide-angle CB-cone measurements for a commercially available, colloidal TiO$_2$ powder and for a sample of colloidal silica spheres coated with TiO$_2$ that we have fabricated ourselves. The $\cos(\theta_b)$-like behaviour (Lambert’s law) of the incoherent background as well as the triangular shape of the cone tip are clearly visible. By fitting the curves to the theoretical line shape given by eq. (1), we find $\ell^* \approx 1 \mu m$ for TiO$_2$ and $\ell^* \approx 1.7 \mu m$ for the coated spheres.

![Graph showing CB-enhancement vs. backscattering angle](image)

Figure 4: Measurements of the CB-enhancement with a ‘wide-angle-setup’ (see text). The inset shows the same curves at smaller angles completed by the measurements with a ‘standard’ setup (CCD camera, parallel laser). Here, no curve reaches the theoretically predicted enhancement factor of 2. This is due to experimental artifacts which, moreover, depend on the experimental setup. In fact, as the experimentally obtained enhancement factors of the camera setup were different from those of the wide-angle-setup, the curves had to be rescaled accordingly. The $\cos(\theta_b)$-like behaviour for the incoherent background is only a rough estimation. In our case, the base lines were fitted to $\cos(1.02 \theta_b)$ and $\cos(1.26 \theta_b)$, respectively. Wavelength 514nm.

E 2 CB and localization [2]

Light propagation in 2D and 3D random media is well described by the random walk model. It explains, for example, the Ohm-like behaviour that the transmitted intensity of a non-absorbing sample is inversely proportional to its thickness $L$. So far, experimentally measured deviations from this behaviour can - to our opinion - be completely explained by absorption. In one dimensional samples, however, the random walk model is completely inappropriate because the transmitted intensity decreases exponentially with sample thickness (such an exponential decrease is or would be an indication for localization). Immediately the question arises, if and to what extent the 1D behaviour is also inherent to 2/3D samples. However, there are basic differences between the different dimensions, for example, wave propagation in 1D is determined by transmitting and reflecting planes (which can cause resonances), whereas in 2/3D the (differential) cross section of the scatterers is the relevant parameter. Since the famous paper of P.W. Anderson in 1958 on (quantum) wave localization there is a never-ending discussion especially on the 2/3D problem. Essentially two different theoretical concepts are put forward: One considering the eigenstates of the disordered system and predicting localization in the case where the dimensionless conductance is very small. However, to our understanding this only applies to the case of (quasi-) 1D-samples. The other theoretical Ansatz is based on CB. Because of CB part of the light is scattered back to the source. As each scatterer in a disordered medium can be considered as source, the diffuse light propagation is slowed down by CB and we have a deviation from the 2/3D random walk model. CB cannot be cast in terms of a modified structure factor - and thus described by a renormalized random walk - as it is not destroyed with increasing length of the light paths. The second theoretical Ansatz predicts light localization in any 2D sample and in very strongly scattering 3D samples when $\ell^* \lesssim \lambda/2\pi$. Until nowadays no such behaviour could be unambiguously observed, neither by other groups nor by us [2] In fact, even the ‘classical’ description of light propagation in strongly disordered media is an important field of research on its own. Actually, we study the meaning and the value of $\ell^*$ in samples where the scatterers can no longer be considered as optically independent: Is there a lower limit to $\ell^*$? Moreover, as the existing localization theories cannot help making important simplifications and thus are very unclear, we are actually testing out a completely different theoretical Ansatz, describing multiple scattering plus CB by a self-attracting random walk model of light.

E 3 Magnetic field effects on CB [1-5]

Magnetic field induced Faraday rotation (FR) destroys the reciprocity of light paths as it introduces a phase difference of $2\sigma V \mathbf{B} \cdot \mathbf{r}$ between the direct and the reversed path; $V \mathbf{B}$ being the Verdet constant, the magnetic field and the propagated distance, respectively; $\sigma = \pm 1$ is the handedness of the circular polarization. Let us first assume that the light is not depolarized. With $\mathbf{R}$ the distance vector between starting and end point of the random walk, this results in a total phase shift of $2\sigma V \mathbf{B} \cdot \mathbf{R}$ and finally in the substitution $q_\perp \rightarrow q_\perp + 2\sigma V \mathbf{B}$ in eq. (1). Consequently, without depolarization, the CB enhancement is not destroyed but only shifted out of the exact backscattering direction if $|\mathbf{R}| \parallel \mathbf{B}$. But normally, especially on the long light paths, the light is depolarized (circular
polarization. Then, the FR-induced phase shifts are assumed to be independent of each other after a distance $l_{\text{re}} \approx \ell^* \approx l^*$ and decorrelated of $\mathcal{R}$, resulting in the substitution $q_{\text{re}}^2 \rightarrow q_{\text{re}}^2 + \ell_{\text{re}}^2 / (2VB)^2$ in eq. (1). Therefore, the coherence $\mathcal{C}^{\text{++}}$ between direct and reversed paths is destroyed by FR ("++" for same incident as detected circular polarization channel). The considerations made above basically hold as well for the parallel linear channel 'x-x'. More precise evaluations of the scattering matrix $M$ give the result [4]:

$$\mathcal{C}(VB)^{xx} = \frac{\mathcal{P}_l + \mathcal{C}(VB)^{++}}{1 + \mathcal{P}_r \mathcal{C}(VB)^{++}}$$

(4)

Again, the light must be depolarized, i.e. $\mathcal{P}_l < 1$, otherwise the CB-cone is not destroyed. For the crossed polarized channels we find:

$$\mathcal{C}(VB)^{\pm} = \frac{2\mathcal{P}_l}{1 - \mathcal{P}_r}$$

(5)

$$\mathcal{C}(VB)^{\gamma\gamma} = \frac{\mathcal{P}_l + \mathcal{R} \mathcal{C}(VB)^{++}}{1 - \mathcal{P}_r}$$

(6)

Why is it necessary to introduce the length $l_{\text{re}}^*$? When a circular polarized wave is reflected by a single Rayleigh scatterer in the exact backward direction, the product $\Delta \alpha = \sigma V B \vec{r}$ does not change sign and the FR induced phase shift $\Delta \alpha$ is not randomized. The sign is not changed because the polarity flip of $\sigma$ is compensated by the reversal of the vector $\vec{r}$ before and after scattering. Consequently, for the randomization of $\Delta \alpha$, exact back- and forward scattering are identical and we can make the replacement $(\sigma, \vec{r}) \rightarrow (-\sigma, \vec{r})$ for the scattered light. The same is true also for other directions for the part of the light which was scattered in the opposite circular polarization state. This picture gives a modified 'scattering cross section' with respect to the decorrelation of FR, which is more forward pointed, i.e. non-isotropic, than the real scattering cross section (see fig. 5). This non-isotropy is responsible for a larger FR-decorrelation length $l_{\text{re}}^*$ with respect to $\ell^*$. Quantitatively, one obtains $l_{\text{re}}^* / \ell^* = (1 - \cos(\theta_{\text{re}}))^{-1}$. For Rayleigh scattering, the value $l_{\text{re}}^* / \ell^*$ equals 2. With increasing size of scatterers $l_{\text{re}}^*$ decreases to about the same value as $\ell^*$.

Eqs. (4-6) have only been proofed for non-correlated scattering matrices. The model leading to the length $l_{\text{re}}^*$ seems to be in very good agreement with reality as it was demonstrated by numerical simulations; however, only for segments of light paths deep inside a multiple scattering medium. In any case, these models cannot reproduce the hole shape of the CB-cone. This can only be done by Monte-Carlo simulations. Experimental results, and their comparison to simulations, of the destruction of the CB-cone, cone shifts and the appearance of double cones are given in refs. [2-5]. A great, recent success of the simulations was their contribution to the explanation of an experimentally observed transversal asymmetry of the cone, i.e. a photon flux perpendicular to the incident light and perpendicular to the applied magnetic field [2, 3, 5]. Fig. 6 shows a numerical simulation of this experiment. The explanation is the following: Mie scatterers with an index of refraction smaller than the embedding material act, to some extent, like phase retarding plates: Linearly polarized light that is scattered in a plane including an angle of say +45° with respect to the incident polarization gets partially circular polarized. The circular polarized light experiences a phase shift of $\sigma V B \vec{r}$, where $\vec{B}$ and $\vec{r}$ include an angle of 45° as well. If the scattering plane includes an angle of $-45^\circ$ with the incident polarization, both $\sigma$ and $\vec{B}$ change sign. Consequently, independent of the orientation of the path segment, part of the light experiences a net phase shift perpendicular to $\vec{B}$ resulting in the transversal asymmetry.

At the moment we are performing experiments where we want to verify and evaluate quantitatively the new correlation length $l_{\text{re}}^*$.
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