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Abstract

We study computational effects of persistent Turing machines, independently introduced by Goldin and Wegner [GW98], and Kosub [Kos98]. Persistence is a mode of interaction which makes it possible to consider the computational behavior of a Turing machine as an infinite sequence of autonomous computations. We investigate different computability concepts such as conditional and essential computability. Furthermore, we give a characterization of all non-immune sets in terms of persistent computations.

1 Introduction

Interaction extends the algorithmic view on computation. By the facility of computational devices to communicate with the world outside, in particular to receive informations from there, moments of non-controlability and of non-predictability come inherent in computations. The more powerful interaction can be, the less dominating is the algorithm for the behavior the device is actually showing. Not least for that reason, a paradigm shift from algorithmic to interactive view on computing is proposed (see e.g. [Weg98, Mii93]).

In theory of computation, modes of interaction were considered as long as the formal notion of an algorithm was made precise. Such modes include well-known concepts like oracles, advice functions, or interactive proof systems. All in common is that a computation is only considered until the output becomes fixed; from the possibility of succeeding computations it is refrained. Taking an observer’s point of view on the computational behavior, this seems to be a fundamental lack of interactive quality.

In this paper we study some computational effects of the simplest mode of interaction that fulfills such interactive quality—persistence. Persistence is the property of data, facts, or objects to survive computations. It plays an important role in database theory, artificial intelligence, and object-oriented programming. In terms of Turing machines persistence means that tape inscriptions kept written after the end of the computation, and can influence a succeeding computation if they are added to the new input. Implementing this idea into formally sound model it will suffice to adapt the semantics of a Turing machine. This is why we can speak about persistence as the simplest mode of interaction; we do not need to change the model, we only look at computations interactively. The notion of the persistent Turing machine examined here was independently defined by Goldin and Wegner [GW98], and under a different name by Kosub [Kos98]. All the results mentioned below are contained in the latter work.
Persistence is inherently chronologic. The behavior of a persistent machine at the current input—the local behavior—depends heavily on all its preceding inputs typically in exactly that order they are given to the machine. Hence, the global behavior of machines depends on infinite input sequences, so-called streams [Weg98].

In [GW98] it is proved that (the glass-box notion of) persistence and (the black-box notion of) sequential interaction are the same in the sense of distinguishability of system behavior no matter if the computational process shows “functional” behavior. The approach here concerns infinite sequences of natural numbers at which, not to leave the classical area of theory of computation, we understand each number occurring in the sequence as an argument of a function to be computed. Rigorously we take the function to give a connection between inputs and outputs only of those computations being actually realized along a sequence of inputs, not of those computations that are potentially possible. As a concrete example this implies that the domain of such a function contains no more than the elements of the sequence. A computed function hence depends on both the algorithm and the input sequence. Clearly, to speak about functions in a mathematically correct sense, some uniqueness requirements for computations are necessary in relation to same inputs.

One could argue the model of the persistent Turing machine is of relatively few interest since, if we always know whole pre-histories, then everything can be already computed by a standard Turing machine. This objection is maintainable, but it does not fully touch our model. Actually, even this argument is used by us to define a local behavior in the model, i.e. how a concrete machine behaves to a single computation. All in all, we take a global view on computations that is expressed in considering the sequence and hence a special order in pre-histories. This order is given by prolongation of the pre-histories according to the sequence.

In a strong sense each persistent machine deals with an infinite object. In non-classical areas of computing theory there are also computational models handling infinite objects (see e.g. [Rog67, SW78, CG78, CG80, KW85, Wei85, Ko91]). Most of them are extensions of standard Turing machines to infinite sequences over finite alphabets. Insofar, they lay near to persistent machines. Apart from difficulties in assigning computational processes to certain inputs, differences are mainly caused in understanding the objects dealt with. As an example, on the one hand sequences are considered as words which belong to sets grouped in language classes, and Turing machines acting on these sequence shall decide in some sense a language of such a class, i.e. a set of sequences. On the other side, using persistent Turing machines we are interested in the function produced by the machine under the condition of the input sequence. We ask for an individual object, a single function.

It turns out that every partial function is computable by a very simple persistent machine considering an appropriate input sequence. Persistent interaction is in some sense much more powerful than algorithmically computing. But if we only admit persistent machines that compute the same functions under all input sequence (notice the similarity to Schöning’s notion of robust machines [Sch85]), then exactly the (partially) recursive functions can be computed. Surprisingly, it is emphasized that this does not change if we demand the computational invariance to hold only for almost all sequences. Considering further weak invariance conditions we get also a characterization of all non-immune sets.

The paper is organized as follows. Section 2 lays mathematical background for our investigations. In Section 3 the concept of the persistent Turing machine is precisely defined. Further, we take into consideration two natural computability concepts defined over persistent machines: conditional and essential computability. In Section 4 we study some notions connected with conditional computations. Section 7 is devoted to probability aspects of conditional computations.
converging in essential computability. Intermediate sections contain some initiating results about
connections between oracle machines and persistent machines (Section 5), and about degrees of in-
dependence between succeeding computations (Section 6). We finish with the conclusion in Section
8. Generally, the setting is recursion-theoretic.

2 Preliminaries and Notions

Basic set theory is supposed to be known. For an arbitrary set $A$, $\overline{A}$ denotes the complement of
$A$, and $\mathcal{P}A$ denotes the set of all subsets of $A$. By $\#A$ we denote the number of elements of the
set $A$. A co-finite set $A$ is a set with $\#\overline{A} < \infty$. The characteristic function $\chi_A$ of a set $A$ is 1 for
each element of $A$, and is 0 for each element of $\overline{A}$.

The finite alphabet $\Sigma = \{0, 1\}$ is used. $\Sigma^*$ is the set of all finite words over $\Sigma$ with the
empty word $\lambda$. For $w \in \Sigma^*$ the length of $w$ is denoted by $|w|$. In $\Sigma^*$ we assume the usual
lexicographical order $<$, i.e. the lexicographical order with primary respect to the word length. Let
$\mathbb{N} = \{0, 1, 2, \ldots \}$ be the set of natural numbers. We identify $\mathbb{N}$ and $\Sigma^*$ by the easily computable
and easily invertible bijection $B : \Sigma^* \rightarrow \mathbb{N}$ defined as $B(w) = \#\{v \in \Sigma^* \mid v < w \}$. $\mathbb{N}^m$
will denote the set of $m$-dimensional vectors of natural numbers ($m \in \mathbb{N}, m \geq 1$), and $\mathbb{N}^*$ is the set
of finite-dimensional vectors of natural numbers, i.e. $\mathbb{N}^*$ is the union of $\mathbb{N}^m$ for all $m \geq 1$. For any
vector $\xi = (\xi_1, \ldots, \xi_m) \in \mathbb{N}^*$ the dimension of $\xi$ is defined as $\dim \xi = m$. On $\mathbb{N}^*$ a prefix relation
is given: Say $\xi \sqsubseteq \eta$ if and only if $\dim \xi \leq \dim \eta$ and $\xi_j = \eta_j$ for every $1 \leq j \leq \dim \xi$. $\xi \sqsubset \eta$ if and
only if $\xi \sqsubseteq \eta$ and $\xi \neq \eta$.

$\mathbb{N}^\infty$ denotes the set of all infinite sequences of natural numbers. For $\xi \in \mathbb{N}^\infty$ the set
$\{\xi_1, \xi_2, \xi_3, \ldots \}$ is denoted by $R_\xi$ and is called range of $\xi$. A sequence with $R_\xi = \mathbb{N}$ is said to
be a full sequence. The set of all full sequences is denoted by $\mathbb{N}^\infty$.

Only functions $f : \mathbb{N} \rightarrow \mathbb{N}$ are of interest. $\mathcal{F}_P$ is the set of all properly partial functions
including the function $\nu$ nowhere defined, and $\mathcal{F}_T$ is the set of all total functions. $\mathcal{F}$ is the union
of $\mathcal{F}_P$ and $\mathcal{F}_T$. For any function $f \in \mathcal{F}_T$ and any set $A \subseteq \mathbb{N}$ the function $f_A$ is set to be $f(x)$
if $x \in A$ or is set to be undefined (denoted by $-$) otherwise. For partial functions $f, g \in \mathcal{F}$ we
say $f \simeq g$ if and only if the domains $D_f$ of $f$ and $D_g$ of $g$ are equal and for every $x \in D_f$ holds
$f(x) = g(x)$. The range of $f$ is denoted by $R_f$. For a set $A \subseteq \mathbb{N}$ we define $f(A) := \{ f(x) \mid x \in A \}$
and $f^{-1}(A) := \{ x \in \mathbb{N} \mid f(x) \in A \}$.

We adopt familiarity with general recursion-theoretic notions of effective computability as in
[Rog67, Soa87]. Along this line, our basic model of computation is the (multitape) Turing machine
(see e.g. [Rog67, Soa87]). REC is the class of recursively decidable (or recursive, for short) sets in
$\mathbb{N}$, and RE is the class of recursively enumerable sets. If writing $\text{REC}_+$ and $\text{RE}_+$, then the classes
excluding finite sets are considered. A recursive sequence $\xi$ is a full sequence for which exists a
total recursive function $f$ such that $\xi_{j+1} = f(j)$ for all $j$.

Let $\langle \cdot, \cdot \rangle$ be any effectively computable and effectively invertible standard pairing function of
a pair of natural numbers into a natural number. This is extended to an encoding of every finite tuple
of natural numbers into a natural number by the usual inductive construction: (i) $\langle x \rangle := (1, x)_2$,
and (ii) $\langle x_1, \ldots, x_k \rangle := \langle k, \langle x_1, \ldots, x_k \rangle \rangle_2$.

In the following we make use of probability-theoretic and measure-theoretic terms, so the reader
is assumed to be familiar with basic concepts (see e.g. [Fel68, Shi95]).

We need some special probability fields or measurable spaces, respectively. The first is according
to $\mathbb{N}^\infty$. Let $d$ be any distribution function on $\mathbb{N}$. If $d$ is recursive and satisfies $d(n) > 0$ for every
$n \in \mathbb{N}$ then call such $d$ plausible. Each $d$ gives a probability measure on $\mathbb{N}$. Extending this to
the $m$-dimensional case, we define a probability measure $P^m_d$ on $\mathcal{P}\mathbb{N}^m$ using the product measure construction. Explicitly

$$P^m_d(A) = \prod_{j=1}^{m} \sum_{n \in A_j} d(n)$$

for every $A = A_1 \times \cdots \times A_m \in \mathcal{P}\mathbb{N}^m$. The specification of the proper probability model we use follows standard arguments.

**Definition 2.1.** Let $d$ be any distribution function, let $m, t_1, \ldots, t_m \in \mathbb{N}$ with $t_1 < \cdots < t_m$, and let $A = A_1 \times \cdots \times A_m \in \mathcal{P}\mathbb{N}^m$.

1. The set $C_{t_1, \ldots, t_m}(A)$ is called *cylinder in $\mathbb{N}^\infty$* if and only if

$$C_{t_1, \ldots, t_m}(A) := \begin{cases} \left\{ s \in \mathbb{N}^\infty \mid s_{t_j} \in A_j \text{ for } 1 \leq j \leq m \right\}, & \text{if } m \geq 1, \\ \mathbb{N}^\infty, & \text{if } m = 0. \end{cases}$$

2. $C(\mathbb{N}^\infty)$ is the set of all cylinders in $\mathbb{N}^\infty$.

3. The $\sigma$-algebra $\mathcal{C}(\mathbb{N}^\infty) := \sigma(C(\mathbb{N}^\infty))$ is called the *$\sigma$-algebra of cylinders in $\mathbb{N}^\infty$*.

4. On $\mathcal{C}(\mathbb{N}^\infty)$ the measure $\hat{P}_d$ is defined as $\hat{P}_d(C_{t_1, \ldots, t_m}(A)) := P^m_d(A)$.

The following results are well-known or easy to see.

**Proposition 2.2.** Let $d$ be any distribution function.

1. $C(\mathbb{N}^\infty)$ is an algebra.

2. Let $C_{s_1, \ldots, s_m}(A), C_{t_1, \ldots, t_n}(B) \in C(\mathbb{N}^\infty)$. Then if $\{s_1, \ldots, s_m\} \cap \{t_1, \ldots, t_n\} = \emptyset$ then $C_{s_1, \ldots, s_m}(A)$ and $C_{t_1, \ldots, t_n}(B)$ are independent.

3. There exists an unique probability measure $P_d$ on $\mathcal{C}(\mathbb{N}^\infty)$ which coincides with $\hat{P}_d$ restricted to $C(\mathbb{N}^\infty)$.

So, the triple $(\mathbb{N}^\infty, \mathcal{C}(\mathbb{N}^\infty), P_d)$ is our probability field according to $\mathbb{N}^\infty$ for any distribution function $d$.

In similar way we construct a measurable space on the set of number-theoretic functions $\mathcal{F}$. A little difference is in the definitions of the cylinders. Here cylinders in $\mathcal{F}$ are defined as

$$\hat{C}_{t_1, \ldots, t_m}(A) = \begin{cases} \left\{ f \mid \{t_1, \ldots, t_m\} \subseteq D_f \text{ and } f(t_j) \in A_j \text{ for } 1 \leq j \leq m \right\}, & \text{if } m \geq 1, \\ \mathcal{F}, & \text{if } m = 0 \end{cases}$$

for $A = A_1 \times \cdots \times A_m \in \mathcal{P}\mathbb{N}^m$. Note that $\hat{C}(\mathcal{F})$, the set of all cylinders in $\mathcal{F}$, is not an algebra, but is closed under intersection and (finite) union. With $\hat{C}(\mathcal{F})$ we denote the $\sigma$-algebra generated by $\hat{C}(\mathcal{F})$.

### 3 Persistent Machines

We specify our fundamental model of a persistent Turing machine. As mentioned in the introductory section, the definition affects only the semantic of standard Turing machines, not the syntax.
Definition 3.1. [GW98, Kos98] A persistent Turing machine $K$ is a Turing machine with an one-way read-only input, an one-way write-only output tape, and with at least one additional work tape.

Initially, all tapes of a machine are cleared. The interaction now works as follows: The user writes an input on the input tape beginning with the field where the reading head is placed to the right. Subsequently the user starts a run. The machine scans the input from the input tape, and executes its algorithm with all inscriptions being contained at work tapes. Finally, the machine writes a word to the output tape beginning with a label. The output of such a computation is the word between the label and the current head position. Now, if the computation is finished, the user may write a new input on the input tape, and the process starts afresh. So, the results of computations formally depend on all input ever been written on the input tape. This is expressed in terms of a local output function.

Definition 3.2. Let $K$ be a persistent Turing machine, and let $x_1, \ldots, x_{n+1} \in \mathbb{N}$. The local output function $out_K$ of $K$ is a mapping from $\mathbb{N} \times \mathbb{N}^*$ to $\mathbb{N}$ defined as

$$
out_K(x_{n+1}|(x_1, \ldots, x_n)) = \begin{cases} 
z_1, & \text{if } n = 0 \text{ and } K \text{ outputs } z_1 \text{ on input } x_1 \text{ where all work tapes are cleared before the start}, 
z_2, & \text{if } n > 0 \text{ and } K \text{ outputs } z_2 \text{ on input } x_{n+1} \text{ under the condition that } K \text{ has finished before the computations according to the inputs } x_1, \ldots, x_n \text{ in exactly this order}, 
- & \text{if on input } x_j \text{ with } j \in \{1, \ldots, n+1\} \text{ the computation does not terminate getting the inputs in this order.}
\end{cases}
$$

For $n = 0$ the definition of the local output function captures precisely the semantic of the standard Turing machine. The term local is justified since this output function determines only the behavior of a persistent machine at a $(n+1)$-dimensional point (sequence) in $\mathbb{N}^*$. One cannot speak about a number-theoretic function computed by $K$ without knowing the order of such points. To obtain an output function which makes this possible it is necessary to assume that whenever along an infinite sequence of inputs the same input is given, the machine $K$ writes the same output on the output tape. A machine satisfying this assumption is a consistent machine.

Definition 3.3. Let $K$ be a persistent Turing machine.

1. Let $\xi \in \mathbb{N}^\infty$. $K$ is said to be consistent in $\xi$ if and only if for all $i, j \in \mathbb{N}$ holds that $\xi_{i+1} = \xi_{j+1}$ implies $out_K(\xi_{i+1}|(\xi_i, \ldots, \xi)) = out_K(\xi_{j+1}|(\xi_i, \ldots, \xi))$.

2. $K$ is said to be consistent if and only if $K$ is consistent in $\xi$ for every $\xi \in \mathbb{N}^\infty$.

Clearly, not every persistent machine is consistent, but this restriction to the machines is not very hard. Easily, each persistent machine can be modified in a way that the output computed by the machine for the first time the input occurs is written everytime for the same input. Any consistent persistent Turing machine defines global behavior along a sequence.

Definition 3.4. Let $K$ be a consistent persistent Turing machine, and let $\xi \in \mathbb{N}^\infty$. The global output function $out_K(\cdot|\xi)$ is the function for every $x \in \mathbb{N}$ defined as

$$
out_K(x|\xi) = \begin{cases} 
out_K(\xi_i (\xi_1, \ldots, \xi_{i-1})), & \text{if an } i \text{ with } x = \xi_i \text{ exists,}
- & \text{otherwise.}
\end{cases}
$$
Throughout the following we suppose a persistent machine to be consistent such that the global output function is always well-defined.

4 Conditional Computabilities

In this section we focus our attention to number-theoretic functions from $\mathcal{F}$ that are in some sense computable by persistent machines. By our approach a computed function does not only depend on the machine, but also on the sequence given to the machine. This is an additional condition for computing.

**Definition 4.1.** Let $f \in \mathcal{F}$, let $K$ be a (consistent) persistent Turing machine, and let $\xi \in \mathbb{N}^\infty$.

1. $K$ computes $f$ under the condition $\xi$ if and only if $R_\xi = D_f$ and $f(x) = \text{out}_K(x|\xi)$ for every $x \in R_\xi$. $(K, \xi)$ is called a conditional computation of $f$.
2. $K$ computes $f$ under the weak condition $\xi$ if and only if $R_\xi \subseteq D_f$ and $f(x) = \text{out}_K(x|\xi)$ for every $x \in R_\xi$. Then, $(K, \xi)$ is called a weakly conditional computation of $f$.
3. $K$ computes $f$ (weakly) conditionally if and only if there is a sequence $\xi \in \mathbb{N}^\infty$ such that $(K, \xi)$ is a (weakly) conditional computation of $f$.
4. The function $f$ is (weakly) conditionally computable if and only if there is a (consistent) persistent Turing machine $K$ computing $f$ (weakly) conditionally.

It is intuitively clear that making rigorous use of persistent machines we can conditionally compute any number-theoretic function if we choose an appropriate machine and an appropriate sequence.

**Theorem 4.2.** Every function $f \in \mathcal{F}$ is conditionally computable.

*Proof.* The case of a finite domain $D_f$ of $f$ is obvious since each of the finitely many function values of $f$ (if there are any) and the domain $D_f$ can be explicitly encoded into a machine. So, let $D_f$ be infinite, i.e. $D_f = \{a_1, a_2, \ldots, a_k, \ldots\}$ with $a_1 < a_2 < \cdots < a_k < \cdots$. Encoding $f$ in a sequence we define such $\xi \in \mathbb{N}^\infty$ as follows

\[
\begin{align*}
\xi_1 &= \xi_2 = \cdots = \xi_{f(a_2)+1} = a_1, \\
\xi_{f(a_2)+1+1} &= \xi_{f(a_2)+1+2} = \cdots = \xi_{f(a_2)+f(a_2)+1} = a_2, \\
&\vdots \\
\xi_{\sum_{j=2}^k f(a_j)+k} &= \xi_{\sum_{j=2}^k f(a_j)+k+1} = \cdots = \xi_{\sum_{j=2}^k f(a_j)+k+1} = a_k, \\
&\vdots
\end{align*}
\]

Clearly, using $f(a_1)$ as a compiled-in constant there is a persistent Turing machine $K$ that reconstructs each function value $f(a_j)$ for $j \geq 2$ from the sequence $\xi$. This shows the conditional computability of any $f$ with infinite domain. \(\blacksquare\)

The following theorem gives connections between classical Turing computability and conditional computability by using robustness properties of some persistent machines.

**Theorem 4.3.** Let $g \in \mathcal{F}$ and $g \not\equiv \nu$. There is a partial recursive function $f \in \mathcal{F}$ with $D_f \subseteq D_g$ and $f|_{D_g} \simeq g$ if and only if there exists a persistent Turing machine $K$ such that $(K, \xi)$ is a conditional computation of $g$ for every $\xi \in \mathbb{N}^\infty$ with $R_\xi = D_g$. 
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Proof. From left to right, note that each partial recursive function can be computed by a standard Turing machine $M$ that finishes computations with cleared work tapes. For the other direction, it is sufficient to observe that the persistent machine $K$ gives already right outputs for any $x \in D_g$ if $x$ is the first element of a sequence $\xi$ with $R_\xi = D_g$. $lacksquare$

From that theorem we immediately obtain some corollaries.

Corollary 4.4. A function $f \in \mathcal{F}$ with $f \neq \nu$ and recursively enumerable $D_f$ is partial recursive if and only if there exists a persistent Turing machine $K$ such that $(K, \xi)$ is a conditional computation of $f$ for every $\xi \in \mathbb{N}^\infty$ with $R_\xi = D_f$.

Corollary 4.5. A total function $f \in \mathcal{F}$ is recursive if and only if there exists a persistent Turing machine $K$ such that $(K, \xi)$ is a weakly conditional computation of $f$ for every $\xi \in \mathbb{N}^\infty$.

Usually, in recursion theory not general functions are investigated, but characteristic functions. So, the study is focussed on sets or languages. Clearly, the corresponding notions are also introducable into our model. Especially, the notion of a (consistent) persistent Turing acceptor is immediately to obtain from the standard Turing acceptor (see [Soa87]) and our specifications in Sect. 3. A (local, global) acceptance function $\text{acc}$ is a 0-1-valued (local, global) output function of a persistent Turing machine. We use the terms acceptor and machine synonymously. The precise meaning yields from the context. Note that a characteristic function is a total one.

Definition 4.6. Let $A \subseteq \mathbb{N}$, let $K$ be a (consistent) persistent Turing machine, and let $\xi \in \mathbb{N}^\tau_\infty$.

1. $K$ accepts or decides $A$ under the condition $\xi$ if and only if $\chi_A = \text{acc}_K(x|\xi)$ for every $x \in \mathbb{N}$. $(K, \xi)$ is called a conditional acceptance of $A$. As usual we employ the notation $L(K, \xi) = A$ to describe the conditional acceptance of $A$.

2. $K$ accepts or decides $A$ conditionally if and only if there is a sequence $\xi \in \mathbb{N}^\tau_\infty$ such that $L(K, \xi) = A$.

3. The set $A$ is said to be conditionally decidable if and only there is a (consistent) persistent Turing machine $K$ accepting $A$ conditionally.

Results from Theorem 4.2 and Theorem 4.3 looks like as follows in terms of sets.

Corollary 4.7. Let $A \subseteq \mathbb{N}$ be arbitrary.

1. $A$ is conditionally decidable.

2. $A \in \text{REC}$ if and only if there is a persistent Turing acceptor $K$ such that $A = L(K, \xi)$ for every $\xi \in \mathbb{N}^\tau_\infty$.

5 Stability and Natural Oracles

In this section we will point out connections between persistent and oracle machines. For that, take a look at Theorem 4.2 where we have encoded whole functions in sequences (not uniquely). Computing a function we merely have to reproduce the function from the sequence, strictly speaking we reproduce the function from the initial segment of the sequence up to the current input. In this sense a sequence can be viewed as a natural or realistic oracle.
A critical point is that the construction makes too extreme use of the input sequence. Nothing is said about the function inside the corresponding machine except the value \( f(a_1) \), and only inserting an \( a_j \) at the position in the sequence where the \( a_j \)’s stand changes the function to be computed. The construction is rather sensitive.

To eliminate these problems we introduce a stability concept of persistent computations under certain sequences. For this purpose we select a possibly finite subsequence that is called the relief.

**Definition 5.1.** Let \( \xi \in \mathbb{N}^\infty \). A sequence \( \xi^R \in (\mathbb{N}^* \cup \mathbb{N}^\infty) \) is said to be the relief of \( \xi \) if and only if \( \xi^R \) is obtained from \( \xi \) by the following steps:

1. \( \xi_1^R := \xi_1 \), and \( X_1 := \{ \xi_1 \} \),
2. If there exists \( j \) with \( j \not\in X_i \) then \( \xi_{i+1}^R := \min \{ j \mid \xi_j \not\in X_i \} \), and \( X_{i+1} := X_i \cup \{ \xi_{i+1}^R \} \), otherwise we stop with \( \dim \xi^R = i \).

The relief of a sequence \( \xi \) contains the elements of \( R_\xi \) exactly one time and in that order they occur for the first time in \( \xi \). For instance, the relief of \( \xi = (0,2,1,1,2,5,0,4,3,\ldots) \) begins with \((0,2,1,5,4,3,\ldots). \) A persistent machine we can call to be stable if the global output function is equal under all sequences with the same relief.

**Definition 5.2.** Let \( K \) be a consistent persistent Turing machine.

1. Let \( \xi \in \mathbb{N}^\infty \). \( K \) is said to be relief-stable in \( \xi \) if and only if for every \( \eta \in \mathbb{N}^\infty \) holds that \( \xi^R = \eta^R \) implies \( \text{out}_K(\xi) \simeq \text{out}_K(\eta) \).
2. \( K \) is said to be relief-stable if and only if \( K \) is relief-stable in \( \xi \) for every \( \xi \in \mathbb{N}^\infty \).

It is an open problem whether Theorem 4.2 holds for relief-stable machines. Obviously, functions not partial recursive can be computed conditionally by relief-stable machines since the cardinality of the set of all reliefs is greater than the cardinality of \( \mathbb{N} \). Concretely, we have the following sufficient condition for conditional computability.

**Theorem 5.3.** Let \( f \in \mathcal{F} \) be an arbitrary function satisfying the following properties

1. \( R_f \in \mathcal{R} \),
2. \( \{ a \in \mathbb{N} \mid \# f^{-1}(\{a\}) < \infty \} \in \mathcal{R} \),
3. \( \{ x \in \mathbb{N} \mid f(x) \in \{ a \in \mathbb{N} \mid \# f^{-1}(\{a\}) < \infty \} \} \in \mathcal{R} \).

Then \( f \) is conditionally computable by relief-stable Turing machines.

**Proof.** If \( D_f \) is finite, the statement is obvious. Let \( D_f \) be infinite. Define \( A := \{ a \mid \# f^{-1}(\{a\}) < \infty \}, \) \( X := \{ x \mid f(x) \in A \}. \) At first, let \( R_f \setminus A = \{ f_1, f_2, \ldots \} \) be infinite. The construction of a suitable relief-stable machine consists of two parts regarding to a current input \( x \).

Case 1. If \( x \in X \), then compute \( f(x) \) with the help of the enumeration of \( A \).

Case 2. If otherwise \( x \not\in X \), compute the index \( j \) of \( x \) in the relief of the input sequence. Calculate from \( j \) the number \( n \) in the relief restricted to inputs \( z \in X \), and divide \( n \) into the left part \( n_l \) and the right part \( n_r \) according to the pairing function \( \langle \cdot, \cdot \rangle \). Finally, output \( f_{n_l} \).

Define \( \eta \in \mathbb{N}^\infty \) to be any sequence with \( R_\eta = X \), and \( g \in \mathbb{N}^\infty \) to be a sequence with \( \eta_{2n}^R = x_{n_r} \) where \( f^{-1}(\{m\}) = \{x_1^{(m)}, x_2^{(m)}, \ldots \} \). Notice that \( R_\eta = D_f \setminus X \). Evidently, the sequence \( \xi \) defined as \( \xi := (\eta_1, \eta_2, \eta_3, \eta_4, \ldots) \) shows the conditional computability of \( f \).
It remains to argue for $R_f \backslash A = \{f_0, f_1, \ldots, f_k\}$ is finite. The validity of the theorem in this case is easy to verify if we consider any sequence $\varrho$ with $g^R \in f^{-1}(\{f_j|1 \mod k\})$. Obviously, there is a relief-stable machine reproducing from such relief the function $f$ according to the given inputs.

As an immediate consequence, the relief-stable version of the theorem is valid for sets.

**Corollary 5.4.** Every set $A \subseteq \mathbb{N}$ is conditionally decidable by relief-stable machines.

Related to natural oracles we can state the following. Unfortunately, we have the condition that the equality of the output functions supposes infinite sets.

**Theorem 5.5.** Let $M^{(1)}$ be a standard deterministic oracle Turing machine that for every $A \subseteq \mathbb{N}$ and for every $x \in \mathbb{N}$ during the computation $M^{(A)}(x)$ asks only queries $y \in \mathbb{N}$ with $y \leq x$ and ever stops. Then there exists a relief-stable persistent Turing machine $K$, such that for every $A \subseteq \mathbb{N}$ not finite there is a sequence $\xi \in \mathbb{N}^\infty$ with $\text{out}_{M(A)} \simeq \text{out}_{K}(\xi)$.

**Proof.** The idea is to fix an encoding $T$ of a set $A$ into a sequence $\xi$ which makes possible both to interpret the order of occurring inputs in the sequence up to the current input as the corresponding part of $A$ that can be asked during any computation, and to compute the right outputs. Consider a mapping $T^*$ from $\mathbb{N}^{\infty}$ to $\mathbb{R}\mathbb{N}$ defined as

$$T^*(\xi) := \{n \in \mathbb{N} \mid (\exists j)((\xi_j = n \land (\forall i < j)(\xi_i < \xi_j))\}.$$

$T^*$ has some properties that are easy to verify: (1) $T^*$ is surjective, (2) $T^*(\xi) = T^*(\xi^R)$ for every $\xi \in \mathbb{N}^{\infty}$, and (3) for every $\xi \in \mathbb{N}^{\infty}$ holds that $R_\xi$ is infinite if and only if $T^*(\xi)$ is infinite. $T^*$ defines the origins of $T$. Having $T^*$ in mind we can easily construct for any oracle machine $M^{(1)}$ with above restrictions an appropriate relief-stable persistent machine $K$. Take into account that, since for every $A$ the function $\text{out}_{M(A)}$ is total, $R_\xi = \mathbb{N}$ holds for every $\xi \in \mathbb{N}^{\infty}$ with $T^*(\xi) \subseteq A$. $\blacksquare$

### 6 Independence Degrees

Corollary 4.5 identifies total functions with highest independence in computations since for an arbitrary sequence always same outputs are given by a machine no matter if only relief-stable machines are admitted. Same considerations can be made about sets as stated in Corollary 4.7.

On the other side, a set only conditionally decidable by a machine which has different global acceptance functions for different input sequences can be assigned the lowest degree of independence. Surely, there are degrees in between.

A similar term to that of independence are studied in the setting of standard Turing machines. Together with the concept of helping, the notion of robustness of oracle machines was introduced by Schöning [Sch85] and subsequently investigated in various ways, e.g. [Ko87, Sch88, HH90, AKS95, NRS95]. A robust oracle machine is a standard oracle Turing machine accepting the same set relative to every oracle. Because of Theorem 5.5, our study of independence is loosely connected with the notion of robust oracle machine, and in such sense independences can be viewed as some kind of partial robustness.

In order to refine the concept of independence at first we consider uncritical inputs of a sequence, i.e. inputs swapping them do not change the global acceptance function. Our context are relief-stable machines.
Definition 6.1. Let \( \xi \in \mathbb{N}_T^\infty \), and let \( A \subseteq \mathbb{N} \).

1. A sequence \( \eta \in \mathbb{N}_T^\infty \) is said to be a \( A \)-permutation of \( \xi \) if and only if there exists a bijective function \( \beta : A \rightarrow A \) such that for every \( j \geq 1 \)
\[
\eta^R_j = \begin{cases} 
\beta(\xi^R_j), & (\exists a \in A)(\xi^R_j = a), \\
\xi^R_j, & \text{otherwise.}
\end{cases}
\]

2. A set \( L \subseteq \mathbb{N} \) is said to be \((A, \xi)\)-independent if and only if there is a persistent Turing acceptor \( K \) such that \( L = L(K, \eta) \) for every \( \eta \in \mathbb{N}_T^\infty \) which is a \( A \)-permutation of \( \xi \).

There would be some arbitrariness in our concept of independence degrees if we stop at this definition because of the consideration only of concrete set \( A \). A statement about languages that are acceptable under conditions in which only two inputs are changeable would be impossible. To describe such or similar independences, systems of sets are necessary.

Definition 6.2. 1. A system \( \mathcal{D} \) of subsets of \( \mathbb{N} \) is called independence.

2. Let \( \mathcal{D} \) be an independence. A set \( L \subseteq \mathbb{N} \) is said to be of independence \( \mathcal{D} \) if and only if there exist a sequence \( \xi \in \mathbb{N}_T^\infty \) and an \( A \in \mathcal{D} \) such that \( L \) is \((A, \xi)\)-independent.

3. Let \( \mathcal{D} \) be an independence. The class of all sets \( L \subseteq \mathbb{N} \) of independence \( \mathcal{D} \) is called the degree of independence \( \mathcal{D} \) and is denoted by \( \text{Ind}(\mathcal{D}) \), i.e.
\[
\text{Ind}(\mathcal{D}) = \{ L \subseteq \mathbb{N} \mid L \text{ is of independence } \mathcal{D} \}.
\]

 Viewing as an operator, \( \text{Ind} \) is obviously monotonic. Degrees of independence with more complicated descriptions leads to larger classes of sets. Next results on singleton independences follow directly from definitions and results above. The proposition establishes the first simple structural relations between independence degrees.

Proposition 6.3. 1. \( \text{Ind}(\{\emptyset\}) = \wp\mathbb{N} \), and \( \text{Ind}(\{\mathbb{N}\}) = \text{REC} \).

2. Let \( A, B \subseteq \mathbb{N} \). If \( A \subseteq B \) then \( \text{Ind}(\{B\}) \subseteq \text{Ind}(\{A\}) \).

If we consider degrees of singleton independences of recursive sets, then the according independence degrees are precisely notable.

Theorem 6.4. Let \( A \in \text{REC} \). Then \( \text{Ind}(\{A\}) = \{ L \subseteq \mathbb{N} \mid L \cap A \in \text{REC} \} \).

Proof. Let \( L \in \text{Ind}(\{A\}) \), i.e. there are a relief-stable persistent Turing machine \( K \) and a \( \xi \in \mathbb{N}_T^\infty \) such that \( L = L(K, \eta) \) for every \( A \)-permutation \( \eta \) of \( \xi \). Without loss of generality, assume \( \xi = \xi^R \). Let \( r \) be the least index of \( \xi \) with \( \xi_r \in A \). Consider a standard Turing machine \( M \) that, on input \( x \), checks \( x \in A \); if checking was successful then \( M \) simulates \( acc_K(x \mid [\xi_1, \ldots, \xi_r]) \) and behaves accordingly, if otherwise checking \( x \in A \) was wrong then \( M \) rejects. Since \( K \) works rightly for each \( A \)-permutation, \( M \) accepts \( x \) if and only if \( x \in L \cap A \). Hence, \( L \cap A \in \text{REC} \).

Let \( L \cap A \in \text{REC} \). If \( L \setminus A \) is finite then clearly \( L \in \text{REC} \) and, thus, \( L \in \text{Ind}(\{A\}) \) by Proposition 6.3. It remains to prove the claim for the case \( L \setminus A \) is infinite. So, let \( L \setminus A = \{l_1, l_2, \ldots\} \) with \( l_1 < l_2 < \ldots \). We will apply Theorem 5.5. Therefore, define a sequence \( \xi \in \mathbb{N}_T^\infty \) to be
\[
\xi = (l_1, 0, 1, \ldots, l_1 - 1, l_2, l_1 + 1, l_1 + 2, \ldots, l_2 - 1, l_3, l_2 + 1, \ldots).
\]
Employing operator $T^*$ from the proof of Theorem 5.5, $T^*(\xi) = L \setminus A$. On the other hand, a standard oracle Turing machine $M^{(c)}$ satisfying the assumption needed in Theorem 5.5 and giving $L \setminus A = L(M^{(L \setminus A)})$, is easy to obtain. Hence, there is a relief-stable persistent machine $K$ such that $L \setminus A = L(K, \xi)$ with $\xi$ from above. One can transform $K$ into $K'$ without destroying relief-stability such that $K'$, on the current input $x$, checks $x \in A$, if so (notice that then $x \notin L \setminus A$), then (1) takes over the answer whether $x \in L \cap A$, (2) computes $y$ which is originally placed at the current position in $\xi$, and (3) generates the tape inscriptions like in the case $y$ instead of $x$ would have been asked; if $x \notin A$ then $K'$ works like $K$. Since $K'$ is controlling $A$, $L(K', \xi) = L(K', \xi')$ for every $A$-permutation $\xi'$ of $\xi$. Moreover, $L(K', \xi) = (L \setminus A) \cup (L \cap A) = L$. Thus, $L \in \text{Ind} \{\{A\}\}$. 

Some corollaries are immediate. The first one shows that finitely many uncritical points in the sense above give as much structure in independence degrees as no point does.

**Corollary 6.5.** If $A$ is finite then $\text{Ind} \{\{A\}\} = \mathbb{Q}\mathbb{N}$.

For the second, observe that the independence degree according to a family of sets $D$ is the same as the (finite, countable or uncountable) union of all independence degrees according to the singletons induced by the family $D$. Note that if we admit REC then the independence degree contains whole $\mathbb{Q}\mathbb{N}$ because finite sets are included.

**Corollary 6.6.** $\text{Ind}(\text{REC}_+) = \{L \subseteq \mathbb{N} \mid L \text{ contains an infinite recursive set} \}$.

Corollary 6.6 can be expressed in terms of immunity. A set $L$ is said to be *immune* if and only if $L$ contains no infinite recursively enumerable (or equivalently, recursive) subset (see e.g. [Soa87]). So the right side describes even the class of non-immune sets.

**Corollary 6.7.** An infinite set $L \in \mathbb{N}$ is of independence $\text{REC}_+$ if and only if $L$ is not immune.

### 7 Essential Computability

Another approach in quantifying independences of computations is to determine the probability with which a function can be conditionally computed. The highest degree of independence is associated with a function conditionally computable with probability 1, i.e. for almost every sequence.

There is a practical perspective behind that. This perspective can be expressed by the following question: Is it possible to increase the computability given by models of real machines, if we take the persistent view on them, but claiming correct computations only almost everytime when randomly choosing an input. It will turn out that this is not the case.

We formalize such understanding only for total functions $f \in \mathcal{F}_T$. Each consistent persistent Turing machine $K$ can be interpreted as a mapping given by the global output function

$$K: \xi \mapsto \text{out}_K(\xi).$$

For our considerations it is necessary to show that $K$ is a measurable mapping from $(\mathbb{N}^\infty, \mathcal{C}(\mathbb{N}^\infty))$ to $(\mathcal{F}, \mathcal{C}(\mathcal{F}))$. This is stated in the following.

**Proposition 7.1.** Every consistent persistent Turing machine $K$ is a random element with values in $\mathcal{F}$, i.e. $K$ is $\mathcal{C}(\mathbb{N}^\infty)/\mathcal{C}(\mathcal{F})$-measurable.
Proof. It is sufficient to prove \( \{ \xi \in \mathbb{N}^\infty \mid K(\xi) \in A \} \in \mathcal{C}(\mathbb{N}^\infty) \) for every set \( A \) from the generator \( C(\mathbb{N}^\infty) \). We can further restrict ourselves to the simplest cylinders \( \hat{C}_t(\{k\}) \) with \( t, k \in \mathbb{N} \), since these cylinders also generate \( \mathcal{C}(\mathcal{F}) \). Considering for arbitrary \( t, k \in \mathbb{N} \) and every \( m \in \mathbb{N}, m \geq 1 \) the set

\[
A_{t,k}^m := \{ (n_1, \ldots, n_m) \mid n_m = t \land (\forall 1 \leq j \leq m-1)(n_j \neq t) \land \text{out}_K(n_m(n_1, \ldots, n_{m-1})) = k \}
\]

we have immediately

\[
\{ \xi \in \mathbb{N}^\infty \mid K(\xi) \in \hat{C}_t(\{k\}) \} = \bigcup_{m=1}^\infty C_{1,\ldots,m}(A_{t,k}^m)
\]

which is obviously in \( \mathcal{C}(\mathbb{N}^\infty) \).

For convenience we allow in our probability field every sequence to be from \( \mathbb{N}^\infty \). As a consequence, conditional computations would be only weakly conditional computations. A way out is to consider all possible cuttings of the domain of a total function. So, let us define for any function \( f \in \mathcal{F}_T \) the set \( T_f := \{ f|_A \mid A \subseteq \mathbb{N} \} \). Instead \( \{ \xi \in \mathbb{N}^\infty \mid K(\xi) \in T_f \} \) use as a shorthand \( \{ K(\xi) \in T_f \} \). Because \( T_f \in \mathcal{C}(\mathcal{F}) \) for every \( f \in \mathcal{F}_T \) as can be seen by

\[
T_f = \bigcap_{n=0}^\infty (C_n(\mathbb{N}) \cup \hat{C}_n(\{f(n)\}))
\]

asking for the probability of the set \( \{ K(\xi) \in T_f \} \) is well-founded. This gives background to speak in some sense about computation probabilities.

Fix an arbitrary distribution function \( d \) not necessarily plausible.

**Definition 7.2.**

1. For any function \( f \in \mathcal{F}_T \) and for every persistent Turing machine \( K \) the *computation probability* \( B_K(f) \) of \( f \) by \( K \) is defined as
   \[
   B_K(f) := P_d(\{ K(\xi) \in T_f \}).
   \]

2. For any function \( f \in \mathcal{F}_T \), the *computation probability* \( B(f) \) of \( f \) is defined as
   \[
   B(f) := \sup\{ B_K(f) \mid K \text{ is a persistent Turing machine} \}.
   \]

Of most considerable interest with respect to computation probabilities are the distinguished values 0 and 1. This is formally stated in the following. First statement is an analogon to the Lebesgue Density Theorem (see [Rog67, Sac66, MW95]) and is similar to be proven.

**Theorem 7.3.** Let \( f \in \mathcal{F}_T \).

1. If there exists a persistent Turing machine \( K \) such that \( B_K(f) > 0 \) then for every \( \delta > 0 \) there is a persistent Turing machine \( K' \) such that \( B_{K'}(f) \geq 1 - \delta \).

2. \( B(f) \) is either equal to 1 or equal to 0.
The second statement is an easy consequence of (1). So, let \( B_K(f) > 0 \), and \( K \) be a persistent Turing machine. Thus there is an \( \varepsilon > 0 \) such that \( P_d \left( \{ K(\xi) \in T_f \} \right) = \varepsilon > 0 \). Hence, for every \( n \geq 1 \)

\[
P_d \left( \{ K(\xi) \in T_f \} \right) = P_d \left( \{ K(\xi) \in T_f \} \cap \{ f(\xi_j) = \text{out}_K(\xi_j|\xi) \text{ for all } 1 \leq j \leq n \} \right)
\]

\[
= P_d \left( \{ f(\xi_j) = \text{out}_K(\xi_j|\xi) \text{ for all } 1 \leq j \leq n \} \right).
\]

\[
P_d \left( \{ K(\xi) \in T_f \} \big| \{ f(\xi_j) = \text{out}_K(\xi_j|\xi) \text{ for all } 1 \leq j \leq n \} \right) = \varepsilon.
\]

Using the fact

\[
\{ K(\xi) \in T_f \} = \bigcap_{n=1}^{\infty} \{ f(\xi_j) = \text{out}_K(\xi_j|\xi) \text{ for all } 1 \leq j \leq n \}
\]

it follows

\[
\lim_{n \to \infty} P_d \left( \{ f(\xi_j) = \text{out}_K(\xi_j|\xi) \text{ for all } 1 \leq j \leq n \} \right) = \varepsilon
\]

and

\[
\lim_{n \to \infty} P_d \left( \{ K(\xi) \in T_f \} \big| \{ f(\xi_j) = \text{out}_K(\xi_j|\xi) \text{ for all } 1 \leq j \leq n \} \right) = 1.
\]

Now, let \( \delta > 0 \). Then there is an \( n_0 \) such that for every \( n \geq n_0 \) we have

\[
P_d \left( \{ f(\xi_j) = \text{out}_K(\xi_j|\xi) \text{ for all } 1 \leq j \leq n \} \right) \geq 1 - \delta.
\]

Let \( X \) be the set of finite sequences \( \xi \in \mathbb{N}^* \) which satisfy (i) \( f(\xi_j) = \text{out}_K(\xi_j|\xi_1, \ldots, \xi_{j-1}) \) for every \( 1 \leq j \leq n_0 \), and (ii) for every initial segment \( \xi' \sqsubseteq \xi \) there is a \( 1 \leq j \leq n_0 \) such that \( f(\xi') \neq \text{out}_K(\xi' | \xi_1, \ldots, \xi_{j-1}) \). For \( \xi \in X \) define \( P_1(\xi) := P_d \left( \{ \xi \sqsubseteq \eta \} \right) \) and \( P_2(\xi) := P_d \left( \{ K(\xi) \in T_f \} \big| \{ \xi \sqsubseteq \eta \} \right) \). Then clearly

\[
P_d \left( \{ f(\xi_j) = \text{out}_K(\xi_j|\xi) \text{ for all } 1 \leq j \leq n \} \right) = \sum_{\xi \in X} P_1(\xi) \geq \varepsilon > 0,
\]

and further

\[
P_d \left( \{ K(\xi) \in T_f \} \right) = \sum_{\xi \in X} P_d \left( \{ K(\xi) \in T_f \} \cap \{ \xi \sqsubseteq \eta \} \right) = \sum_{\xi \in X} P_1(\xi) \cdot P_2(\xi).
\]

Hence, we immediately obtain

\[
P_d \left( \{ K(\xi) \in T_f \} \big| \{ f(\xi_j) = \text{out}_K(\xi_j|\xi) \text{ for all } 1 \leq j \leq n \} \right) = \frac{\sum_{\xi \in X} P_1(\xi) \cdot P_2(\xi)}{\sum_{\xi \in X} P_1(\xi)} \geq 1 - \delta.
\]

Obviously, so there must be a \( \xi^0 \in X \) with \( P_2(\xi^0) = P_d \left( \{ K(\xi) \in T_f \} \big| \{ \xi^0 \sqsubseteq \eta \} \right) \geq 1 - \delta \). Now consider the persistent Turing machine \( K' \) that, on input \( x \) currently given, (1) checks whether \( x \) is the initial input, (2) if it is true simulates \( K \) on the input sequence \( \xi^0 \), and in any case (3) continues on \( x \) like \( K \) does. Obviously, \( B_{K'}(f) = P_d \left( \{ K'(\xi) \in T_f \} \big| \{ \xi^0 \sqsubseteq \eta \} \right) \geq 1 - \delta \).
This theorem shows that there are only two different classes of functions which are in obvious sense complementary: essentially computable and singularly computable functions. We define only essential computability.

**Definition 7.4.** Let \( f \) be a function from \( \mathcal{F}_T \). Then \( f \) is said to be *essentially computable* if and only \( B(f) = 1 \).

If we let the distribution function \( d \) be plausible then the following result shows that essential computability coincides with Turing computability when total function are considered. The proof generalizes a theorem of Sacks [Sac66, Rog67].

**Theorem 7.5.** Let all notions be defined according to a plausible distribution function \( d \). Let \( f \in \mathcal{F}_T \) be an arbitrary function. Then \( f \) is essentially computable if and only if \( f \) is recursive.

**Proof.** The inclusion from right to left is trivial. Define for a set \( A \subseteq \mathbb{N} \),

\[
\text{Seq}(A) := \bigcup_{\langle n_1, \ldots, n_k \rangle \in A} Z_{1, \ldots, k} (\{n_1\} \times \cdots \times \{n_k\}).
\]

Notice that the value \( \mathbb{P}_d(\text{Seq}(A)) \) is Turing computable for any finite set \( A \). Now, let \( f \) be essentially computable. Then there is a persistent Turing machine \( K \) with \( B_K(f) \geq \frac{3}{4} \). Consider the function \( g \) defined by the following algorithm for an arbitrary input \( x \):

Let \( n := 0, m := 0 \), and \( F_k := \emptyset \) for every \( k \in \mathbb{N} \);

while \( \max_{k < m} \mathbb{P}_d(\text{Seq}(F_k)) \leq \frac{1}{n} \) do

Simulate \( K \) one step on every initial segment \( \langle \xi^1_1, \ldots, \xi^j_1 \rangle = j \) with \( 0 \leq j \leq n \);

if \( K \) halts on a segment \( \langle \xi^1_1, \ldots, \xi^j_1 \rangle, x \rangle \) with \( 0 \leq j \leq n \) then

\( s := \text{out}_K(\langle \xi^1_1, \ldots, \xi^j_1 \rangle) \);

\( F_s := F_s \cup \{j\} \);

if \( s > m \) then \( m := s \);

else \( n := n + 1 \);

endwhile;

Output \( k \) with \( \mathbb{P}_d(\text{Seq}(F_k)) \) maximal.

Clearly, \( g \) is Turing computable. Moreover, \( g \) is total and equal to \( f \), both because \( B_K(f) \geq \frac{3}{4} \).

Hence, \( f \) is total recursive. 

\[\square\]

8 Conclusion

In the previous sections we have seen how the interaction mode called persistence can increase the computational power of algorithms. Every non-trivial function is conditionally computable if we take an observer’s point of view. Additional restrictions to machines allowed to consider leads to weaker results. Here, the stress is on machines. What if we restrict the world from which the sequences can be taken? This touches the concept of environments.

Let us only consider sets. Then, as an example, a trivial observation in Theorem 4.2 is that already in the world \( E_{mon} = \{ \xi \in \mathbb{N}^\mathbb{N} \mid (\forall j)(\xi_j \leq \xi_{j+1}) \} \) every set \( A \subseteq \mathbb{N} \) can be conditionally decided. One could say that this environment \( E_{mon} \) generates \( \mathcal{P}\mathbb{N} \).

Clearly, every environment \( E \) with at least one full sequence \( \xi \)—an \( E \) containing exactly one sequence models a deterministic world—generates independently from the chosen machine type all
recursively decidable sets. If we consider only environments of recursive sequences, what captures a strongly predictable world, then obviously we do not leave the world of recursive sets. So, the observer’s view on persistent computations is only a worthwhile study if we adopt the world in which machines are working to be unpredictable, i.e. non-Turing-computable.
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