Decontextualized learning for interpretable hierarchical representations of visual patterns
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SUMMARY
Apart from discriminative modeling, the application of deep convolutional neural networks to basic research utilizing natural imaging data faces unique hurdles. Here, we present decontextualized hierarchical representation learning (DHRL), designed specifically to overcome these limitations. DHRL enables the broader use of small datasets typical of studies in the natural sciences, enabling the application of unsupervised deep learning models to questions where sample data are much more limited.

DHRL captures more complex features and achieves state-of-the-art interpretability scores and improved latent variable interpretation techniques. The representation provided can be used to perform a range of virtual experiments, transforming the way we study natural color patterns and removing the necessity for less explicit, and sometimes ethically problematic, experimental approaches.

INTRODUCTION
A key motivation for the expanded use of deep convolutional neural networks (CNNs)1 lies in their capacity to outperform classical computer vision approaches on discriminative tasks.2 In the life sciences, researchers are leveraging CNNs in a broad range of domain-specific applications, such as the automated tracking of animal movement;3,4 the detection and classification of cell lines;6–8 and the mining of genomics data.9 The ability to represent complex features in an algorithmically useful way (expressivity, Box 1) underlies the success of deep networks. This ability to capture feature complexity, which is unparalleled in traditional computer vision approaches, would suggest their usefulness across a range of analytical pathways. Nonetheless, the application of CNNs to unsupervised descriptions of natural image features has been much more limited due to the low
numbers of training samples available to most investigations and the difficulties in interpreting their outputs. As such, approaches built on traditional computer vision algorithms continue to dominate despite their comparatively diminished capacity.

Here we address the hurdles to applying these more expressive models to basic research outside of discriminative tasks, providing a highly extensible new framework for the integrated study of natural image features. In doing this, we identify the key functionalities such a framework; it should: (1) provide a useful representation that disentangles factors of variation along a set of interpretable axes; (2) capture feature contexts and hierarchical feature relationships (Box 1); (3) incorporate existing knowledge of feature importance and relationships between samples when available; (4) allow for statistical inference of complex traits; and (5) provide direct connections between approaches (i.e., it should allow for integrating analytical, experimental, and theoretical approaches).

In contrast to discriminative models, unsupervised learning seeks to find unknown patterns in data and offers an alternative approach to compression, clustering, and feature extraction using deep networks. Generative modeling techniques, i.e., generative adversarial networks (GANs) and variational autoencoders (VAEs), have been especially effective in representing the complexity of natural images and generating photorealistic examples.

In addition to the increased expressivity provided by using stacks of convolutional layers, VAEs offer an intuitive approach to analysis. An extension of variational inference, VAEs combine an inference model with a generative model. The inference model, or encoder, performs amortized inference (Box 1) to approximate the posterior distribution over a low-dimensional set of latent variables \( q_{\phi}(z|x) \). The generative model, or decoder, is used to generate samples conditioned on the latent code \( p_{\theta}(x|z) \). Instead of optimizing on a specific discriminative task, the objective function in VAEs can take on a variety of forms, which should maximize the likelihood of the data conditioned on the latent variables (e.g., reconstruction error) and minimize the divergence between latent variables and the prior. VAEs provide a means to evaluate sample likelihoods, estimate feature distributions, and generate novel samples.

Despite these qualities, however, which in themselves make VAEs a strong basis for an approach to investigating natural features, several outstanding issues limit their development and application; these include: (1) the information preference...
Box 2. Combining existing approaches to address VAE shortfalls

Despite their promise, several outstanding issues limit the development of variational autoencoders (VAEs) for research applications. These issues include: (1) the information preference problem, (2) the restrictive mean-field assumption of reconstruction error metrics, (3) the explaining away of variables between layers, and (4) the entanglement of factors of variation in the latent representation (see Box 1 for definitions). The relative importance of each of these outstanding issues varies, but recent work has proposed several potential solutions to one or more of these outstanding issues. These solutions include changes to the divergence metric used\textsuperscript{19,20,21} and specialized model architectures.\textsuperscript{22,23} Outside of research on VAEs, there have been general approaches proposed for measuring large-scale perceptual distances\textsuperscript{24,25} decreasing dependence on local features,\textsuperscript{36} and capturing the dependence between components of complex features,\textsuperscript{27} which can also be applied in the context of generative modeling.

Here, we combine these key contributions to provide a robust basis for inference and generative modeling. We use a VAE with ladder model architecture (VLAE), which proposes to mitigate the explaining away problem and encourage the disentanglement of factors of variation in the latent encoding based on feature complexity (i.e., spatial scale).\textsuperscript{22} Using VLAEs, we create multiple latent codes with increasing expressivity. How we measure divergence of latent distributions from the prior can lead to a trade-off between inference and data fit and lead to an uninformative latent code. Here we choose an information-preserving (see mutual information, Box 1) latent regularization technique: maximum mean discrepancy (MMD).\textsuperscript{28,29} In contrast to the Kullback-Leibler (KL) divergence (the most commonly used divergence metric across VAEs), MMD does not suffer from variance over estimation (overfitting) or an uninformative latent code.\textsuperscript{29} In contrast to KL divergence, MMD makes less-restrictive assumptions about the independence of samples. Previous work has focused on adjustments to KL divergence (e.g., β-VAEs);\textsuperscript{19,20} these approaches come with increased overhead in terms of additional hyperparameters and training approaches (e.g., KL annealing).\textsuperscript{36} Finally, while VLAEs provide a basis for capturing more complex features and MMD provides for a less-restrictive, information-preserving latent code, the choice of reconstruction loss may still undermine this by emphasizing local feature importance (the restrictive mean-field assumption of pixel-wise losses). We balance the effect of pixel-wise error using an additional, perceptual loss function\textsuperscript{24} calculated on generated output (note that removing pixel-wise error entirely can lead to poor reconstruction quality). Commonly used for neural style transfer,\textsuperscript{31,32} perceptual loss functions balance the effects of local features with more abstract measures of visual similarity calculated across spatial scales. Using this novel combination of techniques, together with powerful encoder and decoder models (see additional details under Experimental procedures) gives a modern basis for investigating natural images and color patterns.
However, more than just qualitative interpretations, the feature attribution approach presented seeks to provide a quantitative, localized metric of latent variables. This formalizes the latent traversal approach without the necessity of labeled data and reduces the influence of our own biases on those assessments (Latent feature attribution and disentanglement, Experimental procedures).

Finally, to show the extensibility and power of this framework we develop and perform synthetic experiments connecting analytical, virtual, and empirical approaches. We demonstrate this in application to the study of animal color patterns, which underlies investigations in sensory ecology, cognitive neuroscience, collective behavior, and evolution. There are many practical and ethical barriers to the study of evolution, which have historically been both disruptive and costly, or in some cases completely intractable. Here we outline how, by using the representations provided by this technique, we can be more explicit about the constraints of an evolutionary model and provide direct connections between analytical, virtual, and experimental approaches to test those assumptions more effectively. In Figure 1, we outline the overall framework and how it may be used in research.

RESULTS

Decontextualized training and DHRL

We first generate decontextualized samples (Figure S1) using an InfoGAN\textsuperscript{34} model architecture. This approach uses our prior knowledge about sample relationships to improve the quality of generated samples. In each of our sample datasets (guppies, $n = 987$, and butterflies, $n = 9,531$), there are known subcategories relating to subspecies and varieties. Although prior sample knowledge is not required for using DHRL, here we use these categories to inform decontextualized sample preprocessing (Decontextualized sample generation, Experimental procedures). We also use these categories for quantifying the degree of disentanglement (Latent feature attribution and disentanglement, Experimental procedures).
and completeness of the latent code (Table 2) (Latent feature attribution and disentanglement, Experimental procedures), and interpreting sample clusters across approaches.

The value in generating decontextualized samples and the overall method comes in two forms: (1) reducing overfit to a limited amount of sample data by providing an informative pretraining dataset and (2) breaking the correlation between features and exaggerating the variance in sample data. This is needed to produce latent variables that are interpretable and useful for informing our understanding of study systems and connecting across approaches.

Across studies,19,36,37,21,33 a score of latent variable disentanglement, \( D(z) \), and the completeness of the latent code, \( C(z) \), are used as general measures of interpretability and usefulness of latent representation to downstream tasks. Our procedure of decontextualized training contributes to higher \( D(z) \) between factors compared with existing approaches, including VAE15,16 and \( \beta \)-VAE.19,21 Although our model architecture (Variational ladder autoencoder, Experimental procedures) outperforms these existing architectures on its own (Table 2), performance is significantly improved by using DHRL, \( D(z) = 0.56 \) without the use of decontextualized samples versus \( D(z) = 0.90 \) using the same model with the decontextualized pretraining procedure.

We can provide some insight into these results by highlighting the motivation for the technique. Small sample sizes, which are common for many studies, tend to capture less of the true variance in the data (by the reduced sampling frequency). At the same time, we turn the drawbacks of existing generative models (being overreliant on local features) to our advantage. Specifically, in contrast to our inference model, where we want to reduce the effects of an overreliance on local features, here in a pretraining step, we use them to create decontextualized samples, which have increased variability between samples at higher spatial scales. The decontextualized guppy samples used here show 210% more variance between versus within classes compared with our original samples, which showed only 67.3% more variance between versus within samples measured by a perceptual distance metric across two spatial scales. Similar increases in variance were also seen at both local (190% versus 52%) and non-local scales (230% versus 82%). For pretraining the DHRL model, we use 32,000 decontextualized samples.

Next, we visualize the latent representation produced by our DHRL model in comparison to two alternative approaches, raw pixel differences and perceptual similarity score (which have intuitive interpretations). We project each of these to a two-dimensional embedding for visualization via t-distributed stochastic neighbor embedding (t-SNE)36,41 (Figure 2). Whereas raw pixel embeddings tend to highlight local similarity in terms of pixel similarity, the perceptual distance metric favors more abstract similarity between samples (although this is more difficult to interpret). In contrast to these approaches, DHRL balances local and higher-level similarity between samples. In Figure 2Ai–iii, we see that local neighborhoods of samples are much more interpretable and stable using our approach (Figure 2Aii, Aiv). Using perceptual distance alone can often lead to unexpected results. For example, using perceptual similarity score results in expected clusters to be scattered across the embedded space (red X’s, Figure 2Ci). These clusters are better preserved in raw pixel embeddings and DHRL. However, while using raw pixel distributions captures color and contrast similarity (Figure 2Cii), it misses subclusters based on shape and pattern (higher-level features), which are captured by DHRL (Figure 2Ciii).

The latent space produced by DHRL consists of distinct sets of latent variables. Each successive set of latent variables \( z_1, \ldots, z_4 \) combines outputs of the previous latent variable set with a more expressive model (i.e., using additional stacked convolutional layers) (Variational ladder autoencoder, Experimental procedures). The increased expressivity at each level captures a hierarchy of features over increasing spatial scales. In Figure S2, we confirm this by qualitatively comparing embeddings and sample-near-est-neighbor pairs across the four sets of latent encodings. In \( z_1 \) (left columns), samples are organized along axes corresponding to color and contrast similarity (S2a). Likewise, nearest neighbors have strong color similarity (S2b, left). At higher levels \( z_2, z_3 \) (b, middle), local pattern similarity appears to better describe nearest-neighbor pairs. In \( z_4 \) we find the highest similarity within body patterns, and at the highest level, \( z_4 \), overall shape and orientation similarities dominate nearest-neighbor pairs (S2b, right).

Because model optimization is performed using decontextualized samples from outside the original datasets, we can get an unbiased measure of sample likelihood of the original samples without training. In our guppy dataset, one of the subgroups carries a rare trait not seen in any other subgroup (a distinctive melanization pattern). These samples cluster together in the latent space produced by DHRL (Figure 2Aiv) and have low sample likelihood estimated given the parameters of the trained model (Figure 3).

As mentioned above, pretraining using decontextualized samples produced the best disentanglement scores \( D(z) = 0.90 \) (Table 2). For completeness we also compare with results from related work, VAE15,16 and \( \beta \)-VAE19,21 + Kullback-Leibler (KL) annealing,30 which have shown previous state-of-the-art levels of disentanglement when used on large datasets (e.g., Celeba17 and dSprites16). Using our butterfly dataset (n = 9,531), we achieved disentanglement scores of \( D(z) = 0.51 \) (VAE) and \( D(z) = 0.70 \) (\( \beta \)-VAE with KL annealing), and our smaller guppy dataset (n = 987) showed a similar trend \( D(z) = 0.25 \) and \( D(z) = 0.33 \), respectively. In both cases, even without the use of decontextualized samples, our model architecture showed improved performance. However, as mentioned above, breaking the correlation between features using raw pixel embeddings fails to capture higher-level similarities (Figure 2Cii).
Figure 2. Qualitative comparisons
Two-dimensional t-SNE embedding of raw pixel distributions (left column, A–D), using a perceptual similarity score\textsuperscript{24,42} (middle column, A–D), and the latent variables provided by our framework (right column, A–D). (A) Guppy images, (B) guppy class labels, (C) butterfly images, and (D) butterfly class labels. Colors (legend continued on next page)
Latent variable feature attribution

To provide quantitative support for interpreting latent variables, we demonstrate the use of latent feature attributions (Latent feature attribution and disentanglement, Experimental procedures) on two examples. In Figures 4A we visualize one variable \(z_1\) of the trained DHRL model. Qualitatively, we find that the same latent variable controls the relative intensity of green color patches across individuals. Latent feature attributions help quantify that directly on generated output (heatmaps, Figure 4), providing a quantitative output to compare with our qualitative interpretations. Again, looking at a single variable \(z_2\) of the trained butterfly model (Figures 4B) we find that this latent variable controls the size of yellow patches on the lower wings relative to the size of yellow patches on the upper wings, and when patches are not present this variable has no effect (Figure 4B, upper right). Whereas we present only two variables here (for clarity), further investigation of latent variables using this feature attribution technique can be performed using the provided tool- set (https://github.com/ietheredge/VisionEngine/blob/master/notebooks/FeatureAttribution.ipynb).

Latent evolution

So far, we have demonstrated the benefits of DHRL and latent feature attribution generally with comparison to related techniques and highlighted how the latent variables can be used to fulfill the first four requirements of a framework for investigating natural image data: disentangle factors in interpretable ways, capture feature relationships across scale, incorporate existing knowledge when available, and allow for statistical inference of complex traits (Introduction). Next, we demonstrate how we may extend this same framework to integrate analysis with virtual and experimental approaches, achieving the fifth aim of our framework (provide direct, meaningful connections between approaches).

Using the latent representation of our trained DHRL model of guppy ornaments as input, we conducted a pilot study on ornament evolution. We defined a fitness function based on general findings from the guppy literature: more orange, higher contrast males are preferred by females. After initializing the population using a random sample of our sample embedding (900 samples); we then simulate 500 generations under selection for more orange, higher contrast males, with an additional constraint on sample likelihood to produce bounded solutions, weighted equally. By projecting the latent representation of each generation, we found large shifts in the distribution of traits in the population (Figure 5A) (Video S1). After 500 generations, we observed exaggerated and more numerous orange and black patches in novel configurations compared with the initial population (Figure 5B). We confirmed this quantitatively, finding a significant increase in the population means of orange (generation 1, \(4.3 \times 10^{-6}\); generation 500, \(3.6 \times 10^{-4}\); bootstrap 95% CI) and within-body contrast (generation 1, \(4.2 \times 10^{-3}\); generation 500, \(6.4 \times 10^{-3}\); bootstrap 95% CI) (Figure 5C). At generation 500, instead of a single peak, two novel solutions are optimized (Figure 5A). Investigating the values of the latent variables over generations reveals two distinct latent factors driven to fixation in the population under these selective forces (Figure S3).

In terms of efficiency, using a single Titan Xp GPU with 12 GB memory, we could simulate a population size of 1,000 individuals in an average of 19.5 s per generation. This provides the possibility of directly testing the results of virtual experiments using video playback and immersive virtual reality (see Video S2, where we visualize a continuous trajectory of sample evolution from generation 1 to generation 500).

DISCUSSION

Supervised discriminative learning algorithms are already becoming an integral tool for researchers across disciplines, achieving state-of-the-art performance. In contrast, unsupervised
generative modeling approaches are still a relatively young area of research, but may prove to be even more transformative by providing more direct connections to hypothesis testing.

In the life sciences, datasets are typically much smaller compared with those typically used for machine learning research (e.g., compared with ImageNet⁴⁴). Our DHRL model achieves state-of-the-art disentanglement scores and outperforms existing techniques (Table 2) using small datasets, providing a valuable new technique to enable the use of realistic sample sizes. The prevalence of small datasets is perhaps one of the underlying reasons for the continued dominance of approaches built on traditional computer algorithms,¹⁰–¹³ which are far less data hungry compared with deep networks. Although many tools have been developed built on classical computer vision approaches,⁴⁵–⁵⁴ fundamental gaps remain in building quantitative descriptions of complex features. Existing approaches fail to capture the full complexity of many color patterns because the algorithms themselves are insufficiently expressive. By providing a means for scaling small datasets in informative ways, we relax this hurdle to using more expressive techniques (i.e., CNNs and deep generative models).

The expressivity of deep networks is a primary motivation for researchers seeking to adopt them. DHRL balances local and large-scale feature similarity and captures spatial relationships of different scales across increasingly expressive sets of latent variables (Figure S2), relationships that other approaches do not capture. This enables the use of more expressive techniques, which are not available in classical computer vision approaches. DHRL achieves this by providing a means for scaling small datasets in informative ways, which is a primary motivation for using deep generative models in the life sciences. DHRL balances local and large-scale feature similarity and captures spatial relationships of different scales across increasingly expressive sets of latent variables (Figure S2), relationships that other approaches do not capture.
not account for (including alternative approaches built on deep CNNs). Although the importance of these spatial relationships will vary across investigations, they may be particularly important in studies of natural features. In terms of both feature context and the perceptions of shape, motion, and attention spatial relationships between pattern elements have been shown to hold key biological importance. Moreover, in the brain, perception is hierarchically organized, and representations made at higher levels of the visual cortex influence the perception of low-level features.

In Box 3, we discuss some specific outstanding questions surrounding the study of signal evolution that can benefit from the use of DHRL, both analytically and experimentally. Whereas here, we focus on experimental evolution as a particularly exciting and transformative application to studies using natural image data, manipulations of the latent representation can take on many forms (e.g., learning experiments). Using a broad range of domain-specific manipulations, we can design complex real-time assays that leverage playback experiments to directly test outcomes.

Figure 5. Virtualizing evolution experiments
(A) Kernel density plot of samples over generations 1, 250, and 500 selecting orange ornaments and contrast. After 500 generations the population has shifted from the initial sample distribution, finding two peaks that maximize the fitness function.
(B) Samples of initial parent population, left, with the highest fitness, compared with those with the highest fitness after 500 generations under selection, right. Samples of later generations show higher numbers of brighter orange and dark melanized patches and increased within-body contrast.
(C) Percentages of orange and contrast (the two selective forces acting over generations) increase over generations, confirming qualitatively the results seen in (B). From generation 1 to generation 500 we see a marked increase in both metrics. Constrained by model expectations, the selective forces have produced an increased number of spots near the tail, more pronounced caudal fins, and increased orange patches often seen in natural populations.
Box 3. Applying DHRL to the study of evolution

This platform may be used to address many outstanding questions regarding the functional significance of color pattern traits; here, we provide some examples to inspire future work. (1) What are the constraints on the evolvability of a given trait? By identifying the topographical relationship between different traits within the color pattern space, we can test predictions about the selective forces acting on them related to their geometric relationships; e.g., the axes of variation in traits meant to communicate viability should show increased orthogonality compared with co-occurring traits that have evolved under a Fisherian process.89–92 (2) Categorical perception is an important perceptual mechanism for understanding the evolution of color signals.75 But in systems where color patterns are used for mimicry76–78 or novelty, investigating the boundaries between complex traits is fundamental. By performing traversals across the distribution of the latent variables, interpolating between samples can allow for tests of continuous18 versus categorical perception26 of complex traits. (3) Many color pattern traits have evolved under selective pressure from multiple receivers; e.g., both females and predators shape the diversity of male guppy ornaments.81 Establishing these types of evolutionary trade-offs is difficult and often requires large, highly disruptive manipulations such as translocation experiments.25 Using evolutionary models similar to the ones presented here, researchers can simulate multiple fitness landscapes and evolutionary trajectories simultaneously to perform a broad range of virtual experiments. Importantly, while each of these examples places analytical, experimental, or virtual results at the center, by using the platform presented here, they maintain direct connections across approaches. Furthermore, they can incorporate existing techniques48–52,83,84 as image preprocessing routines, during playback, or as constraints on virtual experiments.

More than compressing complex traits into a low-dimensional space for analysis, because this approach is generative it can transform the way researchers design investigations. By performing virtual experiments on the same representation used for analysis, researchers may test analytical results with virtual experiments, and empirically, by using virtual reality playback experiments or observational studies (Video S2) based purely on analytical results (without any human biases). This can better inform experimental manipulations and have a lasting impact on creating high-throughput approaches for hypothesis generation and offline prototyping of experimental manipulations. This can be especially valuable in study systems that currently rely on highly disruptive manipulations for studying traits (e.g., using introduction, translocation, and manipulation experiments),82,85–87 which often raise legal, ethical, and conservation issues.82 Using approaches like the one presented here allows researchers to be both much more explicit about the parameters of a given evolutionary model (or any experimental paradigm) and more prudent with the use of animal subjects.

EXPERIMENTAL PROCEDURES

Resource availability

Lead contact

Further information and requests for resources and reagents should be directed to and will be fulfilled by the lead contact, R. Ian Etheredge (rianetheredge@gmail.com).

Materials availability

Guppy images were collected from a maintained stock at the University of Würzburg under authorization 568/300-1870/13 of the Veterinary Office of the District Government of Lower Franconia, Germany, in accordance with the German Animal Protection Law (TierSchG). Individuals were imaged on a white background with fixed lighting conditions using a Canon D600 digital camera. Images were downsized and center cropped to a final size of 256 × 256 pixels. The dataset consisted of 977 standardized RGB images across three species and 13 individual strains.

Butterfly images were downloaded from the Natural History Museum, London, under a creative commons license (doi.org/10.5519/qd.qv3p7q, doi.org/10.5519/qd.pw8srn43). This dataset consisted of 9,531 RGB images.

For each dataset, we segmented samples from the background using a customized object segmentation network adapted from Caelles et al.89 For each dataset we annotated eight samples to train the segmentation network.

All samples were cropped and resized to 256 × 256 and placed on a transparent background (RGBA). For calculating the perceptual loss during training, images were translated to three-channel images with a white background using alpha blending. Updated links to original data repositories can be accessed at github.com/etheredge/VisionEngine/README.md.

Data and code availability

All key methods (Figure 6) and models were implemented using Tensorflow 2.2 and can be accessed via the github repository, including installation and evaluation scripts to reproduce our results. Instructions for creating new data loaders for training new datasets using this method can be found in the repository readme file. The original data have been deposited for both guppies and butterflies.

Network specifications and methods

Decontextualized sample generation

The basis of our approach to increase disentanglement for small datasets relies on the use of decontextualized samples for pretraining. Here, we use a modified InfoGAN,34 which can incorporate prior knowledge about the sample data via the number of discrete latent codes (e.g., providing 10 categorical latent codes for generating handwritten digits). Whereas prior knowledge about samples is not strictly required, even without prior knowledge, InfoGAN provides a more stable training procedure for generating samples.34 Because it is available, we incorporate prior knowledge about our samples of male guppy ornamentation images by providing a 32-class discrete latent code. These 32-classes represent the 32 individual tanks, unique subsets of the overall sample, with shared traits related to guppy ornamentation patterns (Figure S1). Although we do not quantify them here, early results suggested that by increasing the number of discrete latent codes we were able to produce more consistent images. For future work, we suggest the number of discrete codes be chosen with respect to meaningful structure in the data (e.g., number of species, subgroups, etc.) or left at one (1) if none are known.

GAN training and VAE training are performed in separate steps so that models are not jointly optimized. The generated samples from the trained GAN model are used as training data to a variational model (Figure 1) with a hierarchical model architecture,25 which consists of 10 latent variables across four codes (z1,…,z4) with increasing expressivity (Variational ladder autoencoder, below).

InfoGAN

We use an unsupervised approach to disentangle discrete and continuous latent factors adapted from Chen et al. (InfoGAN),34 which modifies the min-max game typically used for training GANs, such that:

$$\min_{G} \max_{Q} \mathbb{E}_{D \sim p_{\text{data}}}(V(D,G) - \lambda_{L}(G,Q))$$

where $V(D,G)$ is the original GAN objective introduced by Goodfellow et al.14 and $L(G,Q)$ approximates the lower bound of the mutual information.
Figure 6. Key methods

Top left: latent variable priors can be parameterized by either continuous or discrete variables. In the model used to generate decontextualized samples, we use both categorical and continuous latent codes (top). In our inference model (DHRNL) we use an information-preserving regularization approach, which is less restrictive and allows for more complex posterior estimates (bottom). Top middle: example structure of a generative adversarial network. Here, a noise vector, $z_i$, is input to the generator network $G(z_i)$, which produces a reconstructed output $\hat{x}_i$. A real sample, $x_i$, and generated sample, $\hat{x}_i$, are subsequently passed through a separate discriminator network $D(x)$, which determines if the sample is real (1) or generated (0). For decontextualized sample generation, the latent encoding of generated samples is optimized by an additional network, $p_{\theta}(x|z)$, passed through a separate discriminator network $D(x)$.

The encoder functions can be used as a stand-alone transfer-learning approach to find perceptual differences between samples or as part of any network as an additional or alternative reconstruction loss.

In contrast to hierarchical architectures,91,23 we learn a hierarchy of features by using multiple latent codes with increasing levels of abstraction introduced by Zhao et al.,22 i.e., $q_{\phi}(z_1, z_2|x)$ are learned, with each successive latent variable space ($z_2$) layer having increasing expressivity and abstraction to reconstruct complex features across spatial scales. Bottom middle: structure of a variational autoencoder, $x_i$ and $\hat{x}_i$ are an example input and its reconstructed output; the probabilistic encoder or inference model, $q_{\phi}(z|x)$, performs posterior inference, learning shared model parameters, $\phi$, across samples, approximating the true posterior distribution. The probabilistic decoder, $p_{\theta}(z|x)$, learns a joint distribution of the encoded space, $Z$, and the data space $X$. The low-dimensional bottleneck, $Z$, is a distribution of latent variables capable of reconstructing sample inputs, parameterized by a vector of means $\mu$ and standard deviations $\sigma$. The noise term $e$ allows for the parameters of this multivariate distribution to be optimized using back-propagation, known as the reparameterization trick. Right: example perceptual loss models use a pretrained network, $\phi$, e.g., VGG-16.22 Two samples are input to the model and the activations across one or more layers are used as outputs for each sample. The distance between these outputs provides a measure of visual similarity that does not rely on pixel-wise differences, emphasizing higher-level similarity. Perceptual loss functions can be used as a stand-alone or alternative reconstruction loss.

$l(c; G(z,c))$ using Monte Carlo sampling such that $L_l(G,Q) \leq l(c;G(z,c))$.24 Like the generator $G$ and discriminator $D$, $Q$ is parameterized as a neural network and shares all convolutional layers with $D$.

Both discrete $Q(c|x)$ and continuous latent codes $Q(z|x)$ are provided, with continuous latent codes treated as a factored Gaussian distribution. Importantly, InfoGAN does not require supervision and no labels are provided.36

We substitute the original generator and discriminator models from Chen et al.,24 with the architecture described in Redmon et al.90 and increase the flexibility of the latent code, providing additional continuous and discrete latent codes. For guppy experiments, we provide 2 continuous and 32 discrete codes as part of the model, and we used a 100-unit random noise vector as input to the generator.

Variational ladder autoencoder

In contrast to hierarchical architectures,21,22 we learn a hierarchy of features by using multiple latent codes with increasing levels of abstraction introduced by Zhao et al.,22 i.e., $q_{\phi}(z_1, ..., z_L|x)$. The expressivity of $z_i$ is determined by its depth. The encoder $q_{\phi}(z_1, ..., z_L|x)$ consists of four blocks such that:

\[
H_i = G_i(H_{i-1}), \\
Z_i \sim \mathcal{N}(\mu_i(H_i), 1),
\]

where $H_i$, $G_i$, and $\mu_i$ are neural networks. For our encoder model, $G_i$ is a stack of convolutional, batch normalization, and leaky rectified linear unit activation (Conv-BN-LeakyReLU), and we stack four Conv-BN-LeakyReLU blocks for each $G_i$ with increasing numbers of channels for each subsequent convolutional layer, i.e., $N$-channels/2, $N$-channels, $N$-channels, $N$-channels * 2, where $N$-channels is 16, 64, 256, and 1024 for $G_1$, $G_2$, $G_3$, and $G_4$, respectively. We apply spectral normalization to all convolutional layers (see below). Because we want to preserve feature localization, we use average pooling followed by a squeeze-excite (SE) block to apply a context-aware weighting to each channel (see below).

Similarly, the decoder, $p_{\theta}(x|z_1, ..., z_L)$, is composed of blocks such that:

\[
Z_i = U_i([z_{i-1}; V_i(z_i)]),
\]

where $[; ;]$ denotes channel-wise concatenation. Parallel to $G_i$, blocks in the encoder $U_i$ are composed of Conv-BN-ReLU blocks (note the use of ReLU and not LeakyReLU in the decoder) with decreasing number of channels in each convolutional layer, i.e., $N$-channels * 2, $N$-channels, $N$-channels, $N$-channels/2, where $N$-channels is 1024, 256, 64, and 16. No spectral normalization wrappers or SE layers are applied in the decoder.

We chose four sets of latent variables after Zhao et al.,22 which showed this provided reasonable spatial separation for face images (CelebA).17 However, more or fewer sets can also be used. Although we do not test those effects here, we would expect increased (or decreased) resolution between scales based on the number of codes. In practice, many latent codes are not practical due to the increased model complexity.
Reconstruction loss

We minimize the negative log likelihood of the sample data by minimizing the mean squared error between input and output, jointly optimizing the reconstruction loss for each sample \( x \):

\[
L_{\text{reconstruction}}(x) = \mathbb{E}_{\mathcal{D}(x)}[\mathbb{E}_{\mathcal{Q}(x)}[\log p_{\theta}(x|z)]]
\]

\[
= \frac{1}{n} \sum_{i=1}^{n} (x - p_i(q_i(x)))^2.
\]  

(Equation 5)

To relax the restrictive mean-field assumption, which is implicit in minimizing the pixel-wise error, we jointly optimize the similarity between inputs and outputs using intermediate layers of a pretrained network, VGG16,92 as feature maps. Here, we calculate the Gram matrices of feature maps, which match the feature distributions of real and generated outputs for each layer as:

\[
L_{\text{perceptual}} = \frac{1}{L} \sum_{i=1}^{L} \left( \mathbb{G}_{\text{real}}(x) - \mathbb{G}_{\text{gen}}(p_{\theta}(x|z)) \right)^2,
\]  

(Equation 6)

where

\[
\mathbb{G}_{\text{real}} = \frac{\sum_{c,d} F_{\text{real}}(x) F_{\text{real}}(x)}{C_{15}}
\]  

for feature maps \( F_{\text{real}} \) and \( F_{\text{gen}} \) in layer \( l \) across locations \( c \) and \( d \). This measures the correlation between image filters and is equivalent to minimizing the distance between the distribution of features across feature maps, independent of feature position.25

The combined reconstruction loss is a weighted sum of the perceptual loss and pixel-wise error:

\[
L_{\text{reconstruction}} = \alpha L_{\text{perceptual}} + \beta L_{\text{pixel-wise}},
\]  

(Equation 8)

where \( \alpha \) and \( \beta \) are hyperparameters controlling the influence of each loss term. Here we set \( \alpha = 1 \times 10^{-6} \) and \( \beta = 1 \times 10^{-5} \) to balance the contribution of reconstruction terms with variational loss (see below).

Maximum mean discrepancy

We use the maximum mean discrepancy (MMD) approach8,29 to maximize the similarity between the stochastic moments of \( p(z) \) and \( q_{\theta}(z) \) using the kernel embedding trick:

\[
\text{MMD}(p(z)|q_{\theta}(z)) = \mathbb{E}_{x \sim p(z)}[k(x,z)] + \mathbb{E}_{x \sim q_{\theta}(z)}[k(x,z)] - 2 \mathbb{E}_{x \sim p(z), z \sim q_{\theta}(z)}[k(x,z)],
\]  

(Equation 9)

using a Gaussian kernel, \( k(x,z) \), such that:

\[
k(x,z) = \exp(-\frac{(x-z)^2}{\sigma^2}).
\]  

(Equation 10)

to measure the similarity between \( p(z) \) and \( q_{\theta}(z) \) in Euclidean space. We measured similarity using multiple kernels with varying degrees of smoothness, controlled by the value of \( \sigma^2 \), i.e., multi-kernel MMD (MK-MMD),28 with varying bandwidths: \( \sigma^2 = 1 \times 10^{-6}, 1 \times 10^{-5}, 1 \times 10^{-4}, 1 \times 10^{-3}, 1 \times 10^{-2}, 1 \times 10^{-1}, 1, 5, 10, 20, 25, 30, 35, 100, 1 \times 10^3, 1 \times 10^4, 1 \times 10^5, \) and \( 1 \times 10^6 \).

Weighing the influence of MMD kernel differences on the combined objective function is controlled by the hyperparameter \( \lambda \), applied across each latent code, giving the combined objective:

\[
L_{\text{total}} = \left( \sum_{i=1}^{I} \lambda_{MK} - \text{MMD}(q_{\theta}(z) | p(z)) \right) + L_{\text{reconstruction}},
\]  

(Equation 11)

where \( I \) is the number of hierarchical latent codes and \( z_j \) is the \( j \)-th latent code and the prior, \( p(z) = \mathcal{N}(0,1) \) and \( L_{\text{reconstruction}} \) as defined in Equation 8. Here, we set \( \lambda = 1 \).

The three model hyperparameters \( \alpha, \beta, \) and \( \lambda \) are chosen to balance their relative influence on the objective during training (in reference to \( \lambda \); here we set \( \alpha = 1 \times 10^{-6} \) and \( \beta = 1 \times 10^{-5} \). We recommend these be at similar values when using images of the same size (256 x 256 x 3, \( \alpha = 1 \times 10^{-6} \)) and number of layers used to calculate the perceptual loss (three output layers, \( \beta = 1 \times 10^{-5} \)). If changing these values, users should balance their relative contribution to training loss (observed during training).

Improving encoder and decoder features

In addition to further relaxing the contribution of pixel-wise error, we use established ways to increase feature context, stabilize training, and increase sample likelihood (unpublished data).

Squeeze-and-excitation networks27 were proposed to improve feature interdependence by adaptively weighting each channel within a feature map based on the filter relevance by applying a channel-wise recalibration. Here we apply SE layers prior to each variational layer on outputs from the ConvBN-LeakyReLU blocks for each \( G_i \) such that each embedding \( z_j \) may better capture features with cross-channel dependencies. Each SE layer consists of a global average pooling layer, which averages channel-wise features followed by two fully connected layers with ReLU activations, the first with number of input channels/16 and the second with the same size as the number of input channels. Finally, a sigmoid, "excite," layer assigns channel-wise probabilities, which are then multiplied channel-wise with the original inputs.

Spectral normalization has been proposed as a method to prevent exploding gradients when using rectified linear units to stabilize GAN training via a global regularization on the weight matrix of each layer as opposed to gradient clipping to provide bounded first derivatives (the Lipschitz constraint96). We perform spectral normalization on each activation layer of both the encoder and the decoder.

Adding a denoising criterion has been shown to yield better sample likelihood by learning to map both training data and corrupted inputs to the true posterior, providing more robust training for out-of-sample data.28

\[
\tilde{x} = M_{\text{SN}}(\tilde{x}),
\]  

(Equation 12)

where we implement the mapping between real samples to noisy sample \( M_{\text{SN}} \) via a noise layer, which samples a corrupted input \( x \) from input \( x \) before passing \( x \) to the encoder \( q_{\theta}(z|x) \). We apply random binary noise (salt and pepper) to 10% of pixels.

Latent feature attribution and disentanglement

Understanding the importance of features for model predictions is an active area of research. Integrated gradients, introduced by Sundararajan et al.,15 assigns feature importance, determining causal relationships between predictions and image features by summing the gradients along paths between \( x \) and \( x' \):

\[
IG(x) \stackrel{\text{def}}{=} (x - x') \times \int_{x \to x'} \frac{\partial F(x + \alpha (x - x'))}{\partial \alpha} \, d\alpha.
\]  

(Equation 13)

We adapt this procedure to investigate the contribution of each latent variable parameter \( z_j \), where we use a baseline \( x \), an encoding of a single sample \( x \), and iterated \( z_j \) while holding all other \( z_i \) constant and summing the gradients of the decoder \( p_{\theta}(x|z) \) such that:

\[
IG_{\text{probs}}(p_{\theta}(x|z^2)) \stackrel{\text{def}}{=} = (p_{\theta}(x^2) − p_{\theta}(x^2')) \]

\[
\times \sum_{z_j=1}^m \frac{\partial F}{\partial z_j} p_{\theta}(x^2) \cdot z_j = z'_j + \frac{\partial F}{\partial z_j} x_j \cdot 1 \}

\]  

(Equation 14)

where \( j \) is the axis of latent code being interpolated, \( i \) is the individual feature (pixel), \( p_{\theta}(x) \) is the reconstructed output, \( p_{\theta}(x^2) \) is the baseline reconstructed output, \( k \) is the perturbation constant, and \( m \) is the number of steps in the approximation of the integral. We use the Riemann sum approximation of the integral over the interpolated path \( \mathcal{P} \), which involves computing the gradient in a loop over the inputs for \( k = 1, \ldots, m \). Here, we use \( m = 300 \) and \( k = 2\max(|z|) \) for each \( z_j \) starting from a baseline \( p_{\theta}(x^2) \cdot z_j = -\max(|z|) \).

We use the technique developed by Eastwood and Williams35 for assessing disentanglement, measuring the relative entropy of latent factors for predicting class labels. We measure disentanglement of \( D_i \) of each latent code as measured by \( D_i = (1 - H_k(P_i)) \), where \( H_k \) is the entropy and \( P_i \) is the relative importance of the generative factor. We also include a metric of completeness, \( C_i \), approximating the degree to which the generative factor is captured by a
single latent variable, where $C_i = (1 - H_2(P_i))$, where $P_i$ is the unweighted contribution of generative factors. Here, in the absence of labeled features, we use species (butterflies), breeding line variants (guppies), and predicted class of the generative model for each model as approximate class labels (one class). This approximation naturally overestimates $C_i$ and underestimates $C_j$, as there is overlap between classes in terms of visual features. While Eastwood and Williams propose a third term to evaluate representations, $I$, to measure the relative informativeness, we found that this value was highly correlated to the choice of the hyperparameter $\lambda$ used for latent regularization. Simulating evolution on the latent space

For demonstrating an example virtual experiment, we use a genetic algorithm, with a parent population of 1,000 random samples, evolved over 500 generations. Parent samples are random initialized across the latent variables of each latent code. Fitness was calculated as an equally weighted sum of the total percentage of pixels within two ranges (orange RGB (0.9, 0.55, 0) > RGB (1.0, 0.75, 0.1) and black RGB (0, 0, 0) < RGB (0.2, 0.2, 0.2)) measured on the generated output, a simplification of empirical results from the literature. During each generation the predicted fitness for each sample in the population was measured by the fitness of the nearest neighboring value in the reference table (for processing speed). To simulate weak selective pressure on the fitness function, we drew 500 random parent subsamples weighted by their proportional fitness. An additional 200 samples were drawn, without the proportional fitness weighting. Together, from the 700 subsamples in each generation, we drew 300 random pairs; the “alleles” from each sample (the specific latent variable values) were chosen randomly with equal probability to create a combined offspring between the two samples. Each combined offspring then had two alleles randomly mutated, one by drawing from a random normal distribution and the other by replacing an existing value with zero (like destabilizing and stabilizing mutations). The next generation thus consisted of 1,000 samples, 700 parent samples + 300 offspring. This process was repeated for 500 generations.
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