Life stress has been robustly linked to the onset and maintenance of mental illness (Andersen & Teicher, 2009; Hammen, 1991, 2006; R. T. Liu & Alloy, 2010; Monroe & Harkness, 2005; Myin-Germeys, van Os, Schwartz, Stone, & Delespaul, 2001; Post, 1992; Van Winkel, Stefanis, & Myin-Germeys, 2008). Many different mechanisms are discussed by which stress contributes to an increased risk for mental illness; one such mechanism might be an inability to derive pleasure from formerly satisfying activities, also known as anhedonia (American Psychiatric Association, 2013). Stress is associated in both animals and humans with anhedonia, and anhedonia is a symptom characteristic of multiple forms of psychopathology, including depression (Pizzagalli, 2014; Proudfit, 2015; Whitton, Treadway, & Pizzagalli, 2015), substance use (Baskin-Sommers & Foti, 2015; Dawe, Gullo, & Loxton, 2004; Kollins, 2003; Noble, 2000), psychosis (Radua et al., 2015; Strauss, Waltz, & Gold, 2013), and posttraumatic stress disorder (PTSD; Frewen, Dozois, & Lanius, 2012; Kashdan, Elhai, & Frueh, 2006; Nawijn et al., 2015). This stress-induced loss of pleasure suggests that interactions between stress and neural-reward circuitry might contribute to a better understanding of the development of some forms of psychopathology (e.g., Pizzagalli, 2014).

Consistent with this theory, an accumulating body of evidence has demonstrated that stress is associated with decreased sensitivity to rewards measured by self-report, behavior, and neural responses (Admon et al., 2015; Ethridge et al., 2019). In the present study, we examined associations between the hypothalamic-pituitary-adrenal-axis stress response and event-related potentials sensitive to the receipt of reward-related feedback in a pre–post experimental paradigm. Neural responses were recorded while male participants completed a simple monetary-reward guessing task before and after the Montreal Imaging Stress Task. Results demonstrated that acute psychosocial stress significantly reduced the magnitude of neural responses to feedback in the reward-sensitive delta-frequency band but not the loss-sensitive theta-frequency band. In addition, a larger delta-frequency response to rewards at baseline predicted reduced overall cortisol response in the stress condition. These findings suggest, therefore, that neural reward circuitry may be associated with both risk for and resilience to stress-related psychopathology.
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2013; Berenbaum & Connelly, 1993; Berghorst, Bogdan, Frank, & Pizzagalli, 2013; Boecker et al., 2014; Bogdan & Pizzagalli, 2006; Casement et al., 2014; Dillon et al., 2009; Guyer et al., 2006; Kumar et al., 2014; Wolff et al., 2011; Mehta et al., 2010; Ossewaarde et al., 2011; Pizzagalli, Bogdan, Ratner, & Jahn, 2007; Porcelli, Lewis, & Delgado, 2012. Although the precise mechanisms underlying these associations are not fully understood (Hollon, Burgeno, & Phillips, 2015), preclinical and human studies have suggested that both stress responses and reward processing involve activation of overlapping brain structures that are influenced by dopamine neurons in the ventral tegmental area (Cabib & Puglisi-Allegra, 2012; Pizzagalli, 2014; Sesack & Grace, 2010). Moreover, exogenous administration of the hormone cortisol, which is released by the hypothalamic-pituitary-adrenal (HPA) axis in response to diverse stressors (Dickerson & Kemeny, 2004), has been shown to blunt responses in reward-related neural circuitry (Kinner, Wolf, & Merz, 2016), which points to a neurochemical connection between stress and reward processing.

However, a blunting effect of stress on reward processing is not consistently observed (e.g., Kumar et al., 2014; Lighthall et al., 2012; Lighthall, Gorlick, Schoeke, Frank, & Mather, 2013; Mather & Lighthall, 2012; Petzold, Plessow, Goschke, & Kirschbaum, 2010), which suggests that additional mechanisms are at play linking stress and reward processing. Furthermore, although much of the work investigating stress and reward associations has examined whether the experience of stress drives a subsequently blunted neural response to rewards (Banis, Geerligs, & Lorist, 2014; Banis & Lorist, 2012; Berghorst et al., 2013; Kumar et al., 2014; Ossewaarde et al., 2011; Porcelli et al., 2012), a growing body of work has also aimed to identify whether enhanced prestressor functioning of reward-related neural circuitry may confer resistance to or enhance coping with stress (Cabib & Puglisi-Allegra, 2012; Heller et al., 2013; Krishnan et al., 2007; Pegg et al., 2019; Sandre, Bagot, & Weinberg, 2019; Tashjian & Galván, 2018; Vidal-Ribas et al., 2019). For example, Heller and colleagues (2013) found that sustained activity to positive stimuli in the striatum and dorsolateral prefrontal cortex was associated with greater self-reported well-being and lower basal cortisol levels. Relatedly, evidence indicates that brain structures implicated in reward responding, including the prefrontal cortex, hippocampus, and amygdala, are involved in regulating cortisol reactivity in response to stress (Dedovic, Duchesne, Andrews, Engert, & Pruessner, 2009). It appears critical, therefore, to not only consider how stress is associated with changes in reward responsiveness but also how reward sensitivity may influence stress responsiveness.

In humans, much of the research investigating associations between stress and reward processing has relied on retrospective self-reports of stress or has used stress as a prospective predictor of reward processing, without baseline measurements of neural responses to rewards (Birn, Roeber, & Pollak, 2017; Casement et al., 2014; Ethridge, Sandre, Dirks, & Weinberg, 2018; Hanson, Albert, et al., 2015; Kumar et al., 2015). Although these studies tend to demonstrate excellent ecological validity, they are correlational and so are necessarily limited in their ability to test directionality of effects. In other words, it is possible that those who experience increased stress have subsequently altered reward processing, but it is also possible that those with altered reward processing experience increased stress (Mackin et al., 2019). Implementing laboratory stress, however, allows for randomization of participants to stress and control groups and for measuring reward processing before and after stress induction. Together, these characteristics support the investigation of causal effects of stress on neural processes as well as the study of possible buffering effects of neural processes on stress responses.

A number of studies have demonstrated that an acute laboratory stressor is associated with reduced reward learning (Bogdan & Pizzagalli, 2006; Bogdan, Santesso, Fagerness, Perlis, & Pizzagalli, 2011; Morris & Rottenberg, 2015; Starcke, Wolf, Markowitsch, & Brand, 2008) as well as reduced neural response to rewards (Banis et al., 2014; Banis & Lorist, 2017; Born et al., 2010; Gaffrey et al., 2018; Kumar et al., 2014; Lighthall et al., 2012; Ossewaarde et al., 2011; Porcelli et al., 2012; Treadway et al., 2017). Porcelli and colleagues (2012), for instance, found that for participants in the control condition, activation in the dorsal striatum and orbitofrontal cortex differentiated rewards and punishments, but this differentiation was not found for participants who experienced acute stress. Although cortisol responses significantly differed between the stress and control groups in this study, the authors did not find any significant associations between cortisol response and neural responses, as might be expected given previous evidence (Kinner et al., 2016).

It is possible that this lack of association between HPA-axis functioning and neural responses to rewards is due to the nature of the stressor used in the study. Specifically, Porcelli and colleagues (2012) used an MRI-compatible version of the cold pressor test, which involves a temperature manipulation; yet for a comprehensive investigation of the interaction between stress and reward systems, it might be preferable to employ stressors that involve limbic-system structures in the activation of the HPA axis rather than brain-stem structures (Dickerson & Kemeny, 2004; Herman et al., 2003; Schwabe, Haddad, & Schachinger, 2008). This may similarly be a limitation of other related studies (Banis et al.,...
Moreover, in several of these studies, researchers have manipulated stress using designs that precluded any test of whether baseline reward sensitivity might predict the HPA-axis stress response (Gaffrey et al., 2018; Lighthall et al., 2012; Ossewaarde et al., 2011; Porcelli et al., 2012), which highlights the need for studies using pre-post experimental designs. Although this growing body of research is promising, additional work is needed to replicate these findings and further clarify the nature of the associations among acute stress, HPA-axis functioning, and neural responses to rewards.

Interest in examining associations between stress and reward processing is largely motivated by efforts to identify mechanisms implicated in the development and course of psychopathology; thus, some initial work has assessed these associations in relation to clinical symptoms and in clinical populations (Casement et al., 2014; Hanson, Hariri, & Williamson, 2015; Hanson, Knodt, Brigidi, & Hariri, 2018; Kumar et al., 2015; Morris & Rottenberg, 2015; Pegg et al., 2019). For example, Hanson, Hariri, and Williamson (2015) found that decreased reward-related ventral-striatum activity partially mediated the association between life stress and depressive symptoms in a sample of adolescents. Although this growing body of work supports the notion that neural response to rewards plays an important role in the link between stress and psychopathology, the correlational nature of these studies makes it difficult to infer causation. In addition, none of these studies examined biological stress responses, and thus, the direction of associations between HPA-axis (e.g., cortisol) response and neural reward response remains an open question. It is necessary, therefore, to further study the basic interactions among stress, HPA-axis functioning, and neural response to rewards to then be better equipped to investigate possible mechanistic roles that these processes play in the course of psychopathology.

Toward this end, in the present study, we sought to assess the associations between responses to a psychosocial stressor induced in the laboratory, as measured by cortisol, and neural response to rewards, as measured by electroencephalogram (EEG). The specific measure of reward processing used in this study was the event-related potential (ERP) commonly referred to as the reward positivity (RewP). The RewP is a positive deflection in the ERP waveform that is larger (more positive) for rewards than for nonrewards; the component is maximal approximately 300 ms after reward-related feedback at frontocentral recording sites on the scalp (Proudfit, 2015). Note that the RewP has been linked to activation in the striatum (Foti, Weinberg, Bernat, & Proudfit, 2015) and to genes governing the regulation of dopamine (Foti & Hajcak, 2012). However, ERPs represent multiple cognitive, affective, sensory, and motor processes overlapping in time, and increasing evidence suggests that empirically decomposing ERPs into distinct underlying components (e.g., using time-frequency decompositions) may be of experimental and clinical value (for review, see Weinberg, Ethridge, Ait Oumeziane, & Foti, in press).

Neural activity occurring in the time window of the RewP is thought to be composed of both delta-frequency (~1–4 Hz) and theta-frequency (~4–8 Hz) activity. Evidence suggests that delta power is increased after rewards, or positive outcomes, compared with losses or negative outcomes, whereas theta power appears specifically enhanced after nonrewards, or negative outcomes (Banis et al., 2014; Bernat, Nelson, & Baskin-Sommers, 2015; Bernat, Nelson, Steele, Gehring, & Patrick, 2011; Bowers, Buzzell, Bernat, Fox, & Barker, 2018; Cohen, Elger, & Ranganath, 2007; Foti et al., 2015; Van de Vijver, Ridderinkhof, & Cohen, 2011; Webb et al., 2017). In addition, findings from source analyses indicate that delta and theta activity may have distinct neural generators: Gain-related delta has been localized to the striatum, whereas loss-related theta activity has been localized to the anterior cingulate cortex (Foti et al., 2015). Time-frequency decompositions of ERP data and evaluations of delta and theta activity in particular may therefore fruitfully add to the understanding of associations between stress and neural reward processing (Banis et al., 2014; Banis & Lorist, 2017; Bernat et al., 2015; Bowers et al., 2018; Foti et al., 2015). Thus, in the present study, we sought to assess the associations among an acute psychosocial stressor induced in the laboratory, cortisol, and reward-related neural processes using time-frequency decompositions of the RewP and examining both delta and theta activity.

Specifically, we used a between- and within-participants design to address three primary aims: (a) to determine whether presence of an acute stressor degraded neural responses to reward-related feedback, (b) to determine whether acute stress demonstrated distinct effects on different frequencies of neuroelectric activity, and (c) to determine whether a robust neural reward response protected against stress-induced physiological arousal, as measured by salivary cortisol. Given previous evidence suggesting that stress is associated with impaired reward processing (e.g., Banis et al., 2014; Berenbaum & Connelly, 1993; Berghorst et al., 2013; Bogdan & Pizzagalli, 2006), we predicted that the induction of an acute psychosocial stressor in the laboratory would lead to a blunted RewP. We also predicted that heightened sensitivity to reward at baseline would be associated with reduced reactivity to stress, as measured by cortisol secretion, over the course of the stressor (Dedovic, Duchesne, et al., 2009; Heller et al., 2013).
Method

Participants

One hundred twelve men were recruited from McGill University and the surrounding community using online and print advertisements and were randomly assigned to the experimental (i.e., stress) and control groups. Menstrual phase (Duchesne & Pruessner, 2013; Maki et al., 2015; Villada et al., 2014) and hormonal contraceptive use (Roche, King, Cohoon, & Lovallo, 2013) have been shown to strongly influence physiological indices of stress responses; thus, only men were included in this initial study to test the feasibility of the protocol and increase power for the primary analyses. Four participants were excluded because they did not complete the entire experimental paradigm, three were excluded because they reported use of psychotropic medications, two were excluded because of experimenter error, one control participant was excluded because he self-reported a high stress level during the control condition of the Montreal Imaging Stress Task (MIST), one stress participant was excluded because he selected “prefer not to answer” for the gender demographics question (similar to the approach chosen by Dedovic, Wadiwalla, Engert, & Pruessner, 2009). Of the 100 participants included in the study (54 control, 46 stress), mean age was 21.93 years ($SD = 3.54$, range = 18–34 years), and age did not differ among conditions, $t(96) = -0.29$, $p = .77$, 95% CI = [−1.65, 1.22]. Fifty-five percent of the sample identified as White, 10% identified as South Asian, 7% identified as Arab/West Asian, 6% identified as Chinese, 5% identified as Southeast Asian, 3% identified as Korean, 1% identified as African American, 1% identified as Hispanic, 1% preferred not to answer, and 10% identified as another ethnicity. Of the participants who responded to the question, “What is your approximate family income?” 33% reported income less than $50,000, 21% reported income between $50,000 and $99,999, and 46% reported income of $100,000 or more; however, 19% of the sample did not provide a response to this question. Demographic data were missing from two participants because they did not complete the demographic questionnaire.

Procedure

Participants provided written informed consent to complete a series of computer tasks while continuous EEG was recorded and to provide a series of salivary cortisol samples throughout the experiment. Participants began the computer tasks by completing the doors and flanker tasks (counterbalanced); this was followed by the first portion of the MIST, which was interrupted by an experimenter who, in the stress condition, observed the second portion of the MIST; participants then again completed the doors task, followed by the flanker task—these latter two tasks were not counterbalanced. All tasks were completed on an Intel Core i7 computer. Testing sessions were 2 hr, and sessions started between 9:00 a.m. and 4:00 p.m. Detailed descriptions of the tasks are provided below, and a depiction of the experimental paradigm is provided in Figure 1a. In addition, before debriefing, participants were asked to rate on a scale from 1 (not at all) to 5 (extremely) how stressed they felt during MIST 2, and their response was recorded by an experimenter. Participants received course credit or CAD $20.00 for their participation in the study, in addition to $3.00 in winnings from the two doors tasks. McGill University’s Research Ethics Board approved all procedures.

Tasks

Doors. The doors task is commonly used to elicit neural responses to reward-related feedback (Proudfit, 2015). In this task, participants viewed two doors on a screen and were asked to guess which of the two doors was hiding a prize by clicking the left or right mouse button. After their selection, participants either saw a green arrow pointing up, which indicated that they had chosen correctly and had won $0.50 on that trial (i.e., gain), or they saw a red arrow pointing down, which indicated that they had chosen incorrectly and had lost $0.25 on that trial (i.e., loss). Gain and loss feedback were each presented on 50% of trials in random order. A trial sequence is depicted in Figure 1b; the version of the task used in this study consisted of two blocks of 15 trials. Before beginning the task, participants were informed that they could win up to $5.00 during the task, and their winnings were given to them immediately after completing the task. All participants received $2.00 after completing Doors 1 and $1.00 after completing Doors 2. The task was presented using Presentation software (Version 18.1, Neurobehavioral Systems, Inc., Berkeley, CA). This task has been shown to elicit reward-related ERPs with good internal consistency reliability and good test–retest reliability (Bress, Meyer, & Proudfit, 2015; Ethridge & Weinberg, 2018; Levinson, Speed, Infantolino, & Hajcak, 2017; Luking, Nelson, Infantolino, Sauder, & Hajcak, 2017).

Flanker. The flanker task is commonly used to measure neural responses to making mistakes (Eriksen & Eriksen, 1974). The version of the task used in this study involved seeing a horizontal array of arrows on a computer screen (e.g., “<<<“) and quickly and accurately identifying the direction of the center arrow using the mouse buttons.
Because the primary aim of this study was to examine associations between stress and reward processing, data from this task are reported in the Supplemental Material available online.

**MIST.** The MIST is a task designed to use computerized mental arithmetic challenges and social evaluation to induce a physiological and endocrine stress response (Dedovic et al., 2005; see Fig. 1c). In the stress condition, each MIST trial was time-limited, which was indicated by a blue progress bar that moved from left to right on the computer screen and an aversive beeping sound that increased in pitch across each trial. To provide an answer, participants navigated to their intended choice using numbers “1” to “3” on the number pad on the keyboard, which operated a rotary dial shown on the bottom right side of the computer screen (choosing “1” moved the dial counterclockwise, choosing “3” moved the dial clockwise, and choosing “2” confirmed the current number as the designated answer). If participants chose correctly, “correct” appeared on the screen; if they chose incorrectly or did not respond within the time limit, “incorrect.”
appeared on the screen. Depending on participants' performance on previous trials, the difficulty of arithmetic questions and the time allowed to answer was adjusted to maintain a high failure rate (between about 55% to 80% failure; see Dedovic et al., 2005, for a detailed description of task parameters). A performance indicator, which identified participant performance compared with a false "average" performance, appeared at the top of the screen; participants' performance was thus shown to be below this "average" in the experimental condition. In the control condition, equations were simpler, trials were not time-limited and were not accompanied by a beeping noise, and participants' performance compared with "average" was not indicated on the screen. In both conditions, a correct response was accompanied by a pleasant beep, and an incorrect response or no response was accompanied by an aversive buzzer.

After completing 8 min of the MIST, the task was terminated by an experimenter. In the stress condition, the experimenter informed the participant that there was a problem with his data and that they would need assistance from their supervisor. In the control condition, the experimenter informed the participant simply that they needed their supervisor to check something with the computer. The experimenter then retrieved another experimenter, with whom the participant had not yet interacted, who entered the testing room as the supervisor; supervisors were always women. In the stress condition, the supervisor maintained a neutral demeanor and asked the participant several questions, including if he understood the instructions to the task, if he had experience doing arithmetic (e.g., had ever taken a math class), and if he could see the computer screen properly. The supervisor then told the participant that his data could not be used if his performance was not at the "average" level. The supervisor began the program again and stood behind the participant while he completed the MIST a second time. After 7 min, the supervisor told the participant that the performance was not adequate, terminated the task, and asked the experimenter to run the previous tasks (doors and flanker) again in order to obtain some usable data. In the control condition, the supervisor, while maintaining a cheerful and friendly demeanor, informed the participant that she had to check something on the computer but that there was nothing wrong with his data or his performance. The supervisor then pretended to check if the program was working properly. The supervisor informed the participant and the experimenter that everything was working well and instructed them to continue the MIST. The supervisor also instructed the experimenter to collect additional data from the initial tasks, purportedly because they would have some spare time left in the testing session. The supervisor then left the room, and the participant completed the three remaining tasks (MIST 2, Flanker 2, Doors 2).

**Psychophysiological recording, data reduction, and analysis**

**Electroencephalogram.** A 32-electrode BrainVision actiCHamp system (standard 10/20 layout; Brain Products, Munich Germany) was used to record continuous EEG throughout the computer tasks. A ground electrode was placed at Fpz, and to generate the electrooculogram (EOG), peripheral electrodes were placed 1 cm above and below one eye (VEO) and 1 cm from the outer canthi of each eye (HEO), and were referenced to an electrode on the back of the neck. Data were recorded with a sampling rate of 1000 Hz. Electrode impedances were kept below 10 kΩ. Processing of the data was completed offline using BrainVision Analyzer software (Brain Products, Munich, Germany). Data were band-pass filtered with low and high cutoffs of 0.01 Hz and 30 Hz (24 dB/oct), respectively, and were referenced to an average of TP9 and TP10 (left and right mastoids). Correction of ocular artifacts was then conducted using a modification of the algorithm published in Gratton, Coles, and Donchin (1983).

For time-domain analyses, data were initially segmented into 1,200-ms epochs, 200 ms before and 1,000 ms after presentation of gain or loss feedback. A semi-automatic artifact-rejection procedure was conducted in which artifacts were detected and rejected in individual channels when any of the following occurred: a voltage step greater than 50 µV/ms, a change of 175 µV within 400 ms, or activity of less than 0.5 µV within 100 ms. Remaining artifacts were then rejected via visual inspection of the data. Data from gain and loss trials were averaged separately; activity in the 200 ms before feedback onset was used for baseline correction. The RewP was scored 230 to 330 ms after gain or loss feedback using an average of the activity at Fz, Cz, FC1, and FC2 (hereafter referred to as the frontocentral average, or FCavg). To calculate split-half reliability of the ERPs, odd and even trials were also averaged separately for gain and loss feedback. ERPs quantified at FCavg 230 to 330 ms after feedback at both time points and for both feedback types demonstrated acceptable split-half reliability (corrected using the Spearman-Brown prophecy formula; Doors 1 gain: \( r = .89 \); Doors 1 loss: \( r = .85 \); Doors 2 gain: \( r = .81 \); Doors 2 loss: \( r = .83 \)).

For time-frequency analyses, data were resegmented into 2,500-ms-epochs, 1,000 ms before and 1,500 ms after feedback onset. The same parameters were used for mastoid referencing and ocular correction as in the time-domain-scored data. An automatic artifact-rejection procedure was conducted in which data from individual channels were rejected if there was a voltage step...
greater than 30 µV/ms, a difference greater than 150 µV within 200 ms, an amplitude less than −125 µV or greater than 125 µV, or activity of less than 0.5 µV in 100-ms intervals. Gain and loss trials were again averaged separately within participants, and activity in the 200 ms before feedback onset was used for baseline correction.1 A continuous wavelet transform using the Morlet complex was calculated with a minimum frequency of 0.01 and a maximum frequency of 20, 20 frequency steps, a Morlet parameter c of 5, and Gabor normalization. Finally, for each feedback type, layers were extracted corresponding to the delta- and theta-frequency bands. The delta band had a central frequency of 2.71 Hz (spectral bandwidth: 1.08 Hz), and the theta band had a central frequency of 6.02 Hz (spectral bandwidth: 2.41 Hz). These data were analyzed between 200 and 400 ms after feedback onset at FCavg.

Salivary cortisol. Beginning 30 min after participants arrived in the lab, saliva cortisol samples were collected at seven time points throughout the study visit at 7- to 20-min intervals (Fig. 1a) using the Salivette Collection Device (Starstedt, Inc., Numbrecht, Germany). Participants placed the saliva collection swabs in their mouths and were instructed to refrain from chewing for 2 min. After 2 min, participants expelled the swab into a sterile tube using their tongues. Cortisol samples were assayed at the Biochemical Lab in the Department of Biological and Clinical Psychology at the University of Trier (Trier, Germany) using a time-resolved fluorescence immunoassay (Dressendörfer, Kirschbaum, Rohde, Stahl, & Strasburger, 1992). All samples were assayed twice, and all cortisol analyses used the mean value. The average intraassay coefficient of variation for each sample was 4.86% (SD = 3.82; Kirschbaum & Hellhammer, 2000).

Data analysis

Analyses were conducted using IBM SPSS (Version 21). To determine the effectiveness of the stress manipulation, differences between conditions in subjective stress ratings and salivary cortisol were examined. First, an independent-samples t test was conducted to compare subjective stress ratings between the groups. In addition, we calculated the proportion of participants in the stress group who could be considered as having demonstrated a cortisol response, conservatively defined by a 2.5 nmol/L increase in salivary cortisol over baseline levels (calculated for each participant individually; Miller, Plessow, Kirschbaum, & Stalder, 2013), to determine whether our implementation of the MIST was as effective in eliciting a physiological stress response as other similar laboratory stress paradigms.

Next, mixed-design repeated measures analyses of variance (ANOVA) were conducted to determine if there were differences in the gain and loss responses between Doors 1 and Doors 2 across the groups for the time-domain-scored and the time-frequency-scored ERP data. Each of these three analyses was designed as a 2 (Feedback: loss vs. gain) × 2 (Time: Time 1 vs. Time 2) × 2 (Condition: stress vs. control) ANOVA. Effect sizes for ANOVAs were calculated as partial $\eta^2$ (SSeffect/(SSeffect + SSerror)). Post hoc t tests were conducted to determine the nature of significant interactions and are presented with 95% confidence intervals (CIs). The significance level for all statistical tests was set at $p < .05$ (two-tailed).

Cortisol trajectories were then modeled using multilevel modeling with maximum likelihood estimation using the SPSS linear mixed models procedure. Multilevel modeling (MLM) allowed for the prediction of within-participant differences in physiological response to stress, accounting for the correlated nature of repeated measures data by adjusting standard errors of regression coefficients and permitting retention of individuals who were missing cortisol values at one or more time points (Singer, Willett, & Willett, 2003). Models were built using the strategy recommended by Bryk and Raudenbush (1987). Specifically, separate two-level models were fit to predict cortisol trajectories for individuals in the stress group and individuals in the control group. Level 1 of each model represented intrindivid-ual differences in cortisol as predicted by time. Level 2 of each model represented interindividual effects (i.e., neural responses to feedback at Time 1: Time 1 delta power 200–400 ms after gain or loss feedback at FCavg or Time 1 theta power 200–400 ms after gain or loss feedback at FCavg) on the intercept and the slopes of the outcome variable.

To model the linear trajectory of cortisol level in our samples, time points that captured reactivity to the MIST task were used. The initial saliva samples (SS; SS1, SS2, and SS3 in Figs. 1a and 2b) were not included in the cortisol analyses because these samples are likely noisy measures, due to participants having just arrived in the lab and undergone EEG capping and gelling. Moreover, it is typical to include a waiting period after arriving in the lab before inducing stress (Ali, Nitschke, Cooperman, & Pruessner, 2017; Pruessner et al., 2008), and we were primarily interested in associations between baseline reward response and cortisol reactivity to stress. Therefore, the first sample after the stressor in the stress condition (SS4) and all subsequent saliva samples were entered into the models for both groups. Time was centered at the first time included in analyses (SS4). We then tested the effect of age, time, neural responses (i.e., delta responses to gains and losses; theta responses to gains and losses), the Delta Gain × Time Interaction, and the Theta Loss × Time interaction on cortisol responses. Age information was missing for two participants in the
stress condition, so the sample for the stress group in this analysis was 44. We focused on delta-gain and theta-loss activity in the interactions with time given evidence that activity in the delta and theta frequencies are most sensitive to gain and loss feedback, respectively (Bernat et al., 2015; Foti et al., 2015). On the basis of log-likelihood ratio difference tests, the best fitting model had unstructured covariance matrices and intercepts and slopes that were allowed to vary randomly. EEG variables were standardized before the MLM analysis, and so coefficients for these independent variables are presented as estimates of effect size. Finally, post hoc $t$ tests were conducted to determine the time points at which salivary cortisol measurements differed between groups; 95% CIs are presented with all $t$ tests.

**Results**

**Manipulation check and random assignment**

Comparisons of the stress and control groups on multiple measures confirmed random assignment by showing no significant differences between conditions on session start time or baseline cortisol, $p > .19$. Subjective ratings of stress experienced during the second portion of the MIST task (i.e., during supervisor observation for the stress group, given that this was expected to be the most stressful portion of the task) were significantly different across groups, $t(73.87) = -11.05$, $p < .001$, 95% CI $= [-2.28, -1.58]$ (corrected for unequal variances); the participants in the stress condition rated higher subjective stress ($M = 3.37$, $SEM = 0.15$) than those in the control condition ($M = 1.44$, $SEM = 0.09$).

Figure 2 depicts the impact of the stress manipulation on (a) subjective stress ratings and (b) cortisol. Forty-four percent of participants in the stress condition demonstrated a cortisol response to the stressor, which is slightly below studies using the “gold standard” laboratory stress manipulation, the Trier Social Stress Test (e.g., Engert et al., 2013; Kudielka, Kirschbaum, & Hellhammer, 2007) but is similar to studies involving laboratory stress manipulations in imaging contexts (e.g., Dierolf, Fechtnert, Bohnke, Wolf, & Naumann, 2017; Pruessner et al., 2008). However, note that we may not have captured the peak cortisol response in this sample (i.e., cortisol may have continued to increase beyond SS7; see Fig. 2b) and that 2.5 nmol/L may be an overly conservative threshold (Miller et al., 2013); therefore, the percentage of participants who demonstrated a cortisol response reported here may be an underestimation. Cortisol responders and nonresponders demonstrated a small numeric difference in their subjective stress ratings that was not significant, $t(44) = -1.99$, $p = .053$, 95% CI $= [-1.18, 0.007]$ (responders: $M = 3.70$, $SEM = 0.21$; nonresponders: $M = 3.12$, $SEM = 0.20$).
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Impact of acute stress on EEG responses

Time-domain amplitude. Waveforms representing the neural responses to gain and loss feedback for each group before and after the MIST are presented in Figure 3a. The ANOVA conducted on the time-domain-scored ERP data demonstrated the following: a main effect of feedback, $F(1, 98) = 181.74, p < .001$, partial $\eta^2 = .65$, in which the neural response to gain ($M = 13.18, \text{SEM} = 0.55$) was larger than the neural response to loss ($M = 8.92, \text{SEM} = 0.54$); a main effect of time, $F(1, 98) = 19.98, p < .001$, partial $\eta^2 = .17$, in which neural response at Doors 1 ($M = 11.88, \text{SEM} = 0.56$) was larger than neural response at Doors 2 ($M = 10.22, \text{SEM} = 0.55$); and a significant Time $\times$ Condition interaction, $F(1, 98) = 17.80, p < .001$, partial $\eta^2 = .15$, in which there was a significant reduction in neural response from Doors 1 to Doors 2 in the stress condition (mean difference $= 3.23, \text{SEM} = 0.56$), $\kappa(45) = 5.76, p < .001, 95\% \text{CI} = [2.10, 4.36]$, but not in the control condition (mean difference $= 0.09, \text{SEM} = 0.49$, $\kappa(53) = 0.19, p = .85, 95\% \text{CI} = [-0.90, 1.08]$). We did not, however, find evidence of a significant Feedback $\times$ Condition interaction, $F(1, 98) = 0.20, p = .66$, partial $\eta^2 = .002$; a Feedback $\times$ Time interaction, $F(1, 98) = 0.13, p = .72$, partial $\eta^2 = .001$; or a three-way Feedback $\times$ Time $\times$ Condition interaction, $F(1, 98) = 0.26, p = .61$, partial $\eta^2 = .003$.

Time-frequency amplitude.

Delta. Findings from analysis of data in the delta-frequency band mirror results from the time-domain-scored data. We observed a main effect of feedback, $F(1, 98) = 36.67, p < .001$, partial $\eta^2 = .25$, whereby gains elicited greater delta power (mean gain $= 3.27, \text{SEM} = 0.12$) than losses (mean loss $= 2.76, \text{SEM} = 0.12$); a main effect of time, $F(1, 98) = 16.42, p < .001$, partial $\eta^2 = .14$, whereby neural response at Doors 1 ($M = 3.21, \text{SEM} = 0.15$) was larger than neural response at Doors 2 ($M = 2.82, \text{SEM} = 0.12$); and a Time $\times$ Condition interaction, $F(1, 98) = 19.08, p < .001$, partial $\eta^2 = .16$ (Fig. 3b), in which there was a significant reduction in feedback-related delta power in the stress condition from Doors 1 to Doors 2 (mean difference $= 0.81, \text{SEM} = 0.16$, $\kappa(45) = 5.06, p < .001, 95\% \text{CI} = [0.49, 1.13]$), but not in the control condition (mean difference $= -0.03, \text{SEM} = 0.11$, $\kappa(53) = -0.27, p = .79, 95\% \text{CI} = [-0.26, 0.20]$). We again did not find evidence of a significant Feedback $\times$ Condition interaction, $F(1, 98) = 0.23, p = .63$, partial $\eta^2 = .002$; a Feedback $\times$ Time interaction, $F(1, 98) = 2.05, p = .16$, partial $\eta^2 = .02$; or a...
significant three-way Feedback × Time × Condition interaction, \( F(1, 98) = 0.21, p = .65, \text{ partial } \eta^2 = .002 \).

**Thetaw**. Analysis of data from the theta-frequency band, however, demonstrated a different pattern of results. A significant main effect of feedback was found, \( F(1, 98) = 88.91, p < .001, \text{ partial } \eta^2 = .48 \), in which the response was larger for loss feedback (\( M = 3.05, \text{ SEM} = 0.13 \)) than for gain feedback (\( M = 1.99, \text{ SEM} = 0.10 \)); however, no significant effects were present for time, \( F(1, 98) = 3.76, p = .06, \text{ partial } \eta^2 = .04 \); the Feedback × Condition interaction, \( F(1, 98) = 0.65, p = .42, \text{ partial } \eta^2 = .01 \); the Time × Condition interaction, \( F(1, 98) = 2.25, p = .14, \text{ partial } \eta^2 = .02 \); the Feedback × Time interaction, \( F(1, 98) = 0.01, p = .95, \text{ partial } \eta^2 = .00 \); or the Feedback × Time × Condition interaction, \( F(1, 98) = 0.64, p = .43, \text{ partial } \eta^2 = .01 \).

**Impact of acute stress and neural response to rewards on cortisol**

Table 1 depicts the results of the two MLMs examining predictors of cortisol response in the experimental and control groups. As hypothesized, time was a significant predictor of cortisol response in the stress condition; cortisol levels increased in a linear fashion over time, \( b = 0.67, SE = 0.15, t(44.23) = 4.55, p < .001, 95\% \text{ CI} = [0.37, 0.96] \). Time was also a significant predictor of cortisol in the control condition; however, in the control condition, cortisol levels decreased in a linear fashion over time, \( b = -0.12, SE = 0.05, t(41.00) = -2.32, p = .03, 95\% \text{ CI} = [-0.23, -0.02] \). Post hoc comparisons revealed that the difference in cortisol values between conditions was significant for SS5, \( t(97) = -2.02, p = .046, 95\% \text{ CI} = [-2.10, -0.02] \); SS6, \( t(75.21) = -3.55, p = .001, 95\% \text{ CI} = [-3.34, -0.94] \); and SS7, \( t(60.91) = -4.72, p < .001, 95\% \text{ CI} = [-4.33, -1.75] \) (Levene’s test \( p < .05 \) for SS6 and SS7, so adjusted values are reported); the cortisol values were greater in the stress condition (SS5: \( M = 4.78, \text{ SEM} = 0.41 \); SS6: \( M = 5.76, \text{ SEM} = 0.51 \); SS7: \( M = 6.35, \text{ SEM} = 0.57 \)) than in the control condition (SS5: \( M = 3.72, \text{ SEM} = 0.33 \); SS6: \( M = 3.62, \text{ SEM} = 0.33 \); SS7: \( M = 3.31, \text{ SEM} = 0.30 \); Fig. 2b).

Contrary to our predictions, the magnitude of delta power after reward feedback did not significantly interact with time to predict cortisol levels in the stress condition. Instead, a larger neural response to rewards at baseline predicted lower levels of cortisol overall in the stress group, \( b = -0.96, SE = 0.44, t(47.50) = -2.17, p = .04, 95\% \text{ CI} = [-1.85, -0.07] \). To illustrate this effect, we plotted cortisol values for the 25th and 75th percentiles of the delta RewP during Doors 1 in the stress group in order to depict differences in cortisol responses after initiation of the MIST in those with high and low baseline neural sensitivity to reward (Fig. 2b). In contrast, neural response to rewards was not significantly associated with cortisol levels in the control group, \( b = 0.2, SE = 0.39, t(53.71) = 0.06, p = .95, 95\% \text{ CI} = [-0.75, 0.80] \). Consistent with our predictions, there were no statistically significant main effects of theta power or interactions between theta power and time in the prediction of cortisol levels in either group (see Table 1).

**Discussion**

A growing body of literature suggests that stress is associated with the brain’s response to rewards (Banis & Lorist, 2012; Berghorst et al., 2013; Ethridge, et al., 2018; Kumar et al., 2014; Porcelli et al., 2012) and that this association may be linked to the development of illnesses such as depression, substance use, psychosis, and PTSD (Baskin-Sommers & Foti, 2015; Dawe et al., 2004; Kashdan et al., 2006; Nawijn et al., 2015;
Pizzagalli, 2014; Radua et al., 2015; Whitton et al., 2015). In the present study, we sought to extend this literature by examining the effect of an acute psychosocial stressor on a sensitive measure of neural processing of rewards, the RewP, and its associated spectral characteristics, and by examining potential buffering effects of increased neural response to reward on HPA-axis response to the stressor. This study replicated previous work showing that delta power is specifically enhanced after reward-related feedback (Bernat et al., 2015; Bernat et al., 2011; Bowers et al., 2018; Webb et al., 2017) and further demonstrated that the previously identified reduction in reward-related neural activity after stress (e.g., Berghorst et al., 2013; Casement et al., 2014; Ethridge et al., 2018; Ossewaarde et al., 2011; Porcelli et al., 2012; Treadway, Buckholtz, & Zald, 2013) was specific to neural activity in the delta frequency. Lastly, this study demonstrated that baseline reward sensitivity in the delta frequency was associated with a reduced cortisol response to a subsequent stressor. Taken together, these findings support the idea that stress and the brain's reward circuitry may have a bidirectional relationship that underlies pathways of risk and resilience for pathology (Vidal-Ribas et al., 2019).

However, we did not find that stress exhibited a specific effect on reward processing; rather, we found that, using a time-domain-scoring approach, neural responses to gains and losses were blunted after the stressor. Despite aforementioned evidence underscoring associations between stress and reward processing specifically (e.g., Berghorst et al., 2013; Porcelli et al., 2012), ours is not the first study to demonstrate non-specific effects of stress (Banis et al., 2014; Treadway et al., 2013); for example, Treadway and colleagues (2013) reported that perceived stress over the previous month was associated with blunted activation in the medial prefrontal cortex after both reward and loss feedback. It is possible that inconsistencies in the literature have arisen as a result of methodological differences such as comparing reward and punishment with reward and other nonreward conditions (e.g., loss or no-outcome conditions), considering different types of stressors (e.g., chronic vs. acute), or using different reward paradigms (Berghorst et al., 2013; Ethridge et al., 2018; Kumar et al., 2014; Lincoln et al., 2019; Pegg et al., 2019; Porcelli et al., 2012; Treadway et al., 2013). Alternatively, the present findings are consistent with the body of work suggesting that anhedonia may be associated with reductions in both positive and negative reactivity (Bylsma, Morris, & Rottenberg, 2008); that is, anhedonia may represent an overall reduction in the motivational salience of cues in the environment. It follows, then, that stress-induced anhedonia, as may be represented at the neural level in the present study, would be associated with blunted responses to both positive and negative feedback. Combined, these findings underscore the complex nature of both stress- and reward-related neural processes and highlight the importance of continued efforts to elucidate these pathways.

Considering this complexity in stress and reward processes and given that the time-domain-scoring approach constitutes a relatively broad index of reward processing, encompassing multiple temporally overlapping processes (Weinberg et al., in press), we also examined the spectral characteristics of the ERPs. Consistent with previous literature, loss feedback elicited increased theta power relative to gain feedback, whereas gain feedback elicited increased delta power (Bernat et al., 2015; Foti et al., 2015). Although there was no significant effect of stress on theta power, we observed decreased delta power after stress. These dissociable effects of stress on feedback-locked delta and theta power suggest some specificity in the ways that stress affects brain function. Specifically, previous evidence suggests that the theta component of the reward response may be primarily sensitive to the most basic aspects of reward-related feedback, such as outcome, and may be insensitive to higher-order characteristics, such as experimental context (Bernat et al., 2015; Watts, Bachman, & Bernat, 2017; Watts & Bernat, 2018). Conversely, delta activity has been shown to be sensitive to higher-order attributes of reward-related feedback, such as context, magnitude, and expectancy (Bernat et al., 2015; Watts & Bernat, 2018; Watts et al., 2017), which suggests that delta activity may reflect elaborative processing of feedback stimuli. The present data, therefore, suggest that acute psychosocial stress did not impair basic performance monitoring; rather, it impaired the elaborative processing, and possibly reduced the motivational salience, of both positive and negative feedback.

In addition, the present work contributed to existing literature by examining associations between reward responsivity and HPA-axis functioning in response to acute stress. Contrary to our predictions, we did not demonstrate that delta power after rewards predicted the trajectory of the cortisol response over the course of the stressor (i.e., cortisol reactivity); rather, we found that increased delta power after gains was associated with lower cortisol levels overall in the stress condition but not in the control condition. Nevertheless, these data are consistent with evidence suggesting that the functioning of the neural reward system may be implicated in susceptibility to and buffering from stress (Cabib & Puglisi-Allegra, 2012; Dedovic, Duchesne, et al., 2009; Heller et al., 2013; Krishnan et al., 2007;
Pegg et al., 2019; Sandre et al., 2019; Tashjian & Galván, 2018) and suggest more specifically that a robust neural reward system may be protective against some of the hazardous effects of stress.

Animal and human research has indicated that one avenue through which chronic stress can be detrimental is that prolonged exposure to elevated levels of glucocorticoids (e.g., cortisol) can lead to dendritic atrophy and reductions in neurogenesis (Swaab, Bao, & Lucassen, 2005). Although evidence indicates that stress may, at least temporarily (Czéh et al., 2001; Van der Hart et al., 2002), alter neural structures involved in reward processing via exposure to glucocorticoids, the present work, and that of others (e.g., Cabib & Puglisi-Allegra, 2012, Heller et al., 2013, Krishnan et al., 2007), supports the idea that these processes are dynamic. Individuals with existing impairments in neural structures involved in reward processing may be more sensitive to stress and may generate higher levels of cortisol in response to stressful experiences (Corral-Frías, Nadel, Fellous, & Jacobs, 2016; Dedovic, Duchesne, et al., 2009; Vialou et al., 2010). With the experience of severe or chronic stress, prolonged exposure to high levels of cortisol may then cause further adaptations in these initially susceptible individuals, making them still more vulnerable to the effects of subsequent stressors.

This hypothesis is borne out in the depression literature with kindling or stress-sensitization theories of depression (Post, 1992) and by data suggesting that for successive recurrences of depressive episodes, lower levels of stress are sufficient to catalyze the illness (Monroe & Harkness, 2005). It is possible, then, that individuals who have initially robust neural reward circuitry are protected against this detrimental spiral by virtue of reduced cortisol output in the face of stress and continued resilience to subsequent stressors. Additional research is needed, however, to explore this possibility and to determine the specific mechanisms by which heightened neural responses to rewards might buffer against the impairing effects of stress. Moreover, a blunted RewP is thought to represent a vulnerability marker for psychopathology (Bress, Foti, Kotov, Klein, & Hajcak, 2013; Kujawa, Proudfit, & Klein, 2014; Weinberg, Liu, Hajcak, & Shankman, 2015), and so if a blunted neural response to rewards is associated with increased stress susceptibility, the data presented here might also point to a possible mechanistic role for this biomarker in the development of psychopathology. Again, however, future research is needed to expand on this proposition.

Given that it is more often chronic exposure to excess glucocorticoids that is associated with the development of mental illness (Lupien, McEwen, Gunnar, & Heim, 2009), an important consideration when interpreting the present findings is that we implemented a time-limited, acute stressor. This experimental design was motivated by our aims to test whether stress can alter reward processing in a causal way and to assess how neural responses to rewards might be associated with the HPA-axis response to stress; yet it remains unclear how the present work maps on to our understanding of chronic stress. In fact, evidence suggests that acute and chronic stress may have distinct associations with behavioral and neurological responses (Ironside, Kumar, Kang, & Pizzagalli, 2018). This is an important caveat given that it is chronic stress (i.e., prolonged or repeated exposure to stress) that is thought to be particularly detrimental to mental and physical health outcomes (Juster, McEwen, & Lupien, 2010; McEwen, 2017). Fruitful next steps in this line of work, therefore, could be to test the persistence of the laboratory-induced stress effects reported here or to examine possible moderating effects of life stress on associations between acute laboratory stressors and neural response to rewards (e.g., Kumar et al., 2015). In addition, evidence suggests that for chronic stress, the type of stressor experienced as well as the period during development at which it was experienced play critical roles in determining its biological and psychosocial consequences (Lupien et al., 2009; Tottenham & Sheridan, 2010). Data indicating sensitive developmental periods for the effect of stressors suggest it will also be critical to examine these questions across the life span using developmentally appropriate laboratory stress inductions (e.g., Kryski, Smith, Sheikh, Singh, & Hayden, 2011; Mackrell et al., 2014).

A final consideration with regard to the present study is the use of a sample of men. This was a design decision made in light of evidence that menstrual phase and hormonal contraceptive use have been shown to significantly influence physiological responses to stress (Duchesne & Pruessner, 2013; Maki et al., 2015; Roche et al., 2013; Villada et al., 2014). However, much of the interest in stress–reward associations stems from efforts to understand risk for stress-related psychopathologies, such as depression and PTSD. Note that depression is a disorder that is approximately twice as common in women as in men (Kessler, 2003), and evidence suggests that impaired reward processing may be more common in women with PTSD than in men with PTSD (Nawijn et al., 2015). Evidence also indicates that there are important sex and gender differences in response to acute stress and that these differences may explain increased vulnerability for mood problems after stress for women specifically (Ali, Cooperman, & Pruessner, 2015). In addition, some initial work has demonstrated gender differences in associations between stress and reward processing (Lighthall et al., 2012; Nikolova, Bogdan, & Pizzagalli, 2012). Taken together, this evidence
suggests that examining sex and gender differences in stress–reward associations is an important avenue for continued study, especially with an eye to better understanding pathways to psychopathology. Nevertheless, some studies that have examined associations between stress and neural response to rewards in the context of clinical symptoms or clinical populations have included men in their samples and have still identified relevant links to psychopathology (Kumar et al., 2015; Pegg et al., 2019). This evidence suggests that the data reported here have important implications for understanding clinical science and serve as a proof of concept for future similar studies in clinical populations including multiple genders. Overall, the findings presented here highlight the complex nature of associations between physiological responses to stress and neural responses to rewards. Indeed, these data suggest both that acute stress can degrade neural responses to rewards and thus may be a mechanism by which stress leads to psychopathology and also that a robust neural reward system is associated with reduced cortisol output under conditions of stress and thus may be a marker of resilience to stress-related psychopathology. These data advance the understanding of the nature of stress- and reward-response interactions and provide a valuable window into risk and resilience for stress-related psychopathology.

Transparency

Action Editor: Erin B. Tone
Editor: Scott O. Lilienfeld

Author Contributions

P. Ethridge, A. Weinberg, and J. C. Pruessner developed the study concept, and P. Ethridge, A. Weinberg, N. Ali, and J. C. Pruessner contributed to establishing and implementing the experimental paradigm. Data collection was conducted by P. Ethridge under the supervision of A. Weinberg. P. Ethridge, A. Weinberg, and S. E. Racine performed data analysis and interpretation. P. Ethridge and A. Weinberg drafted the manuscript. All of the authors provided revisions and approved the final version for submission.

Declaration of Conflicting Interests

The author(s) declared that there were no conflicts of interest with respect to the authorship or the publication of this article.

Open Practices

All data have been made publicly available via Open Science Framework and can be accessed at https://osf.io/3fpza. The complete Open Practices Disclosure for this article can be found at http://journals.sagepub.com/doi/suppl/10.1177/2167702620917463. This article has received the badge for Open Data. More information about the Open Practices badges can be found at https://www.psychologicalscience.org/publications/badges.

ORCID iD

Paige Ethridge https://orcid.org/0000-0002-8615-9981

Supplemental Material

Additional supporting information can be found at http://journals.sagepub.com/doi/suppl/10.1177/2167702620917463

Notes

1. To verify that using a separate artifact rejection procedure for time-domain and time-frequency analyses did not affect our results, we compared the FCavg time-domain neural responses between 230 and 330 ms in the gain and loss conditions for Doors 1 and Doors 2 using Pearson’s correlations and found that neural responses were highly correlated across artifact-rejection approaches (rs ≥ .97, ps < .001).
2. Analysis predicting cortisol response was repeated with the addition of time of testing session (coded as AM = 0, PM = 1) as a predictor. Time of testing session significantly predicted cortisol levels in the control group but not in the stress group.
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