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Abstract

This thesis examines the detailed modelling of monocrystalline silicon solar cells.

- The first part of the thesis forms an introduction to the numerical simulation of silicon solar cells.

The device physics of solar cells is presented in steps of increasing complexity. The simplest analytical model of a $p$-$n$ junction cell consisting of an emitter and a base is taken as a starting point. This can be considered as offering a basic skeleton of equations that govern the device physics of solar cells. This helps us to understand and interpret the numerical simulation results explained in the following parts of the thesis.

More refined analytical models are then described in order to include the front and rear surfaces, the influence of non-ideal dark current components and escape reflectance due to multiple internal reflection in the infrared wavelength range. The analytical calculation of the saturation current density of diffused emitters with a doping profile is also discussed.

A numerical discretisation method for device simulation is briefly outlined. The one-dimensional numerical solution for a simple solar cell structure is discussed and compared with the simplified analytical approach. Ray tracing simulation of optical reflection and absorption in textured silicon solar cells is explained, including the simulation of optical carrier generation rates in textured silicon solar cells. The first part of the thesis ends with a description of the circuit simulation method that accounts for distributed resistive losses in the metal grid, non-generation losses, and perimeter losses present in actual solar cells.

- An object oriented simulation environment for solar cell modelling, called $PVObjects$, is presented. It is implemented using the $Mathematica$ programming language. The object oriented approach permitted the construction of the simulation tool and its data in the same way as our knowledge about solar cells is structured. This knowledge is represented in terms of object categories, allowing us to add specialised categories, reflecting existing objects found in a solar cell laboratory as semiconductor materials, solar cells, and measurement facilities.

$PVObjects$ also includes a basic set of models describing the solar cell physics. This allows an easy focusing on the parameter dependencies of the physical models used in solar cell simulation.

Simulations are conducted using analytical models implemented in $Mathematica$ or by interfacing with the numerical simulation programs $RAYN$, $MESH$, and $DESSIS$. All input files for numerical device simulations are generated by $PVObjects$, and the simulation output is evaluated. A solar cell structure to be investigated by numerical device simulation with $DESSIS$ can be efficiently implemented in two and three dimensions, varied and enhanced by using $PVObjects$.

- The commonly used band gap narrowing (BGN) models for crystalline silicon do not describe heavily doped emitters with sufficient precision. One of the reasons for this is that
the applied BGN models were empirically derived from measurements that assumed Boltzmann statistics.

In contrast to previous studies – which used Boltzmann statistics and empirical apparent BGN data - Fermi-Dirac statistics and a quantum mechanically derived band gap narrowing model are employed here. This new emitter model is applied to the numerical simulation of the recombination properties of phosphorous-doped silicon emitters. It is demonstrated that carrier degeneracy and the new BGN model substantially affect the electron-hole ($p$-$n$) product within the emitter region.

Using the new emitter model to simulate heavily doped emitters, lower values for the hole density near the front surface of the emitter are obtained. Thus, the surface and Auger recombination fractions of the emitter are both reduced. As a consequence, (a) simulated saturation current densities of heavily phosphorous doped emitters, calculated with the new BGN model, are lower than results obtained with the empirical BGN model of del Alamo; and (b) significantly higher values for the surface recombination velocities of heavily doped emitters have to be specified in combination with the new emitter model to obtain the same surface recombination currents.

The recombination velocity of minority carriers at the surface of phosphorous doped emitters is re-extracted from published measurements of the emitter saturation current. In conclusion, emitters with dopant densities higher than $3 \times 10^{19}$ cm$^{-3}$ can be described with a considerably higher level of precision than has been previously possible.

- A detailed analysis of silicon on insulator (SOI) thin film cells is presented. An analytical model for the external reflection of planar SOI cells is developed, including multiple internal reflection in the epitaxially-grown layer and in the substrate. The optical properties of textured SOI cells are described employing ray tracing simulation. These optical baseline models are verified experimentally by reflection measurements. Textured (planar) SOI baseline cells absorb 82 % (71 %) of the incident photon flux in the epi-layer for illumination with the AM1.5 spectrum. The influence of epi-layer thickness on the reflection and absorption properties of planar and textured SOI cells are examined. A strong dependence of the maximum achievable short circuit current density $J_{sc,max}$ of the planar cell on epi-layer thickness is found. Increasing the epi-layer thickness from 15 to 100 µm leads to a relative increase of $J_{sc,max}$ of 18 % for the planar cell, compared to only 10 % for the textured cell.

Accurate numerical baseline models for the simulation of the electrical performance of SOI cells were established. The recombination parameters are determined from simulated contours of constant $V_{oc}$ by comparison with the measured $V_{oc}$. This method yields a higher accuracy than the extraction of the effective diffusion length from spectral response measurements.

The influence of epi-layer thickness and the recombination parameters on the electrical performance of planar and textured SOI cells was investigated. A gain in $V_{oc}$ can be achieved by a surface texture in comparison to a planar cell front. $J_{sc}$ of a textured SOI cell can be increased for low minority carrier base diffusion lengths if the epi-layer thickness is reduced. This is a result of the efficient light confinement achieved by inverted pyramids. Opposite
trends in the influence of epi-layer thickness on $J_a$ are found comparing planar and textured surfaces for a base diffusion length of $L_b = 50 \mu$m. $J_e$ can be slightly increased for reduced epi-layer thickness if the front surface is textured whereas $J_e$ decreases for the planar cell.

Measured fill factor values of a batch of SOI solar cells tend to display substantial variation. The origins of these deviations were investigated by taking measurements from two batches of solar cells processed using comparable conditions. The realised cross sectional area of the metal fingers plays a dominant role in determining the value of the fill factor. Hence, variations in the electroplating process, used to increase the cross-sectional area of the contact fingers, cause deviations in the measured fill factor values of different cells. The asymmetric shape of the relative fill factor frequency distribution can be understood by appeal to a simple statistical approach. The obtained probability distribution is in accordance with the frequency distribution of the fill factor. It is concluded that one should not compare the mean fill factor value of a solar cell batch to simulation results.

- 21.4% efficient rear-contact cells (RCC) with interdigitated contact grids processed at Fraunhofer ISE on 1.25 Ωcm float zone silicon are analysed in detail. The numerical simulation model employs optical ray tracing, two-dimensional electrical device simulation, and circuit simulation. In addition to previous models for the RCC optical carrier generation, distributed metal resistance losses and perimeter losses were accounted for numerically.

A new approach to separate bulk- and surface recombination losses is presented combining photoconductance decay and open circuit voltage measurements with numerical device simulation. The interface surface recombination velocity of the thermal oxidised emitter covering the front surface is deduced to be 1500 cm/s, while the bulk diffusion length is 1200 µm.

The simulations reveal that at maximum power point, 80% of the total recombination is due to Shockley-Read-Hall recombination in the base.

A shunt effect at the floating emitter junction at the front side is shown to cause a strongly reduced spectral response for low illumination levels as well as a hump in the dark $I-V$ curve. Both effects could be modelled quantitatively assuming the same shunt resistance.

Losses due to the distributed metal resistance (including non-generation losses) were determined to cause a fill factor decrease of 1% absolute. Recombination at the cell’s perimeter led to an additional fill factor loss of 1.5% absolute.

In addition, parameter variations were performed. The optimum cell thickness is located in the thickness range from 100 µm to 150 µm. A relative increase of 2% in cell efficiency results from a reduced thickness in comparison to the baseline value of 250 µm for the realised cell. The metal finger spacing of the highly efficient RCC mainly affects the fill factor. Internal series resistance losses in the semiconductor cause a 3% relative drop in the fill factor by increasing the metal finger spacing from 300 µm to 800 µm.

When changing the surface concentration of the front and rear emitter diffusion from $5 \times 10^{18}$ to $1 \times 10^{18}$ cm$^{-3}$ (for constant sheet resistance), a relative improvement in efficiency of
3 % was predicted. This modification has lead to an increase in the realised cell efficiency from 21.4 % to 22.1 %, which is a 3.3 % relative improvement.
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1 Introduction

Photovoltaics (PV), the direct conversion of sunlight into electric energy, is one component of an evolving energy mix. This technology provides several attractive features, such as pollution-free operation, relatively low maintenance costs, and modularity. In future energy scenarios solar cells (or PV cells) may well occupy an increasingly prominent role in global electricity generation in order to limit environmental pollution and to slow down the rate at which greenhouse gas concentration is rising.

1.1 A new energy paradigm including renewable energy based on price competition

The economic and social dimensions of the present climate change are threatening. According to the Intergovernmental Panel on Climate Change Assessment, global carbon dioxide emissions have risen by 3.3% per year since 1950, average global temperatures have increased from 0.3 to 0.6°C since the late 1800’s, and recent years have been among the warmest since the 1860’s [1]. The average global temperature is likely to rise by 2 degrees C during the next century (range: 1° to 3.5° C), and in the same period the sea level is expected to rise by 50 cm. \(^1\)

Nevertheless, one has to keep in mind that modelling future climate change is based on Global Circulation Models (GCM’s). There are problems with the current state of GCM’s, including inaccuracies due to a lack of understanding of the global carbon cycle and atmospheric chemistry. Thus, there is considerable debate in the literature surrounding both the possibility of these predicted impacts and their likely scale.

Apart from environmental concerns, several authors state that implementing renewable, carbon-emission free energy techniques is of great economic value. Today’s dominant power supply system is centralised, large-scale, and focused on increasing consumption. Its successor could be decentralised, downsized and directed toward meeting demand [3]. The forthcoming decentralised energy mix will be supplied by small modular generation units such as combined-cycle gas turbines, wind turbines, photovoltaic panels and fuel cells. Electricity from large power plants will soon prove too expensive for it to maintain its traditional dominant role. As Lovins points out, ‘environmental problems due to energy use

\(^1\) A partial list of potential impacts of climate change on selected natural systems includes: altered growth and regeneration capacity of forests; altered ocean tidal range due to sea level rise; change in regional precipitation level affecting surface and groundwater supply for drinking and industrial use; substantial changes in coastal areas; increased mortality and illness due to intensity and duration of heat waves; and increased exposure of humans to certain infectious diseases (malaria, dengue, etc.) [2].
are unnecessary and only increase business costs. Specifically, meeting and surpassing the Kyoto Protocol climate-protection targets will not be costly but profitable, because saving fuel costs less than buying fuel, let alone burning it’ [4].

Major oil and electricity companies have already realised the opportunities offered by renewable energy. Both BP Amoco and the Royal Dutch/Shell company have launched significant research programs and investments in the solar energy field. Furthermore, Shell is working on biomass fuels. The Shell scenario predicts a half-renewable world energy supply by 2050, based on price competition and granting solid commercial profit [5].

1.2 The value of lowering the cost of solar power

Kim et al [6] investigated the cost for implementing PV and the likelihood of PV making a significant contribution to the global energy system. Their model considers the interaction between population, economy, energy, agriculture, land-use, greenhouse gas emissions, and atmospheric dispositions. The approach compares a reference energy system over time with an alternative policy path. It is assumed that the global population will eventually stabilise at approximately 11 billion people. Fossil energy forms are defined as resource-constrained technologies. In addition, the model considers solar power, nuclear power, hydroelectric power, and biomass-derived power. Nuclear power is assumed to have been phased out in Western Europe and North America.

The reference model assumes a transition from the present conventional oil and gas-based world to a future world dominated by coal. It exhibits continued growth in fossil fuel emissions. This growth is inconsistent with eventual stabilisation of CO₂ concentrations. This is a common vision of the future [7]. Assuming no carbon constraints, the highest PV-cost trajectory under the reference’s assumptions predicts a 10 % contribution to global electricity generation in 2095. This contribution rises to around 40 % for the lowest PV-cost trajectory.

An alternative policy path would impose carbon constraints in order to stabilise atmospheric CO₂ concentrations significantly. This, in turn, alters the evolution of the global energy system. PV helps to lower the required emission reduction necessary to comply with any carbon constraint. Once the carbon constraints are in place, PV technology offers a carbon-free option for electricity. In this case, PV substitutes not only for fossil fuel technologies, but also for expensive conservation measures.

Assuming a 750 parts per million by volume (ppmv) carbon constraint ceiling, savings of over US$59 billion (1996) until 2095 would result in the highest PV-cost trajectory. This rises to US$4500 billion in the lowest PV-cost trajectory under a 450 ppmv carbon constraint ceiling [6]. It is not surprising that these results depend on the cost evolution of the utilised PV technology. However, the authors of the study come to the conclusion, that the value of solar technologies is robust across a wide range of sensitivities.
1.3 Different routes in Photovoltaics research

R&D investments in alternative technologies will help to reduce costs. A wide range of solar cell structures on the basis of different semiconductor materials are being investigated in laboratories around the world.

- **Single- and multicrystalline silicon cells processed on wafers**

  Mature cell concepts include the standard screen printed cell or the buried contact approach. Crystalline silicon solar cells can be produced on a large scale already, resulting in cell efficiencies in the 15-18 % range [8]. Rear contacted cells are presently being developed with a view to low cost production. Chapter 7 of this thesis presents a detailed analysis of rear contacted cells on monocrystalline silicon.

  The highest efficiency levels for one sun application were reported for the local back surface field (or passivated emitter rear locally diffused) cell structure made of single crystalline float zone silicon. The evolution of silicon solar cells is depicted in [9], while the present state in research on crystalline silicon solar cells is resumed in [10].

- **Crystalline silicon thin-film solar cells**

  Major advantages of the crystalline silicon thin-film (CSiTF) cell are a reduction in material costs compared to wafered cells and the option for integrated series interconnection of the module. As silicon is an indirect semiconductor absorbing light only weakly in the infrared wavelength range, light confinement in thin silicon solar cells is crucial (Section 6.2).

  Depositing thin silicon layers on substrates that withstand processing temperatures higher than 1000 °C is called the ‘high-temperature approach’ [11]. An interesting model system for a thin-film cell is the SOI cell investigated in detail in Chapter 6. If the highest processing temperatures are restricted to temperatures lower than 600 °C, inexpensive substrates such as glass can be used. This is called the low temperature approach, reviewed in [12].

- **Amorphous silicon alloy**

  Amorphous silicon alloy (a-Si) technology offers a way to reduce material costs, as only a very thin (less than 500 nm) film is needed. However, a disadvantage with this is the presence of dangling bonds and other defects that impede carrier transport. Exposure to light also creates metastable states in the gap, which degrade material and cell performance. The present status of amorphous silicon alloy research is reviewed in [13].

- **Cadmium telluride**

  Cadmium telluride-based thin-film technologies are seen as one viable option for low cost PV. The thin films and the back contact electrodes can be deposited onto a glass superstrate and the cells can be interconnected by monolithic integration. Current activities in CdTe solar cell research are focused on the development of a low cost, reliable, high throughput manufacturing technology [14].
• *Copper indium (gallium) diselenide (CIGS)*

High performance PV modules in a laboratory stage were demonstrated using heterojunction cells made of Cu(In,Ga)Se₂ (CIGS). The cell performance was optimised on an intuitive basis and by empirical optimisation of the deposition process. Future research will address an improvement in the understanding of the defect chemistry and the structure of the CIGSS absorber. An up-to-date review on CIGS research can be found in [15].

• *Solar cells made of III-V compound semiconductors*

III-V compound semiconductors are grown by liquid phase epitaxy (LPE) and by metal organic vapour phase epitaxy (MOVPE), and allow to realise various band gaps. This technology - more expensive than silicon based solar cells - is mainly used for space solar cells, concentrator solar cells, and in thermophotovoltaic generators. Growing III-V compounds lattice matched on GaAs or Ge substrates allows the fabrication of monolithic multi-junction cells boosting the cell efficiency beyond 30%. The application of III-V compound semiconductors to solar cell fabrication is reviewed in [16].

This list of solar cell approaches is by no means complete. However, the emerging PV market will incorporate different cell concepts and semiconductor materials.

### 1.4 Motivation and thesis structure

Optimising cell efficiency is a major challenge in terms of reducing costs. Solar cell simulation as outlined in this thesis is a powerful tool for quantifying and minimising the losses that limit the cell efficiency. The quantification of limiting losses in crystalline silicon solar cells was made possible by applying numerical semiconductor simulation techniques and advanced models for the physical properties of silicon. These were either developed or improved in the past few years, thereby allowing us to understand and optimise the performance of monocrystalline silicon solar cell structures.

This thesis provides substantial contributions to several areas of solar cell modelling, improving the basis for device optimisation.

In Chapter 2 the device physics of solar cells is presented in steps of increasing complexity. Starting from the fundamental equations that describe semiconductor devices (Section 2.1), solutions are first discussed for the most simple cell model. The device equations are solved for a simple *p*-*n* junction cell consisting of an emitter and a base, each with a constant doping profile, with no boundaries taken into account (Section 2.2). In this most simple model, the ideal current-voltage characteristic of a solar cell is obtained. This can be seen as a basic skeleton of equations governing the device physics of solar cells. A knowledge of these equations helps to understand and interpret the numerical simulation results explained in the following parts of the thesis.
In Section 2.3 the most critical assumptions used in the derivation of the current-voltage characteristics are discussed, and the ideal solar cell model is extended to include both the front and rear surfaces (Section 2.3.4). The influence of non-ideal dark current components such as depletion region recombination and injection-level dependent surface recombination on the solar cell’s current-voltage characteristics are briefly discussed in Section 2.3.6.

The optical properties of planar cells, including multiple internal reflection in the infrared wavelength range, can still be handled analytically. Section 2.3.7 outlines the derivation of an expression for the optical charge carrier generation in planar silicon cells. Using the same basic approach, the external reflection of planar cells, including escape reflectance, can be described (Section 2.3.8). The concept is elaborated upon in the latter part of this thesis in order to describe the optical properties of thin planar silicon cells on insulating substrates.

The analytical calculation of the saturation current density of diffused emitters with a doping profile - as is the case in most solar cells - is discussed in Section 2.3.9. The analytical approach is sufficiently accurate for non-degenerated emitters.

The semiconductor device equations can be solved with a higher level of accuracy by applying numerical methods. In Section 3.2, it is briefly explained how the basic equations governing carrier transport in a solar cell are solved numerically in a commercial device simulation program using a discretisation method. The one-dimensional numerical solution for a simple solar cell structure is compared with the simplified analytical approach of Chapter 2. However, to describe modern high-efficiency solar cells, two- and three-dimensional features like surface texturisation, point contacts and selective emitters have to be included in the calculation. Accordingly, 2D- and 3D-numerical models must be used.

In Section 3.4, the 3D ray tracing simulation of optical reflection and absorption in textured silicon solar cells is discussed. The simulation of optical carrier generation rates in textured high-efficiency silicon solar cells is described in Section 3.4.3.

The fill factor of a silicon solar cell is limited by series resistance losses in the base, at the contacts and in the metal grid. These losses are naturally of a distributed nature; that is, one has to account for the 2D (or 3D) carrier distribution in the semiconductor and for distributed resistance losses in the metal grid. Furthermore, the fill factor is influenced by so-called non-generation losses (Section 7.7). Charge carriers recombining at the cells perimeter further degrade the fill factor. The performance of an entire solar cell can be modelled in such a way that explains distributed resistive losses in the metal grid by applying the circuit simulation method, as outlined in Section 3.6.

Numerical simulation techniques can be used to model a wide range of solar cell structures. Implementing two or three different solar cell structures as numerical models, including ray tracing and device simulation, proves to be difficult when editing input files manually. Section 4 presents an object oriented approach for 2D and 3D solar cell simulation. The basic mechanisms (abstraction, inheritance, polymorphism and embedding of objects) to control complexity in object oriented programs are outlined in Section 4.3 with application to solar cell modelling. Objects representing the optical properties of textured thick silicon
wafers and silicon-on-insulator thin film solar cells are discussed in Section 4.4. Objects representing the optical and electrical properties of entire solar cells were implemented as well. Solar cell models for rear contact cells (including emitter wrap-through cells and buried base rear-contacted cells), high-efficient silicon on insulator thin film cells, and thin film cells on a perforated intermediate layer are presently available (Section 4.5.4).

Heavily doped emitters are found in most industrially relevant silicon solar cells. These emitters cannot be described accurately using the same models as those for lowly doped emitters of high-efficiency cells. When modelling heavily doped emitters, many relevant silicon parameters and device models come into play. These are: the intrinsic carrier density of silicon $n_i$, the statistics for the energy distribution of free carriers, band gap narrowing (BGN), Auger recombination, minority carrier mobility, the density of states (DOS) affected by doping, and the incomplete ionisation of dopants. Apart from $n_i$, all these items are effects caused by carrier-carrier and carrier-dopant interactions. The improvements in the understanding of the emitter over the past few years can be regarded as a development from the ideal-gas to many-body theory.

Chapter 5 is a contribution towards a realistic emitter model. A new BGN model was used here, which is described in Section 5.2. The characteristic entity of the emitter, the saturation current density, is calculated numerically from the electron recombination current under open-circuit conditions in the diode (Section 5.4). It is crucial to realise that application of the enhanced models modifies the position dependent electron-hole product (Section 5.5), leading to an altered distribution of the recombination in the emitter and in the base (Section 5.6). Extracting the recombination velocity at the surface of phosphorous-doped emitters is discussed in Section 5.8.

A detailed analysis of silicon on insulator (SOI) thin film cells is presented in Chapter 6. An analytical model for the external reflection of planar SOI cells is developed (Section 6.2.1). The model proved to be advantageous in extracting optical parameters of crystalline silicon thin-film cells on a perforated SiO$_2$ intermediate layer as well. The optical properties of textured SOI cells are described employing ray tracing simulation (Section 6.2.2). These baseline models are verified experimentally by reflection measurements. The influence of epi-layer thickness on reflection and absorption properties of planar and textured SOI cells is examined in Section 6.3.

In addition, the electrical performance of SOI cells is modelled by means of numerical device simulation. The recombination parameters of the planar and textured SOI cells must be extracted in order to establish electrical baseline models (Section 6.4). These baseline models show agreement with measurements under both short circuit and open circuit conditions, using the same set of recombination parameters. The employed optical generation rate functions are based on ray tracing simulations. In Section 6.5 the electrical baseline models are used to investigate, the influence of epi-layer thickness and recombination parameters on the SOI cell performance. The dependency of the short circuit current and the open circuit voltage on epi-layer thickness is modelled to a high degree of accuracy. Deviations of the measured fill factor values from simulation results are observed. In Section 6.6 a statistical
approach is used to investigate the origins of these deviations by taking a measurement series of fill factor values.

**Rear contact cells** for one-sun application are analysed in Chapter 7. As this cell type has been previously fabricated and analysed (especially at Stanford University), the literature on it is reviewed in Section 7.1.

An accurate baseline model is established: A new approach to separating bulk- and surface recombination losses in high efficiency cells is presented in Section 7.5. The floating emitter at the front of the rear contact cells at Fraunhofer ISE causes a strong bias light-dependency in the spectral response at low illumination levels. This behaviour can be modelled quantitatively, as outlined in Section 7.6. Distributed resistive losses are described by applying the circuit simulation method (Section 7.7), which helps to understand and quantify perimeter losses in rear contact cells (Section 7.8). Finally, the detailed numerical simulation model reproduces the measured illuminated $I-V$ output parameters (7.9).

The baseline model is utilised to perform parameter studies investigating the influence of wafer thickness, metal finger spacing, emitter coverage fractions, emitter profiles and recombination parameters on the cell performance, as presented in Section 7.10.
Device physics of silicon solar cells

As shown in this section, a semiconductor solar cell is based on a simple $p$-$n$ junction. A qualitative description of cell performance can therefore be given in terms of a very simple model based on the Shockley diode equation in the dark and under illumination. This model is sufficient for understanding the basic carrier transport mechanisms in the cell, and for roughly predicting the performance parameters of a solar cell.

2.1 Semiconductor device equations

Five equations describe the behaviour of charge carriers in semiconductors under the influence of an electric field and/or light, both of which cause deviations from thermal equilibrium conditions. These equations are therefore called the basic equations for semiconductor device operation. In the following they are simplified to one dimension. The Poisson equation relates the static electric field $E$ to the space-charge density $\rho$

$$\frac{d^2 \phi(x)}{dx^2} = -\frac{dE(x)}{dx} = -\frac{\rho(x)}{\epsilon_0 \epsilon_r} \quad (2.1)$$

where $\phi$ is the electrostatic potential, $\epsilon_0$ is the permittivity of free space and $\epsilon_r$ is the static relative permittivity of the medium. The electron current density $J_e$ and the hole current density $J_h$ are given by Eqs. 2.2 and 2.3

$$J_e(x) = +qD_e \frac{dn(x)}{dx} + q \mu_e n(x) E(x) \quad (2.2)$$

$$J_h(x) = -qD_h \frac{dp(x)}{dx} + q \mu_h p(x) E(x) \quad (2.3)$$

where $n$ and $p$ are electron and hole densities, $\mu_e$ and $\mu_h$ are the electron and hole mobilities and $D_e$ and $D_h$ are the electron and hole diffusion constants. The first terms on the right hand side of Eqs. 2.2 and 2.3 are diffusion currents driven by a concentration gradient, and the second terms are drift currents driven by the electric field $E$.

The divergence of the current density $J$ is related to the recombination and generation rates of charge carriers by the continuity equation. The electron and hole continuity equations may be written as

$$+ \frac{1}{q} \frac{dJ_e(x)}{dx} - r_e(x) - G_e(x) = 0 \quad (2.4)$$
where \( r(x) \) and \( G(x) \) are the position-dependent volume recombination and photogeneration rates, respectively.

Substitution of the current densities Eqs. 2.2 and 2.3 into the continuity equations 2.4 and 2.5 gives a coupled set of differential equations, the *transport equations*:

\[
\frac{1}{q} \frac{dJ_h(x)}{dx} - r_h(x) + G_h(x) = 0 \tag{2.5}
\]

\[
D_e \frac{d^2 n}{dx^2} + \mu_e \mathcal{E} \frac{dn}{dx} + n\mu_e \frac{d\mathcal{E}}{dx} - r_e(x) + G_e(x) = 0 \tag{2.6}
\]

\[
D_h \frac{d^2 p}{dx^2} - \mu_h \mathcal{E} \frac{dp}{dx} - p\mu_h \frac{d\mathcal{E}}{dx} - r_h(x) + G_h(x) = 0 \tag{2.7}
\]

The electron and hole transport equations 2.6 and 2.7 are coupled by the electric field \( \mathcal{E} \). The coupled set of differential equations 2.1, 2.6 and 2.7 can be solved with different degrees of accuracy. The most basic approach will be discussed in the next section.
2.2 The p-n junction model of Shockley

2.2.1 The p-n junction at equilibrium

For a dark unbiased p-n junction, thermal equilibrium conditions are fulfilled. In this section the density of mobile charge carriers, the electric field and the electrostatic potential at thermal equilibrium are discussed. For now, the most simple case is assumed, i.e. a constant doping in the p- and n-regions with an abrupt doping step at the transition. This is a good model for a p-n junction grown by epitaxy. If an n-region is formed by diffusion of donor atoms from the surface into a p-doped material, the model is too simple and must be refined.

The Fermi levels of two separated p- and n-doped semiconductors are different, as shown in Fig. 2.1a.

If the two materials are brought into contact, the Fermi levels become identical. Fig. 2.1b shows a p-n junction which is in equilibrium, so that it has a constant Fermi level $E_F$ achieved by diffusion of mobile charge carriers from one side of the junction to the other. This causes band bending of the conduction band-edge energy $E_c$ and the valence band-edge energy $E_v$. A transient diffusion current of electrons from the n-doped to the p-doped semiconductor leads to a positively charged region in the n-type semiconductor, while hole diffusion from the p-doped to the n-doped semiconductor causes a negative space-charge in the p-type region. The space-charge region is almost completely depleted of mobile charge carriers, so that $n$ and $p$ are negligibly small compared to the donor and acceptor densities there. The resulting electric field produces a drift force that opposes the diffusion force. The diffusion and drift forces are equal at equilibrium conditions.

In the quasineutral regions that lie beyond the space-charge region the donor and acceptor charges are compensated by electrons and holes, so the space-charge density is zero. For low-injection conditions, i.e. when the majority carriers are the dominant carrier type
\( n_n \gg p_n, p_p \gg n_p \) and at room temperature the majority carrier concentrations \( n_n \) and \( p_p \) in the quasineutral regions are given by the density of ionised dopants

\[
\begin{align*}
n_n &\approx N_{iD} \\
p_p &\approx N_{iA}.
\end{align*}
\] (2.8) (2.9)

For Eqs. 2.8 and 2.9 to be valid it is assumed that the dopants are fully ionised. The validity of this assumption will be discussed in Section 2.3.2. For a non-degenerate semiconductor at thermal equilibrium the free carrier concentrations are given by the Boltzmann expressions

\[
\begin{align*}
n &= N_c \exp \left( -\frac{E_c - E_F}{kT} \right) \\
p &= N_v \exp \left( -\frac{E_v - E_F}{kT} \right)
\end{align*}
\] (2.10) (2.11)

where \( N_c \) and \( N_v \) are the effective densities of states of the conduction band and of the valence band, respectively.

For thermal equilibrium conditions the semiconductor mass-action law \( n_i^2 = n(x) p(x) \) holds, and using Eqs. 2.10 and 2.11 this can be written as

\[
n_i^2 = n_p n_v = N_c N_v \exp \left( -\frac{E_g}{kT} \right)
\] (2.12)

where \( E_g \) is the energy gap \( (E_c - E_v) \) between the conduction and valence band edges.

A simple model for the space-charge region, the \textit{exhaustion region} approximation, was introduced by Schottky assuming rectangular charge density distributions as shown in Fig. 2.2a.

The space-charge region is depleted of mobile charge carriers. Hence the space-charge density here is given by

\[
\rho(x) = qN_D \quad (0 \leq x \leq W_n).
\] (2.13)

\[
\rho(x) = -qN_A \quad (-W_p \leq x \leq 0)
\] (2.14)

The electric field in the space-charge region can be found by integrating Poisson’s equation, Eq. 2.1, from \( x = 0 \) to the edges of the depletion region with the constant charge densities Eqs. 2.14 and 2.13.
This gives

\[ \mathcal{E}(x) = -\frac{qN_A}{\varepsilon_0 \varepsilon_s} (W_p + x) \quad (-W_p \leq x \leq 0) \]  
\[ \mathcal{E}(x) = -\frac{qN_D}{\varepsilon_0 \varepsilon_s} (W_n - x) \quad (0 \leq x \leq W_n) \]  

(2.15)

(2.16)

Fig. 2.2b shows the linear dependence of the electric field on position in the space charge region. The electric field vanishes outside this region.

Defining the Debye length \( L_D \) as

\[ L_D^p = \left( \frac{\varepsilon_0 \varepsilon_s kT}{q^2 N_A} \right)^{1/2} \]  
\[ L_D^n = \left( \frac{\varepsilon_0 \varepsilon_s kT}{q^2 N_D} \right)^{1/2} \]  

(2.17)

(2.18)

the electric field can be expressed as

\[ \mathcal{E}(x) = -\frac{V_{th}}{(L_D^p)^2} (W_p + x) \quad (-W_p \leq x \leq 0) \]  
\[ \mathcal{E}(x) = -\frac{V_{th}}{(L_D^n)^2} (W_n - x) \quad (0 \leq x \leq W_n) \]  

(2.19)

(2.20)

where

\[ V_{th} = kT / q \]  

(2.21)

is the so-called thermal voltage.

The Debye length is a characteristic length of the \( p-n \) junction. At thermal equilibrium the depletion-layer widths of abrupt junctions are about \( 8L_D \) for silicon. For doping densities higher than \( 10^{16} \text{ cm}^{-3} \), the Debye length for silicon is less than ~40 nm.

The electrostatic potential in the depletion region is found by integrating Eqs. 2.15 and 2.16 along \( x \) to be

\[ \phi_p(x) = \frac{qN_A}{2\varepsilon_0 \varepsilon_s} x (2W_p + x) \quad (-W_p \leq x \leq 0) \]  
\[ \phi_n(x) = \frac{qN_D}{2\varepsilon_0 \varepsilon_s} x (2W_n - x) \quad (0 < x \leq W_n) \]  

(2.22)

(2.23)

At the depletion region edge and in the quasineutral regions beyond, the potential takes the constant values \( \phi_p(-\infty) \) for the \( p \)-type region and \( \phi_n(\infty) \) for the \( n \)-type region, respectively.
The potential difference at the depletion region edges is denoted with

\[ V_j = \phi_n(\infty) - \phi_p(-\infty) = \phi_n(W_n) - \phi_p(-W_p). \]  \hspace{1cm} (2.24)

For equilibrium conditions \( V_j \) is called the diffusion voltage or built-in potential \( V_D \) of the \( p-n \) junction (Fig. 2.2). Substituting \( \phi_n(W_n) \) and \( \phi_p(-W_p) \) into Eq. 2.24 yields

\[ V_D = \frac{q}{2\varepsilon_0\varepsilon_s} \left( N_D W_n^2 + N_A W_p^2 \right). \]  \hspace{1cm} (2.25)

The interface as a whole must be electrically neutral so

\[ N_d W_p = N_A W_n \]  \hspace{1cm} (2.26)

Using Eqs. 2.25 and 2.26 the depletion region widths for equilibrium conditions follow as

\[ W_n = \left( \frac{2\varepsilon_0\varepsilon_s V_D}{q} \frac{N_A / N_D}{N_A + N_D} \right)^{1/2} \]  \hspace{1cm} (2.27)

\[ W_p = \left( \frac{2\varepsilon_0\varepsilon_s V_D}{q} \frac{N_D / N_A}{N_A + N_D} \right)^{1/2}. \]  \hspace{1cm} (2.28)

### 2.2.2 The junction under bias in the dark

At thermal equilibrium the diffusion current of one carrier type is compensated by a drift current of the same carrier type so the net current flow vanishes. The diffusion of electrons from the \( n \)-doped region to the \( p \)-doped region can be expressed as a recombination current: electrons recombine with holes in the \( p \)-doped region creating a current density \( J_{c,rec} \). Similarly the drift current of the electrons from the \( p \)-doped to the \( n \)-doped region is supplied by thermally generated electrons in the \( p \)-region, creating a current density \( J_{c,gen} \). When the junction is unbiased

\[ J_{c,rec}(V_{ja} = 0) - J_{c,gen}(V_{ja} = 0) = 0 \]  \hspace{1cm} (2.29)

is valid.

An externally applied bias voltage \( V_{ja} \) disturbs equilibrium conditions and shifts the potential barrier across the \( p-n \) junction. \(^2\) A forward bias \( V_{ja} > 0 \) decreases the potential barrier and the recombination current \( J_{c,rec}(V_{ja}) \) increases with the Boltzmann factor \( \exp(qV_{ja}/kT) \)

---

\(^2\) For simplicity we do not account for a voltage drop due to the series resistance of a solar cell here; \( V_{ja} \) denotes the portion of the applied voltage that appears across the junction.
\[ J_{e, rec}(V_{ja}) = J_{e, rec}(V_{ja} = 0) \exp \left( \frac{qV_{ja}}{kT} \right). \] (2.30)

The rate of thermally generated charge carriers \( J_{e, gen} \) is not influenced by the external voltage, therefore

\[ J_{e, gen}(V_{ja}) = J_{e, gen}(V_{ja} = 0). \] (2.31)

The analogous equations for holes are

\[ J_{h, rec}(V_{ja}) = J_{h, rec}(V_{ja} = 0) \exp \left( \frac{qV_{ja}}{kT} \right) \] (2.32)

\[ J_{h, gen}(V_{ja}) = J_{h, gen}(V_{ja} = 0). \] (2.34)

The external electron and hole current densities are given by

\[ J_e = J_{e, rec} - J_{e, gen} \] (2.35)

\[ J_h = J_{h, rec} - J_{h, gen}. \] (2.36)

The net current density is the sum of electron and hole currents

\[ J = J_e + J_h. \] (2.37)

Using Eqs. 2.30 to 2.37 the net current density is therefore given by

\[ J(V_{ja}) = J_0 \left[ \exp \left( \frac{qV_{ja}}{kT} \right) - 1 \right] \] (2.38)

where \( J_0 \) is the saturation current density of the \( p-n \) junction, given by

\[ J_0 = J_{e, gen} + J_{h, gen}. \] (2.39)

For forward bias, the current increases exponentially with the applied voltage. For high reverse voltages \( V_{ja} \), the Boltzmann factor in Eq. 2.38 can be neglected and the external current corresponds to the flux of thermally generated charge carriers as follows

\[ J \approx -J_0 = - \left( J_{e, gen} + J_{h, gen} \right). \] (2.40)

Equation 2.38 is known as the Shockley equation [17]. Note that it was derived without considering any special semiconductor characteristics such as charge carrier lifetime. The current-voltage behaviour of this idealised \( p-n \) junction is simply governed by the recombination current as a function of the Boltzmann factor \( \exp(qV_{ja} / kT) \). The Shockley equation describes the ideal rectifier diode and is thus a fundamental equation for microelectronic device physics.
For a quantitative discussion of the idealised $p$-$n$ junction the charge carrier densities at non-equilibrium have to be calculated. The device works under non-equilibrium conditions if charge carriers are either injected by an applied voltage or optically generated. For this purpose, one can derive boundary conditions for the charge carrier densities at the junction edges $-W_p$ and $W_n$, respectively, as follows: at thermal equilibrium the charge carrier densities are given by the Boltzmann distribution Eqs. 2.10 and 2.11 based on the energy difference between the band-edge energies $E_c$ and $E_v$ and the Fermi energy $E_F$ (Fig. 2.1). A similar dependence can be stated for non-equilibrium conditions by introducing separate Fermi energies for electrons and holes, the quasi-Fermi energy levels $E_{f_p}$ and $E_{f_n}$. These are defined so that replacement of the single equilibrium Fermi energy in the equilibrium expressions on the left side of Table 2.1 by the quasi-Fermi energy levels $E_{f_p}$ and $E_{f_n}$ yields the non-equilibrium carrier densities on the right hand side of Table 2.1.

<table>
<thead>
<tr>
<th>Equilibrium</th>
<th>Non-equilibrium</th>
</tr>
</thead>
<tbody>
<tr>
<td>$n_0 = N_e \exp\left(-\frac{E_c - E_F}{kT}\right)$ (2.41)</td>
<td>$n = N_e \exp\left(-\frac{E_c - E_{f_p}}{kT}\right)$ (2.42)</td>
</tr>
<tr>
<td>$p_0 = N_v \exp\left(-\frac{E_F - E_v}{kT}\right)$ (2.43)</td>
<td>$p = N_v \exp\left(-\frac{E_{f_n} - E_v}{kT}\right)$ (2.44)</td>
</tr>
<tr>
<td>$n_0 p_0 = n_e^2 = N_e N_v \exp\left(-\frac{E_c - E_v}{kT}\right)$ (2.45)</td>
<td>$n p = N_e N_v \exp\left(-\frac{E_c - E_v}{kT}\right) \exp\left(\frac{E_{f_n} - E_{f_p}}{kT}\right)$</td>
</tr>
<tr>
<td></td>
<td>$= n_0 p_0 \exp\left(\frac{E_{f_n} - E_{f_p}}{kT}\right)$ (2.46)</td>
</tr>
</tbody>
</table>

Table 2.1: Charge carrier density for equilibrium and non-equilibrium. Left: The charge carrier densities for equilibrium are given by the difference of the band-edge energy and the Fermi energy. Right: For non-equilibrium conditions the quasi-Fermi levels $E_{f_p}$ and $E_{f_n}$ are introduced.

At the edges of the space-charge regions the minority and majority carrier quasi-Fermi levels are separated by the bias $qV_{j0}$ imposed across the $p$-$n$ junction

$$qV_{j0} = E_{f_n}(-W_p) - E_{f_p}(W_n).$$  (2.47)

Here, the validity of the Boltzmann approximation for the charge carriers (Table 2.1) and low-injection conditions is assumed. More general expressions for the separation of carrier quasi-Fermi levels were derived by Marshak and van Vliet [18]. With respect to our assumptions, the separation of the quasi-Fermi levels $V_{j0}$ is related to the potential difference $V_j$ across the junction (Eq. 2.24) by
Under low-injection conditions, the majority carrier concentrations are unperturbed throughout the quasineutral regions, so that

\[ p_p(-W_p) = p_{p,0} \quad (2.49) \]

\[ n_n(W_n) = n_{n,0} \quad (2.50) \]

where \( p_{p,0} \) and \( n_{n,0} \) are the majority carrier concentrations in the quasineutral \( p^- \) and \( n^- \) regions, respectively.

Using Eqs. 2.46 to 2.50 the boundary conditions for the minority carrier concentrations at the edges of the space-charge regions (Fig. 2.3) are found as

\[
n_p(-W_p) = n_{p,0} \exp \left( \frac{qV_{io}}{kT} \right) \quad (2.51)\]

\[
p_n(W_n) = p_{n,0} \exp \left( \frac{qV_{io}}{kT} \right). \quad (2.52)\]

With these boundary conditions the transport equations can be solved to find quantitative expressions for the saturation current density of the \( p-n \) junction.

### 2.2.3 The superposition principle

The transport equations for electrons and holes Eqs. 2.6 and 2.7 contain the electric field \( \mathcal{E} \), thus forming a coupled set of differential equations for the carrier concentrations \( n \) and \( p \). If the spatial dependence of the electric field and the carrier concentrations is known the current densities can be calculated with the help of Eqs. 2.2 and 2.3.

With the approximations discussed in Section 2.2.1 it was found that the electric field in the quasineutral region vanishes, and therefore the transport equations 2.6 and 2.7 decouple in these regions. In this case the carrier transport is purely diffusive and the minority carrier concentrations can be calculated separately for both quasineutral regions. Under low-injection conditions the perturbation of the majority carrier concentration due to generation and recombination processes can be neglected. The recombination rate of minority carriers is then proportional to the excess minority carrier concentration \( (n - n_0) \) on the \( p \) side and \( (p - p_0) \) on the \( n \) side. Therefore the minority carrier recombination rate \( r \) is given by

\[ r_e = \frac{n - n_0}{\tau_e} \quad (2.53) \]
where $\tau_e$ and $\tau_h$ are the minority carrier lifetimes of electrons and holes, respectively.

The transport equations 2.6 and 2.7 simplify to the following decoupled linear differential equations for the quasineutral regions if the minority carrier lifetimes do not depend on the carrier concentrations

\[ D_e \frac{d^2 n}{dx^2} - \frac{n - n_0}{\tau_e} + G_e(x) = 0 \]  
(2.55)

\[ D_h \frac{d^2 p}{dx^2} - \frac{p - p_0}{\tau_h} + G_h(x) = 0. \]  
(2.56)

In addition it is assumed that the photogeneration rates $G_e(x)$ and $G_h(x)$ are independent of the carrier concentrations and depend only on distance $x$ from the illuminated surface. For dark conditions $[G(x) = 0]$ Eqs. 2.55 and 2.56 are then homogeneous differential equations. The carrier concentrations under illumination are found by adding particular solutions of the inhomogeneous differential equations to the general homogeneous solutions. For electrons in the $p$-type region this may be expressed as

\[ n_e^{\text{ir}} = n_e^{\text{dh}} + n_e^{\text{ph}} \]  
(2.57)

where $n_e^{\text{dh}}$ is the solution for dark conditions, $n_e^{\text{ph}}$ is the photogenerated electron density and $n_e^{\text{ir}}$ is the electron concentration under illumination. This implies that the illuminated $I-V$ curve can be found simply by adding the photogenerated current to the dark $I-V$ curve (shifting approximation)—the model cell is said to exhibit superposition.

This is shown schematically in Fig. 2.4, where the dark diode $I-V$ characteristic is shifted from the first quadrant to the fourth quadrant by adding the photogenerated current density $J_e^{\text{ir}} = -J_n$. In a circuit diagram as shown in Fig. 2.7 the superposition of currents means that the diode and the photogenerated current flow is parallel.

### 2.2.4 Carrier density solutions for dark conditions

The Shockley equation 2.38, for the current-voltage characteristic of a $p-n$ junction was found in Section 2.2.2 with the help of a qualitative discussion. A quantitative expression for the saturation current density $J_0$ in the Shockley equation can be calculated by solving the diffusive carrier transport equations in the quasineutral regions.

If the superposition principle discussed in Section 2.2.3 applies, the carrier density solutions in the quasineutral regions can be found by solving Eqs. 2.55 and 2.56 separately. Under dark conditions Eqs. 2.55 and 2.56 reduce respectively to
The general solution of Eq. 2.58 can be expressed as

\[ n - n_0 = A \cosh \left( \frac{x}{L_c} \right) + B \sinh \left( \frac{x}{L_c} \right) \]  

where the distance

\[ L_c \equiv \sqrt{D_c \tau_c} \]  

is the *diffusion length* of electrons in the \( p \)-doped side. The diffusion length is the average length a minority carrier can diffuse between generation and recombination, *i.e.* during its lifetime \( \tau \).

If it is assumed that there is no recombination loss at the surface of the \( p \)-quasineutral region, the boundary condition

\[ \left. \frac{dn}{dx} \right|_{x \to -\infty} = 0 \]  

applies. Applying Eqs. 2.62 and 2.60 it is found that \( A = B \) so the concentration of electrons in the \( p \)-QNR is given by

\[ n - n_0 = A \exp \left( \frac{x}{L_c} \right) \]  

The boundary condition Eq. 2.51 yields

\[ A = n_0 \left[ \exp \left( \frac{qV_{oc}}{kT} \right) - 1 \right] \exp \left( \frac{W_p}{L_c} \right) \]  

Note that the exponential excess carrier concentration decays (Eq. 2.63) from position \( x = -W_p \) in the \( p \)-QNR with the diffusion length \( L_c \) as characteristic length.

The electric field in the quasineutral region vanishes because of the exhaustion region approximation, so the current flow is driven by diffusion only. At the edge of the \( p \)-doped depletion region the current density is given by

\[ J_e (-W_p) = qD_e \frac{d}{dx} (n - n_0) \bigg|_{x=-W_p} \]  

and from Eqs. 2.63 and 2.64 it is found that

\[ D_e \frac{d^2 n}{dx^2} - \frac{n - n_0}{\tau_c} = 0 \quad (x \leq -W_p) \]  

\[ D_h \frac{d^2 p}{dx^2} - \frac{p - p_0}{\tau_h} = 0 \quad (x \geq W_p) \]
\[ J_e(-W_p) = \frac{qD_e n_0}{L_e} \left[ \exp \left( \frac{qV_{ja}}{kT} \right) - 1 \right]. \]  
(2.66)

Similar arguments give the excess hole concentration in the n-QNR as

\[ p - p_0 = p_0 \left[ \exp \left( \frac{qV_{ja}}{kT} \right) - 1 \right] \exp \left( \frac{W_n - x}{L_h} \right) \]  
(2.67)

and the current density of the diffusive hole carrier flow at \( x = W_n \) as

\[ J_h(W_n) = \frac{qD_n p_0}{L_h} \left[ \exp \left( \frac{qV_{ja}}{kT} \right) - 1 \right]. \]  
(2.68)

To derive analytical expressions for the electron and hole carrier densities in the n-doped depletion region it is assumed in this Section that the recombination loss in the depletion region can be neglected, \( i.e. \ r = 0 \) for \( -W_p \leq x \leq W_n \).

The transport equation 2.6 then reduces to

\[ D_e \frac{d^2 n}{dx^2} + \mu_e \mathcal{E}(x) \frac{dn}{dx} + n \mu_e \frac{d\mathcal{E}}{dx} = 0. \]  
(2.69)

Using Schottky’s model for the space-charge region discussed in Section 2.2.1 and the Nernst–Einstein relation

\[ D_e = \frac{kT}{q} \mu_e \]  
(2.70)

the electric field can be expressed in terms of the characteristic Debye length \( L_D^n \) (Eq. 2.18) of the space-charge region

\[ \frac{d^2 n}{dx^2} - \frac{1}{\left( L_D^n \right)^2} (W_n - x) \frac{dn}{dx} + n(x) \frac{1}{\left( L_D^n \right)^2} = 0. \]  
(2.71)

At \( x = W_n \), the carrier concentrations must match the solutions for the quasineutral regions, and therefore

\[ n(W_n) = n_0 \]  
(2.72)

\[ p(W_n) = p_0 \exp \left( \frac{qV_{ja}}{kT} \right). \]  
(2.73)

Under low-injection conditions the majority carrier concentration gradient vanishes at \( x = W_n \), \( i.e. \).
The boundary condition for the hole gradient at the depletion region edge follows from Eq. 2.67 as

$$\frac{dn}{dx} \bigg|_{x=W_n} = 0.$$  \hspace{1cm} (2.74)

Integrating Eq. 2.71 from $W_n$ to $x$ using the boundary condition Eq. 2.74 yields

$$\frac{dn(x)}{dx} + \frac{x-W_n}{L_{ij}^2} n(x) = 0.$$  \hspace{1cm} (2.76)

The differential equation for the hole carrier density in the $n$-doped depletion region can be found by using the boundary condition Eq. 2.75. The same steps are used as for the derivation of Eq. 2.76, leading to

$$\frac{dp(x)}{dx} - \frac{x-W_n}{(L_{ij}^n)^2} p(x) = -\frac{p_0}{L_h} \left[ \exp \left( \frac{qV_{ja}}{kT} \right) - 1 \right].$$ \hspace{1cm} (2.77)

The electron carrier density in the $n$-doped depletion region is found by integrating Eq. 2.76 subject to the boundary condition Eq. 2.72, thus

$$n(x) = n_0 \exp \left( -\frac{(x-W_n)^2}{2 (L_{ln}^n)^2} \right) \quad (0 \leq x \leq W_n).$$ \hspace{1cm} (2.78)

Integrating Eq. 2.77 using the boundary condition Eq. 2.73 gives the hole carrier density in the $n$-doped depletion region as

$$p(x) = \left\{ \left[ \exp \left( \frac{qV_{ja}}{kT} \right) - 1 \right] \frac{L_n}{L_{ij}} \left( \frac{\pi}{2} \right)^{3/2} \text{erf} \left( \frac{W_n - x}{\sqrt{2} L_{ln}^n} \right) + \exp \left( \frac{qV_{ja}}{kT} \right) \right\} \cdot p_0 \exp \left( -\frac{(x-W_n)^2}{2 (L_{ln}^n)^2} \right) \quad (0 \leq x \leq W_n).$$ \hspace{1cm} (2.79)

The Debye length $L_D$ introduced in Eq. 2.17 and 2.18 is several orders of magnitude smaller than typical diffusion lengths $L_e$, $L_h$. Thus the first term in Eq. 2.79 can be neglected and this equation reduces to

$$p(x) = p_0 \exp \left( \frac{qV_{ja}}{kT} \right) \exp \left[ -\frac{(x-W_n)^2}{2 (L_{ln}^n)^2} \right] \quad (0 \leq x \leq W_n).$$ \hspace{1cm} (2.80)

The depletion-region concentration profiles predicted by Eqs. 2.78 and 2.80 are illustrated in Fig. 2.3. These equations are sometimes known as the quasiequilibrium expressions. They
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indicate that, although there is a net carrier flux across the biased junction, the carrier concentrations are, to a very good degree of approximation, still related to those at the depletion region edges by Boltzmann expressions. Physically this is because the net hole and electron currents in the depletion regions arise from the small difference between very large opposed drift and diffusion forces. These are exactly balanced at equilibrium (Section 2.2) and only slightly unbalanced when the junction is subjected to moderate bias, so the carrier profile remains quasistatic, that is, solely determined by the local electric potential and independent of any transport properties, such as carrier mobility (Archer et al., Ref. [19]).

An expression for the saturation current density $J_0$ can be found as follows. Since the hole and electron currents are constant across the dark, biased junction, it follows that all majority carriers injected into the junction at one depletion region edge must emerge as minority carriers from the other depletion region edge. The saturation current from Eqs. 2.66 and 2.68 can therefore be calculated as the sum of the minority carrier currents emerging from the depletion edges into the quasineutral regions, which gives

$$J(V_{j0}) = J_c (-W_p) + J_n (W_n) = J_0 \left[ \exp \left( \frac{q V_{j0}}{kT} \right) - 1 \right]$$  \hspace{1cm} (2.81)

where

$$J_0 = \frac{q D_c n_0}{L_c} + \frac{q D_n p_0}{L_n}.$$  \hspace{1cm} (2.82)

Comparing Shockley’s current–voltage characteristic Eq. 2.38 with Eq. 2.81 and using also Eqs. 2.8, 2.9 and 2.12, the saturation current density of the $p$-$n$ junction can be written as

$$J_0 = q n_t^2 \left( \frac{D_c}{L_c N_A} + \frac{D_n}{L_n N_D} \right).$$  \hspace{1cm} (2.83)
To find the carrier concentration under illumination the superposition principle (Section 2.2.3) is used. The electron concentration in the illuminated \( p \)-type quasi-neutral region is found by solving Eqs. 2.55 and 2.56, where the position-dependent photogeneration rate \( G_e(x) \) has now to be considered. For mathematical simplicity the case of spatially homogeneous generation \( G \) of electron hole pairs is assumed (see Ref. [20]). This means we assume weakly absorbing material so photogeneration of charge carriers does not fall off with \( x \). This assumption simplifies the treatment and does not alter the essential conclusions. From the superposition principle one obtains

\[
D_e \frac{d^2 n^\text{it}}{dx^2} - \frac{D_e}{L_e^2} \left( n^\text{it} - n_0 \right) + G = 0 \quad (x \leq -W_p) \tag{2.84}
\]

and

\[
n^\text{ph} = n^\text{it} - n^\text{dk} \tag{2.85}
\]

2.2.5 The illuminated I–V curve

To find the carrier concentration under illumination the superposition principle (Section 2.2.3) is used. The electron concentration in the illuminated \( p \)-type quasi-neutral region is found by solving Eqs. 2.55 and 2.56, where the position-dependent photogeneration rate \( G_e(x) \) has now to be considered. For mathematical simplicity the case of spatially homogeneous generation \( G \) of electron hole pairs is assumed (see Ref. [20]). This means we assume weakly absorbing material so photogeneration of charge carriers does not fall off with \( x \). This assumption simplifies the treatment and does not alter the essential conclusions. From the superposition principle one obtains

\[
D_e \frac{d^2 n^\text{it}}{dx^2} - \frac{D_e}{L_e^2} \left( n^\text{it} - n_0 \right) + G = 0 \quad (x \leq -W_p) \tag{2.84}
\]

and

\[
n^\text{ph} = n^\text{it} - n^\text{dk} \tag{2.85}
\]
Subtracting Eq. 2.58 from Eq. 2.84 gives
\[ D_e \frac{d^2 n^{ph}}{dx^2} - \frac{D_e n^{ph}}{L_e^2} + G = 0 \quad (x \leq -W_p). \tag{2.86} \]

The photogenerated charge carrier density at the edge of the space-charge region is considered to be negligible, and therefore
\[ n^{ph}(-W_p) = 0. \tag{2.87} \]

Assuming no recombination loss at the surface of the \( p \)-type region the boundary condition Eq. 2.62 holds also for \( n^{ph} \), \( i.e. \)
\[ \left. \frac{dn^{ph}}{dx} \right|_{x \to -\infty} = 0. \tag{2.88} \]

The general solution to Eq. 2.86 is
\[ n^{ph} = G \tau_e + C \exp\left( -\frac{x}{L_e} \right) + D \exp\left( -\frac{x}{L_e} \right) \tag{2.89} \]
where the constants \( C \) and \( D \) can be determined from the boundary conditions. Using Eq. 2.87 gives
\[ G \tau_e + C \exp\left( -\frac{W_p}{L_e} \right) + D \exp\left( \frac{W_p}{L_e} \right) = 0. \tag{2.90} \]

The boundary condition Eq. 2.88 implies that \( D = 0 \) for a physically meaningful solution; thus
\[ C = -G \tau_e \exp\left( \frac{W_p}{L_e} \right) \tag{2.91} \]
and the photogenerated carrier density in the \( p \)-QNR is found as
\[ n^{ph}(x) = G \tau_e \left\{ 1 - \exp\left( \frac{W_p + x}{L_e} \right) \right\}. \tag{2.92} \]

Substituting Eqs. 2.63, 2.64 and 2.92 in Eq. 2.85 the electron concentration in the \( p \)-QNR under illumination is calculated as
\[ n^{\text{ir}} = n_0 + G \tau_e + \left[ \exp\left( \frac{W_p + x}{L_e} \right) \right] \left[ n_0 \left\{ \exp\left( \frac{qV_{oc}}{kT} \right) - 1 \right\} - G \tau_e \right] \quad (x \leq -W_p). \tag{2.93} \]
The diffusive electron flow in the $p$-type quasineutral region follows by differentiating Eq. 2.93 with respect to $x$ as

$$J_e(x) = n_0 \frac{D_e}{L_c} \left\{ \exp\left( \frac{W_p + x}{L_c} \right) \right\} \left\{ \exp\left( \frac{qV_{ph}}{kT} \right) - 1 \right\} - qG L_c \exp\left( \frac{W_p + x}{L_c} \right)(x \leq -W_p) \quad (2.94)$$

with a similar expression for the diffusive hole current flow in the $n$-type quasineutral region

$$J_h(x) = p^0 \frac{D_h}{L_h} \left\{ \exp\left( \frac{W_n - x}{L_h} \right) \right\} \left\{ \exp\left( \frac{qV_{ph}}{kT} \right) - 1 \right\} - qG L_h \exp\left( \frac{W_n - x}{L_h} \right)(x \geq W_n) \quad (2.95)$$

The total current density is found by adding the diffusive minority carrier flow at the edges of the depletion regions as in Section 2.2.4. Including the change in current density $qGW$ arising from the generation of electron-hole pairs in the depletion region of width $W = W_n + W_p$ yields

$$J_{\text{total}} = J_e(-W_p) + J_h(W_n) - qGW \quad (2.96)$$

Substituting Eqs. 2.94 and 2.95 in Eq. 2.96 yields the ideal diode equation under illumination

$$J_{\text{sat}} = J_0 \left\{ \exp\left( \frac{qV_{ph}}{kT} \right) - 1 \right\} - J^{L} \quad (2.97)$$

where $i_o$ is the saturation current density Eq. 2.82 and

$$J^{L} = qG[W + L_c + L_h] \quad (2.98)$$

is the light-generated current.

The most important simplifying assumptions used to obtain the ideal diode equation are:

- the exhaustion region approximation.
- low-injection conditions.
- the superposition principle.
- the cell is wide enough that no surface recombination has to be taken into account, i.e. $L_c << H_n$ and $L_h << H_p$.
- spatially homogeneous photogeneration of electron hole pairs.
- no parasitic losses due to series and parallel resistances.

With these assumptions simple expressions for the charge carrier distribution in an illuminated $p$-$n$ junction were derived. The saturation current density was found from the diffusive current flow at the edges of the QNRs.
2.3 Real diode characteristics

Though the ideal diode equation 2.97 takes account of the basic physical principles of charge carrier transport that can be found in real devices, silicon solar cells in general can exhibit strong deviations from this ideal characteristic. In the following sections the parameters that characterise a ‘real’ solar cell are discussed.

2.3.1 Solar cell parameters

For a practical analysis of solar cell performance the dark and light $I$–$V$ characteristics shown in Fig. 2.4 are investigated.

Prominent parameters of the illuminated $I$–$V$ characteristics include the open-circuit voltage $V_{oc}$, the short-circuit current density $J_{sc}$, the maximum power voltage $V_{mp}$ and the current density for maximum power $J_{mp}$. The maximum power $P_{mp}$ is given by the product $V_{mp} J_{mp}$. The efficiency of the cell at the maximum power point is the ratio of output power $P_{mp}$ to the incident solar power $E_0$

$$\eta = \frac{P_{mp}}{E_0} = \frac{V_{mp} J_{mp}}{E_0} = \frac{V_{oc} J_{sc} \eta_{fill}}{E_0}$$

(2.99)

where $\eta_{fill}$ is the fill factor

$$\eta_{fill} = \frac{J_{mp} V_{mp}}{J_{sc} V_{oc}}$$

(2.100)

i.e. the ratio of the two rectangular areas shown in Fig. 2.4.

By setting $J_{total}$ in Eq. 2.97 to zero, the relation between the open-circuit voltage $V_{oc}$ and the saturation current density $J_0$ is found as

$$V_{oc} = V_{th} \ln \left( 1 + \frac{J_{ir}}{J_0} \right)$$

(2.101)

2.3.2 Assumptions regarding the majority carrier concentration

In Eqs. 2.8 and 2.9 it was assumed that the majority carrier concentration was equal to the density of the dopants throughout the QNRs. For this to be so, low-injection conditions have to be fulfilled: that is, the perturbation of the majority carrier concentration due to light generation or carrier injection is small and therefore
\[ n = N_{D^+}, \text{ (in } n\text{-type material)} \]  
(2.102)

\[ p = N_{A^-}, \text{ (in } p\text{-type material)}. \]  
(2.103)

In other words, the density of free charge carriers is equal to the density of ionised dopants. This approximation is not valid under illumination by concentrated sunlight or high forward bias voltages.

If, in addition, the energy level of the dopant lies near the relevant band edge, all the dopants will be ionised at room temperature, and in this case

\[ n = N_{D^+} \approx N_{D^+}, \]  
(2.104)

\[ p = N_{A^-} \approx N_{A^-}. \]  
(2.105)

### 2.3.3 Charge carrier lifetime

For the superposition principle to be valid, the minority carrier lifetimes in Eqs. 2.53 and 2.54 must be constant, as noted in Section 2.2.3. These lifetimes are determined by the dominant recombination mechanism. For an \( n\)-type semiconductor, the upper bound on the hole lifetime, namely the radiative recombination lifetime \( \tau^r_h \), is given by

\[ \tau^r_h = \frac{1}{k^r/N_D}, \]  
(2.106)

where \( k^r \) is the radiative recombination rate constant.

Often the minority carrier lifetime is determined by recombination through traps. For the simple model of recombination centres of a single energy, the Shockley–Read–Hall (SRH) hole carrier lifetime expression in an \( n\)-type semiconductor is given by

\[ \tau^T_h = \frac{1}{k^T_h/N_T}, \]  
(2.107)

where \( N_T \) is the trap concentration and \( k^T_h \) is the hole capture rate constant.

In other cases, minority carrier lifetimes are determined by Auger recombination. In this case, the hole lifetime for low-injection conditions is given by

\[ \tau^A_h = \frac{1}{C_n N_D^2}, \]  
(2.108)

where \( C_n \) is the Auger band-to-band recombination rate constant.
Shockley–Read–Hall and Auger recombination are the two dominant recombination mechanisms in Si solar cells. The minority carrier lifetime $\tau_h$ of holes in $n$-doped silicon is then given by

$$\frac{1}{\tau_h} = \frac{1}{\tau'_h} + \frac{1}{\tau''_h}.$$  \hspace{1cm} (2.109)

The $1/N_h^2$-dependence of the Auger lifetime causes the minimum carrier lifetime to be smaller in heavily doped regions (e.g. the emitter) than in lightly doped regions (e.g. the base). Also, the doping dependence of $\tau_h^d$ leads to a position-dependent lifetime in the emitter region of cells with a doping profile. The saturation current density of emitters with position-dependent carrier lifetimes can be calculated analytically as demonstrated in Section 2.3.9.

If low-injection conditions are not fulfilled, the recombination rates for electrons, $r_e$ and $r_h$, depend on both the electron and hole concentrations, i.e. the superposition principle does not apply. This is the case in solar cells working under illumination by concentrated sunlight. The coupled set of differential equations 2.1, 2.6 and 2.7 have then to be solved numerically, as described in Section 3.

2.3.4 Surface recombination

In the discussion of the dark diode characteristics in Section 2.2.4 it was assumed that there was no recombination loss at the cell surfaces. A boundary condition that includes the surface recombination of electrons at the surface of the $p$-type region (at $x=-H_p$) can be expressed as

$$D_e \frac{dn}{dx}\bigg|_{x=-H_p} = S_e \left(n-n_0\right)\bigg|_{x=-H_p}$$  \hspace{1cm} (2.110)

where $S_e$ is the surface recombination velocity of electrons. Introducing a similar boundary condition for the recombination of holes at the surface of the $n$-type region and performing the same steps as in Section 2.2.4 gives a modified expression for the saturation current density (compare with Eq. 2.82)

$$J_0 = \left(\frac{q D_e n_{p,0}}{L_e} \Xi_p + \frac{q D_h p_{n,0}}{L_h} \Xi_n\right).$$  \hspace{1cm} (2.111)

The geometric factor $\Xi_n$ is given by
where $Q_n = H_n - W_n$ is the thickness of the $n$-doped quasineutral region, $S_h$ is the surface recombination velocity of holes at the surface of the $p$-doped region, $L_h$ is the hole diffusion length and $D_h$ is the hole diffusion constant as introduced before.

A similar expression can be found for the geometric factor $\Xi_p$. The effect of surface recombination on the saturation current density can be studied by plotting the geometric factor as a function of $QL$ for various values of $SL/D$, as shown in Fig. 2.5. For $L < Q$, (i.e. $Q/L > 1$) the surface does not contribute to the saturation current density $J_o$.

![Fig. 2.5: Geometric factor as a function of the ratio of the width of the quasineutral region $Q$ to the minority carrier diffusion length $L$. Each curve represents a fixed ratio $SL/D$.](image)

A thin quasineutral region of width $Q$ in combination with a high surface recombination velocity results in a high saturation current density, and consequently a low open-circuit voltage (see Eq. 2.101). On the other hand, good surface passivation can reduce $J_o$ considerably at low values of $QL$. This is particularly important for thin solar cells.

### 2.3.5 Series and shunt resistance

In the real device a series resistance $R_s$ and a shunt (or parallel) resistance $R_p$ may be present. Accounting for series and shunt resistance losses, the illuminated $I$–$V$ characteristic Eq. 2.97 becomes

$$J(V) = J_o \left[ \exp \left( \frac{q(V - J(V) R_s)}{kT} \right) - 1 \right] + \frac{V - J(V) R_s}{R_p} - J^{\prime \prime}$$

(2.113)
where $V$ is the voltage at the cell terminals.

The series resistance of a solar cell is composed of the resistance of the metal grid, the contact resistance and the base and emitter sheet resistances. Shunt conductive losses can arise from imperfections on the device surface as well as leakage currents across the edge of the cell.

The influence of the series and shunt components on the illuminated and dark $I$-$V$ characteristics, according to Eq. 2.113, is plotted in Fig. 2.6. The dark $I$-$V$ curves in the lower half are shown on a logarithmic scale; the ideal $I$-$V$ characteristic Eq. 2.97 gives a straight line on this scale. For high current densities the deviation from straight line behaviour is caused by the series resistance, while low shunt resistances cause deviations from the ideal $I$-$V$ characteristic for small current densities.

![Fig. 2.6: Influence of series resistance $R_s$ and parallel resistance $R_p$ on the $I$-$V$ characteristic: (a) Illuminated, $R_s$ varied; (b) illuminated, $R_p$ varied; (c) dark, $R_s$ varied; (d) dark, $R_p$ varied.](image)

**2.3.6 Non-ideal dark current components**

It has so far been assumed that there is no recombination loss in the depletion region. However, in real solar cells, depletion-region recombination represents a substantial loss mechanism. An analytical expression for the ‘space-charge layer recombination current’ was first given by Sah et al. [21], for the simplified case of a single recombination centre located within the forbidden gap. Traps located in the vicinity of the gap give a dominating
contribution to the Shockley–Read–Hall recombination rate. It was further assumed that the recombination rate is constant across the space-charge region. The resulting recombination rate can be expressed as a recombination current \( J_{DR} \) in the depletion region

\[
J_{DR} = J_0 \left[ \exp \left( \frac{qV}{2kT} \right) - 1 \right].
\]  
(2.114)

Adding this space-charge layer recombination current to Eq. 2.113 gives the ‘two diode model’ expression

\[
J(V) = J_0 \left[ \exp \left( \frac{q(V - J(V) R_s)}{kT} \right) - 1 \right] + J_0 \left[ \exp \left( \frac{q(V - J(V) R_s)}{2kT} \right) - 1 \right] + \frac{V - J(V) R_s}{R_p} - J^{int}
\]  
(2.115)

Sah also derived an analytical expression for \( J_{DR} \) with less rigid assumptions as stated above (see Fahrenbruch [22]); for instance, Sah’s expression is still valid for unequal electron and hole lifetimes. In general, the recombination current in the depletion region is a function of the applied voltage and is not necessarily of monoexponential form.

A non-ideal \( I-V \) characteristic can further be caused by an injection-level-dependent surface recombination current. In the boundary condition Eq. 2.110 the surface recombination velocity \( S \) was assumed to be independent of the minority carrier concentration. However, Aberle \etal [23] found that the origin of the non-ideal diode behaviour of high-efficiency silicon solar cells is a surface recombination velocity at the rear Si/SiO\(_2\) interface that strongly depends on the minority carrier concentration.

In practice, most measured \( I-V \) curves of solar cells can be approximated by several exponential regions in the dark forward \( I-V \) characteristic revealing the presence of several dark current components. One can take this behaviour into account by empirically introducing the ideality factors \( \beta_1 \) and \( \beta_2 \) so that Eq. 2.115 can be expressed as

\[
J(V) = J_{01} \left[ \exp \left( \frac{q(V - J(V) R_s)}{\beta_1 kT} \right) - 1 \right] + J_{02} \left[ \exp \left( \frac{q(V - J(V) R_s)}{\beta_2 kT} \right) - 1 \right] + \frac{V - J(V) R_s}{R_p} - J^{int}.
\]  
(2.116)

Fig. 2.7 shows the equivalent circuit of Eq. 2.116, consisting of two diodes with different ideality factors \( \beta_1 \) and \( \beta_2 \), the light-generated current \( J^{int} \) and the series and parallel resistances \( R_s \) and \( R_p \).

By varying \( J_{01}, J_{02}, \beta_1, \beta_2, R_p, \) and \( R_s \), a wide range of experimentally observed \( I-V \) curves can be fitted. As outlined above, different recombination components may be lumped in
numerical fit values of the model parameters \( J_{o1}, J_{o2}, \beta_1 \) and \( \beta_2 \) of Eq. 2.116. Therefore a unique assignment of fit results corresponding to the physical origin of one recombination mechanism is in general difficult.

Fig. 2.7: Equivalent circuit of a solar cell described by the two-diode model, Eq. 2.116.

2.3.7 Photogeneration and quantum efficiency

In Section 2.2.5 an expression for the \( I-V \) curve of a \( p-n \) junction under illumination was derived under the assumption of a spatially homogeneous generation rate. This is rather unrealistic, since good solar cells must absorb the incident light strongly. For illumination with the solar spectrum the spatially dependent generation rate of electron-hole pairs can be calculated with respect to a wavelength-dependent absorption coefficient \( \alpha(\lambda) \).

A photon of wavelength \( \lambda \) penetrating the surface of the solar cell is absorbed with the probability \( \alpha(\lambda) \) per unit length. Each absorbed photon creates one electron-hole pair.\(^3\) Thus the generation rate \( G_{\lambda}(x) \) of electron-hole pairs per unit volume with respect to wavelength \( \lambda \) (spectral generation rate) is given by

\[
G_{\lambda}(x) = \alpha(\lambda) j_{\lambda}(x)
\]

(2.117)

where \( j_{\lambda}(x) \) is the spectral photon flux at depth \( x \). For steady-state conditions the continuity equation for photons gives

\[
\text{div} j_{\lambda} = -G_{\lambda}(x)
\]

(2.118)

or

\[
\frac{d j_{\lambda}}{dx} = -\alpha(\lambda) j_{\lambda}(x).
\]

(2.119)

This leads to an exponential decay of the photon flux

\[^3\text{For photon energies exceeding twice the bandgap energy } E_g \text{ it is possible to create two electron-hole pairs by impact ionisation. However, the number of photons with energies exceeding } 2E_g \text{ can be neglected for silicon solar cells illuminated by terrestrial sunlight.}\]
From Eq. 2.117 the spectral generation rate is found as

\[ G_\lambda(x) = j_\lambda(0) \alpha(\lambda) \exp\left[-\alpha(\lambda) x\right]. \]  

(2.121)

The total generation rate of electron-hole pairs per unit volume can be found by integrating Eq. 2.121 over wavelength

\[ G(x) = \int G_\lambda(x) \, d\lambda. \]  

(2.122)

The electron and hole current densities can still be calculated analytically for the generation rate expression Eq. 2.122, following the same steps as described in Section 2.2. The complete current expressions can be found in a book by Sze [24].

**The normalised generation function**

It is convenient to normalise the generation rate function \( G_\lambda(x) \) to the incident photon flux \( j_\lambda(0) \)

\[ g(\lambda, x) = \frac{G_\lambda(x)}{j_\lambda(0)} \]  

(2.123)

where \( g(\lambda, x) \) is the normalised generation function. Using the continuity equation for photons (Eq. 2.118), \( g(\lambda, x) \) can be rewritten as

\[ g(\lambda, x) = -\frac{1}{j_\lambda(0)} \nabla \cdot j_\lambda(x). \]  

(2.124)

By calculating the generation rate of electron-hole pairs with Eq. 2.121, losses due to reflection at the front and rear cell surfaces are neglected. These losses can be calculated analytically in the case of planar cell surfaces. This will be outlined in the following in order to illustrate the concept of the normalised generation function. Fig. 2.8 shows a planar silicon wafer illuminated with light under normal incidence. The external reflectivity, the reflectivity of the rear cell surface and the internal reflectivity are denoted by \( R_{f_r} \), \( R_b \) and \( R_{f_t} \), respectively. The spectral photon flux of light travelling the \( n \)-th time from front to rear of the wafer is
\[ j_{\lambda,n}^{\text{ew}}(x) = \bar{e}_x j_\lambda(0) (1 - R_{e}) R_{\beta}^m R_{\mu}^n \exp(-2m\alpha W) \exp(-\alpha x) \] (2.125)

where \( W \) is the wafer thickness, \( \bar{e}_x \) is the unit vector pointing towards the rear side and \( m = n - 1 \). In analogy the spectral photon flux of light passing through the wafer from rear to front the \( n \)-th time can be expressed as

\[ j_{\lambda,n}^{\text{back}}(x) = -\bar{e}_x j_\lambda(0) (1 - R_{e}) R_{\beta}^m R_{\mu}^n \exp(-2m\alpha W) R_{n} \exp(-2\alpha W) \exp(\alpha x). \] (2.126)

Thus, the total photon flux at position \( x \) is

\[ j_\lambda(x) = \sum_{n=1}^{\infty} \left[ j_{\lambda,n}^{\text{ew}}(x) + j_{\lambda,n}^{\text{back}}(x) \right] \]

\[ = \bar{e}_x j_\lambda(0) (1 - R_{e}) \left[ \exp(-\alpha x) - R_{n} \exp(\alpha(x - 2W)) \right] \sum_{m=0}^{\infty} R_{\beta}^m R_{\mu}^n \exp(-2m\alpha W). \] (2.127)

The geometric series in Eq. 2.127 converges because \( |R_{\beta} R_{\mu} \exp(-2\alpha W)| < 1 \) and therefore

\[ j_\lambda(x) = \bar{e}_x j_\lambda(0) (1 - R_{e}) \frac{\exp(-\alpha x) - R_{n} \exp(\alpha(x - 2W))}{1 - R_{\beta} R_{\mu} \exp(-2\alpha W)}. \] (2.128)

From Eq. 2.124 the normalised generation function of a planar solar cell is found as

\[ g(\lambda, x) = -\frac{1}{j_\lambda(0)} \left( e_x \frac{d}{dx} \bar{j}_\lambda(x) \right) \]

\[ = (1 - R_{e}) \frac{\alpha \exp(-\alpha x) + R_{n} \exp(\alpha(x - 2W))}{1 - R_{\beta} R_{\mu} \exp(-2\alpha W)}. \] (2.129)

where \( R_{e}, R_{n}, R_{\beta} \) and \( \alpha \) are in general functions of wavelength.

The normalised generation function describes the absorption properties of the solar cell. Important solar cell device characteristics can be derived from \( g(\lambda, x) \) by integration above the cell depth and/or the incident photon flux \( j_\lambda(0) \). These characteristics are summarised in Tab. 2.1.
<table>
<thead>
<tr>
<th>Solar cell characteristic</th>
<th>Units</th>
<th>Explanation</th>
</tr>
</thead>
<tbody>
<tr>
<td>( G(x) = \int d\lambda j_\lambda(0) g(\lambda, x) )</td>
<td>( \frac{1}{s \text{ cm}^3} )</td>
<td>Generation rate function used for electrical device simulation</td>
</tr>
<tr>
<td>( f_{\text{abs}}(\lambda) = \int d\xi g(\lambda, \xi) )</td>
<td>dimensionless</td>
<td>Spectral dependent fraction of light absorbed in silicon, that is, the maximum achievable external quantum efficiency (recombination neglected)</td>
</tr>
<tr>
<td>( J_{\text{sc,max}} = q \int d\lambda \int d\xi j_\lambda(0) g(\lambda, \xi) )</td>
<td>( \frac{mA}{cm^2} )</td>
<td>Maximum achievable short circuit current density (recombination neglected)</td>
</tr>
</tbody>
</table>

Tab. 2.1: Important solar cell characteristics derived from the normalised generation function \( g(\lambda, x) \).

**Quantum efficiency and differential spectral response**

The *spectral response* of a solar cell is defined as

\[
 s(\lambda) = \frac{J_{\text{sc}}(\lambda)}{E(\lambda)} \tag{2.133}
\]

where \( J_{\text{sc}}(\lambda) \) is the short circuit current density of the cell illuminated with irradiance \( E(\lambda) \).

The *quantum efficiency* \( \eta_{\text{QE}}(\lambda) \) is defined as

\[
 \eta_{\text{QE}}(\lambda) = \frac{n_q(\lambda)}{n_{ph}(\lambda)} \tag{2.134}
\]

where \( n_q(\lambda) \) equals the rate of charge carriers collected at the cell terminals under short circuit conditions and \( n_{ph}(\lambda) \) is the photon rate illuminating the cell. Therefore, spectral response and quantum efficiency are related by

\[
 \eta_{\text{QE}}(\lambda) = \frac{J_{\text{sc}}(\lambda)/q}{E(\lambda)/h\nu} = s(\lambda) \frac{h\nu}{q\lambda} \tag{2.135}
\]

In other words, the quantum efficiency is the probability that charge carriers are generated and collected at the cell terminals if the cell is illuminated with photons of wavelength \( \lambda \). If
both incidences, charge carrier generation and collection of a generated electron-hole pair, are independent events\(^4\), the quantum efficiency can be expressed as

\[
\eta_{\text{QE}}(\lambda) = f_{\text{ab}}(\lambda) \eta_c(\lambda)
\]  

(2.136)

where \(f_{\text{ab}}(\lambda)\) is the spectral dependent fraction of light absorbed in the cell (Eq. 2.131) and \(\eta_c\) is the carrier collection efficiency [27].

The **differential spectral response** [28] is the derivative of the short circuit current density with respect to irradiance

\[
\tilde{s}(\lambda)=\frac{dI(\lambda)}{dE(\lambda)}
\]

(2.137)

Here, \(\tilde{s}(\lambda)\) is determined at operating conditions given by illumination with irradiance \(E\). The differential spectral response equals the (absolute) spectral response if the superposition principle (Section 2.2.3) is fulfilled. High-efficiency silicon solar cells can exhibit strong current-irradiance non-linearities, as can be seen in Fig. 7.9.

A numerical method of simulating the differential spectral response is developed in this thesis, and is discussed in Section 3.5.

### 2.3.8 External reflection

The total external reflection of a planar silicon solar cell, including escape reflectance, can be calculated analytically by considering multiple light reflections, as plotted in Fig. 2.8. In analogy to the derivation of the normalised generation function in Section 2.3.7, a geometric series is obtained where each addend represents internally trapped light which is coupled out of the wafer. The resulting expression for the external reflection is

\[
R_{\text{ext}} = R_{\text{f}} + \frac{T_{\text{f}}}{1 - R_{\text{f}}} R_{\text{b}} \exp \left( -2 \alpha W \right) \exp \left( -2 \alpha W \right)
\]

(2.138)

where \(R_{\text{f}}(\lambda)\) is the external reflection of the front surface, \(T_{\text{f}}(\lambda)\) is the transmission through the front surface, \(R_{\text{b}}\) is the rear surface reflection, and \(R_{\text{i}}(\lambda)\) is the internal front surface reflection. Equation 2. is plotted in Fig. 2.9, assuming a double layer antireflection coating on the front surface and \(R_{\text{f}} = 0.72\). In order to compare the calculation with a reflection measurement, the reflection of the metal grid has to be accounted for

\[
R_{\text{ext}}(\lambda) = A_{\text{metal}} R_{\text{metal}} + (1 - A_{\text{metal}}) R_{\text{ext}}^{\text{metal}}(\lambda)
\]

(2.139)

\(^4\) For light with wavelength \(\lambda > 1130\) nm, free carrier absorption in silicon enhances the absorption coefficient [25], [26]. In this case Eq. 2. is only a rough approximation because light absorption and carrier collection are not independent of each other.
It is assumed that an area fraction of $A_{metal} = 0.06$ is covered by the metal grid and the metal reflection is $R_{metal} = 0.95$ for the case plotted in Fig. 2.9.

![Graph showing external reflection of a solar cell with a double layer antireflection coating on the front. The analytically calculated reflection coincides with the measurement if it is corrected by the reflectivity of the metal grid.](image)

**2.3.9 Accounting for doping profiles**

The dopant concentrations were assumed to be constant through the $n$- and $p$-type regions, but this is an oversimplification.

The emitter of a silicon solar cell has a spatially dependent donor profile since it is manufactured by diffusion of phosphorous atoms into a $p$- (boron) doped wafer. This donor profile can often be approximated by an error or Gaussian function.

Where the dopant concentration varies with depth $x$, the assumption of a constant mobility (Section 2.2) is not in general justified. For example, ionised impurities in the semiconductor cause carrier scattering, which significantly affects the mobility. In more heavily doped regions of the semiconductor the average time between collisions of the charge carriers with ionised impurity atoms decreases and thus the mobility decreases. Additionally, the Auger lifetime in emitters with a non-uniform doping profile becomes position-dependent due to Eq. 2.108.
An analytical approach to the calculation of the emitter saturation current density in semiconductors with position-dependent doping profiles has been given by Park et al. [29]. Consider a p-n junction formed by diffusing n-type impurities of concentration \( N_D(x) \) into a uniform p-type substrate, as illustrated in Fig. 2.10.

To find the emitter saturation current density, the hole recombination current density in the n-QNR is calculated. Using Eqs. 2.5 and 2.54, the hole continuity equation for dark conditions can be written as

\[
\frac{dJ_h}{dx} = -q r_n(x) = -q \frac{p(x) - p_n(x)}{\tau_n(x)} .
\] (2.140)

At thermal equilibrium the hole drift current and hole diffusion current balance. Thus, a quasi-electric field for the diffusion component can be expressed as

\[
E = \frac{kT}{q} \left( \frac{d}{dx} \ln(N_D(x)) \right) .
\] (2.141)

Substituting this hole quasi-field into Eq. 2.3 gives

\[
J_h(x) = -q D_h(x) \left[ p \frac{d}{dx} \{\ln(N_D(x))\} + \frac{dp}{dx} \right] .
\] (2.142)

The first term on the right side of Eq. 2. is the drift current and the second term is the diffusion current. Note that the effective diffusion constant \( D_h(x) \) of the holes is now position-dependent

\[
D_h(x) = \frac{kT}{q} \mu_h(N_D(x)) .
\] (2.143)

The boundary condition for the hole concentration at the edge of the space-charge region is given by Eq. 2.52. The boundary condition for the recombination of holes at the emitter surface at \( x = H_p \) is

\[
J_h(H_p) = q S_h (p - p_0) \bigg|_{x = H_p} = q S_h p \bigg|_{x = H_p} .
\] (2.144)

Integrating Eqs. 2. and 2. from \( W_n \) to \( x \) gives

\[
p'(x) = p_0(x) \left[ 1 - \frac{1}{q} \int_{W_n}^{x} \frac{1}{D_h(x')} \frac{1}{p_0(x')} J'(x') \right]
\] (2.145)

and

\[
J'(x) = J'(W_n) - q \int_{W_n}^{x} \frac{p'(x')}{\tau_h(x')} dx'.
\] (2.146)
where \( J'(x) \) and \( p'(x) \) are the normalised hole current and hole density expressions

\[
J'(x) = \frac{J_h(x)}{\exp(qV_{ja}/kT) - 1} \tag{2.147}
\]

\[
p'(x) = \frac{p - p_o(x)}{\exp(qV_{ja}/kT) - 1}. \tag{2.148}
\]

The second term on the right hand side of Eq. 2. contains the current flow in the emitter region, which causes the hole concentration to differ from the local equilibrium value \( p_o(x) \). Substituting the hole current density expression Eq. 2. into Eq. 2. gives an integral equation for the hole density. Successive substitution of Eqs. 2. and 2. into each other yields an iterative scheme for the calculation of the hole carrier distribution. Depending on the number of iteration steps, different approximation orders for \( p'(x) \) can be gained. The innermost integral of the approximation is taken over the equilibrium hole carrier distribution, which can be found from Eqs. 2.45 and 2.104 as

\[
p_o(x) = \frac{n^2}{N_D(x)} \tag{2.149}
\]

The \textit{emitter} saturation current density \( J_{\infty} \) is composed of the surface and bulk components

\[
J_{\infty} = J'(W_n) = J'(H_n) + J'_{bulk}. \tag{2.150}
\]

Using Eq. 2. and the calculated hole density \( p'(x) \) leads to

\[
J_{\infty} = q S_h p'(H_n) + q \int_{W_n}^{H_n} \frac{p'(x)}{\tau_h(x)} \, dx. \tag{2.151}
\]

The integral in Eq. 2. is taken over the volume recombination rate in the quasineutral emitter region and represents the recombination current in this region. Here the minority carrier lifetime \( \tau_h(x) \) is given by Eq. 2.109.

Equation 2. can be solved for different combinations of surface recombination velocities \( S_h \) and doping profiles \( N_D(x) \) as demonstrated by King \textit{et al.} [30]. From the emitter saturation current density a maximum open-circuit voltage can be obtained by applying Eq. 2.101.

The surface recombination velocity \( S_h \) depends on processing conditions. For high \( S_h \) a low minority carrier concentration at the surface \( p(H_n) \) is advantageous. This can be achieved with a heavily doped emitter so that the first term in Eq. 2. is minimised. Fig. 2.11b shows an example for an unpassivated emitter surface with \( S_h = 10^6 \) cm s\(^{-1}\) (Preu \textit{et al.}, [31]). The highest open-circuit voltage is found for a deep doping profile with a high peak doping concentration. Here, gaussian-shaped doping profiles were assumed.
The second term in Eq. 2. represents the bulk recombination contribution to the emitter saturation current density. Varying an emitter profile, an optimum profile is found if an increase in the bulk recombination contribution balances the decrease of the surface recombination component. An example can be found in Fig. 2.11a for a surface recombination velocity $S_h = 10^4 \text{ cm s}^{-1}$. In this case, optimum open circuit voltages are found for peak doping concentrations around $5 \times 10^{19} \text{ cm}^{-3}$.

More detailed models require numerical calculations, as described in the next chapter.
3 Numerical solar cell modelling

Up till now, the solar cell has been treated analytically in one dimension. In practice more sophisticated numerical models must be used to describe a ‘real’ solar cell and to allow for a quantitative comparison of simulation results with solar cell measurements. More accurate models require two- or three-dimensional solar cell simulations, particularly with regard to the lateral current density flow, which may be substantial, to describe most of the high efficiency solar cell structures.

3.1 Previous work on multidimensional solar cell modelling

Numerical simulation techniques have been extensively used to quantify optical and electrical losses for many solar cell structures. Aberle et al. [32] presented a numerical optimisation study of high-efficiency silicon solar cells with rear point-contact patterns. This cell type shows low minority carrier recombination losses at the rear surface due to the small rear-surface metallisation fraction. This 2D parameter study took lateral current components due to the point contacts into account.

Recombination losses at the cell perimeter of solar cells which either stay embedded in the wafer or are sawn from the wafer can also be described using numerical methods, as described in this chapter (Altermatt et al., [33]).

Distributed resistive losses in the semiconductor material and in the front metal grid of high-efficiency silicon solar cells have been investigated using a combination of device simulation and circuit simulation. Such a combination allows the simulation of complete solar cells, instead of the usually restricted simulation domain, which is kept to a geometrically irreducible minimum. With the inclusion of the whole device domain, the predictions became so precise as to contribute significantly to an increase in the world record efficiency of silicon solar cells (Altermatt et al., [34]).

Optical and electrical losses of silicon-on-insulator thin-film solar cells with interdigitated front contacts are analysed in Chapter 6. These cells have two- and three-dimensional current flow patterns as well as a textured front surface for light trapping. Their performance was modelled by a combination of 3D optical ray tracing with 2D electrical device simulation.

Using ray tracing programs, the spatially dependent photogeneration rate of cells with textured surfaces can be calculated numerically (Section 3.4.3). For example, mechanically textured silicon solar cells were investigated by Zechner et al. by means of ray-tracing simulation [35].

Another solar cell structure with pronounced lateral current flow is the rear-contact cell of Swanson [36]. As both the emitter and the base of this cell are contacted at the back side,
there are no front-surface shading losses. Furthermore, this cell type allows for simplified module assembly because of the single-sided metallisation. The numerical simulation of rear-contacted silicon cells is discussed in detail in Chapter 7.

To describe current transport in metal–insulator–semiconductor silicon solar cells, a quantum mechanical model describing the tunnelling of charge carriers through the tunnel insulator of the metal-insulator contact is needed. The resulting set of equations cannot be solved analytically without making severe simplifying assumptions. A detailed numerical model utilising two-dimensional device simulation and circuit simulation was presented by Kuhlmann et al. [37].

3.2 Solving the semiconductor device equations numerically

For the numerical calculation of solar cell performance, the device equations 2.1, 2.6 and 2.7 are solved at discrete mesh-points in space. A comprehensive treatment of discretisation methods for semiconductor device simulation can be found in Selberherr [38]. In order to solve the Poisson equation plus the electron and hole continuity equations numerically, the box scheme as described by Bürgler [39] and Heiser [40] is discussed. The device volume is discretised. In other words, a symmetry element of the device is divided into boxes.

Fig. 7.3 shows an example of the discretisation of a symmetry element for a rear contact cell. A simple discretisation mesh can be constructed of rectangular boxes. However, a more efficient approach which is computationally less expensive is to use triangular boxes. Such triangular boxes can be seen around the enlarged n-contact in Fig. 7.3. A single box $\Omega_i$ of this two-dimensional discretisation mesh for one node $i$ (mesh-point) of the symmetry element is shown in Fig. 3.1. The boxes must be constructed such as to cover the whole symmetry element. Therefore, box boundaries (dashed lines) are chosen that are the perpendicular bisectors of the lines between neighbouring nodes.

Fig. 3.1: The graph shows part of a discretisation mesh for the electrical device simulation; solid lines are drawn between neighbouring mesh-points. The shaded area represents the volume $\Omega_i$ of a single box for a triangular discretisation mesh in two dimensions.
We shall now continue by deriving the discretised form of the Poisson equation (Eq. 2.1). In this derivation, the fact that an electrostatic electric field $\mathbf{E}$ is a conservative field is vital.\(^5\)

More generally, the partial differential equations treated here can be stated in a conservation law

$$\nabla \mathbf{\Gamma}(\vec{x}) = \Lambda(\vec{x}) \quad (3.1)$$

where $\mathbf{\Gamma}(\vec{x})$ is a vector field and $\Lambda(\vec{x})$ is a position-dependent scalar field. To obtain an equation for vertex $i$, Eq. 3.1 is integrated over the volume of box $\Omega_i$ using Gauss’s theorem

$$\int_{\Omega_i} \left[ \nabla \mathbf{\Gamma}(\vec{x}) - \Lambda(\vec{x}) \right] dV = \int_{\partial \Omega_i} \mathbf{\Gamma}(\vec{x}) \cdot \vec{n}(\vec{x}) - \int_{\Omega_i} \Lambda(\vec{x}) dV = 0. \quad (3.2)$$

The first term on the right hand side of Eq. 3.2 is integrated over the boundary $\partial \Omega$ of the box, i.e. $\vec{n}(\vec{x})$ denotes the normal vector of the box boundary. The discretised form of Eq. 3.2 can be written as

$$\sum_{j \neq i} \Gamma_{ij} d_{ij} - \Lambda_i V_i = 0 \quad (3.3)$$

where $\Gamma_{ij}$ is the projection of the vector field $\mathbf{\Gamma}(\vec{x})$ onto the edge $\vec{l}_{ij}$ from node $i$ to node $j$ (Fig. 3.1). Here $d_{ij}$ denotes the length of the perpendicular bisector on this edge. $\Lambda_i$ is the value of the scalar field $\Lambda(\vec{x})$ at node $i$. In two dimensions $V_i$ is the area of box $\Omega_i$, in three dimensions it is the box volume. The sum in Eq. 3.3 extends over all nodes $j$ that neighbour node $i$. Applying Eq. 3.3 to the Poisson equation 2.1 yields

$$\sum_{j \neq i} E_{ij} d_{ij} - \rho_i V_i = 0. \quad (3.4)$$

The electric field $\mathbf{E}$ in Eq. 3.4 can be expressed as the differential quotient $E_{ij} = -\left( \phi_i - \phi_j \right) / l_{ij}$, thus

$$F_{i}^\phi = -\sum_{j \neq i} \frac{d_{ij}}{l_{ij}} \phi_j - V_i \left( p_i - n_i + N_i \right) = 0 \quad (3.5)$$

where $\phi_j = \phi_i - \phi_j$ is the potential difference along $\vec{l}_{ij}$.

A thorough derivation of the discretised electron and hole continuity equations 2.4 and 2.5 is given in a thesis by Heiser [40]. The discretised continuity equations are

---

\(^5\) This means that Gauss’s theorem is valid, and the surface integral of $\mathbf{E}$ over a closed surface is equal to the volume integral over the total amount of charges enclosed by the surface.
Numerical solar cell modelling

\[ F_i^n = -\sum_{j=1}^{J} \frac{d_j}{l_j} \mu_{ij} B(n_j B(\phi_j) - n_j B(\phi_j)) + V_i (r_i - G_i) = 0 \] (3.6)

\[ F_i^p = -\sum_{j=1}^{J} \frac{d_j}{l_j} \mu_{ij} B(p_j B(\phi_j) - p_j B(\phi_j)) + V_i (r_i - G_i) = 0 \] (3.7)

where \( B \) is the Bernoulli function

\[ B(x) = \frac{x}{\exp(x) - 1} \] (3.8)

The mobility is denoted as \( \mu_y \), and is assumed to be constant on the box edge perpendicular to \( \tilde{l}_j \).

To solve the discretised differential equations 3.5–3.7 by computer, the physical entities have to be scaled. For example, carrier concentrations are scaled by the intrinsic carrier concentration, the electrostatic potential \( \phi \) is scaled by the thermal voltage \( V_{th} \), and the electric field is scaled by \( V_{th}/L_D \), where \( L_D \) is the Debye length (Eq. 2.18). This scaling is essential for the numerical calculation because the potential typically varies by one or two orders of magnitude whereas the carrier densities vary over ten to twenty orders of magnitude.

Eqs. 3.5–3.7 give rise to \( 3N \) partial differential equations from the \( N \) nodes of the discretisation mesh. These have solution variables \( \phi, n \) and \( p \). These differential equations can be abbreviated as

\[ F_i^\phi (\phi, n, p) = 0 \]
\[ F_i^n (\phi, n, p) = 0 \]
\[ F_i^p (\phi, n, p) = 0 \] (3.9)

These equations can be solved by the Newton method. Given the non-linear system of equations 3.9 written as

\[ \tilde{F}(\tilde{z}) = 0 \] (3.10)

the Newton procedure iteratively computes a new solution

\[ z_{i+1}^k = z_i^k + \delta s^k z_i^k \] (3.11)

from the old one \( z_i^k \). The update \( \delta s^k z_i^k \) is found as the solution of the equation

\[ \sum_j \frac{\partial F_j(z_i)}{\partial z_j^k} \delta s^k z_j^k = -F_i(\tilde{z}) \] (3.12)

To achieve numerical convergence of the Newton iteration, a damping factor \( 0 < s^k \leq 1 \), determined in each iteration step from the last successful one, is used in Eq. 3.12.
Equations 3.3–3.12 can be stated for one, two and three dimensions as discussed in ISE-TCAD [41]. An example of the one-dimensional solution of Eq. 3.10 is given in the next section, and applications for the two-dimensional case are treated in Chapters 6 and 7.

In modern device simulators, different solution methods can be chosen. It is possible to solve all $3N$ partial differential equations 3.10 together (‘coupled solution’). Another method with less demand on memory and faster convergence for low and intermediate injection conditions is the ‘plug-in method’: First the $N$ Poisson equations $F_{i}^{\phi}(\phi, n, p) = 0$ are solved. The resulting potential $\phi(\vec{x})$ is inserted into the electron continuity equations $F_{i}^{n}(\phi, n, p) = 0$, and iteration by the Newton method then yields a new electron density distribution $n(\vec{x})$. Both $\phi(\vec{x})$ and $n(\vec{x})$ are then used to solve the hole continuity equation $F_{i}^{p}(\phi, n, p) = 0$. 
3.3 Comparison of numerical and analytical solution

As an example of how Eq. 3.10 may be solved numerically, a p-n junction solar cell with diffused doping profiles will be modelled in one dimension. The cell model is shown in Fig. 3.2. The base material consists of homogeneously doped p-type silicon of 250 µm thickness. In order to reduce the surface recombination velocity at the rear surface a back-surface field was built into the cell. The doping profiles for the emitter and the back surface field are of Gaussian form (Fig. 3.2b).

Fig. 3.2: A one-dimensional model of a planar silicon solar cell with Gaussian doping profiles: (a) A back surface field and the series and shunt resistances are accounted for; (b) doping density distribution. For this simulation a doping profile of Gaussian shape with a peak doping density of $5 \times 10^{18}$ cm$^{-3}$ and a junction depth of 1.4 µm was assumed. The base diffusion length was taken as $L_d = 350$ µm and the cell thickness as 250 µm; the surface recombination velocity was set to $S = 800$ cm s$^{-1}$ at the front and $S = 10^5$ cm s$^{-1}$ at the rear. The calculated solar cell output parameters are $i_{sc} = 37.6$ mA cm$^{-2}$, $V_{oc} = 626$ mV, $\eta_{fill} = 73$ % and a conversion efficiency of $\eta = 17.2$ %. One-Sun (AM 1.5) illumination was assumed.

Most of the restrictions of the analytical models can be overcome by solving the transport equations numerically. The doping dependence of charge carrier mobility, mentioned in Section 2.3.9, and band gap narrowing in heavily doped regions of the cell, arising from many-body interactions of the charge carriers, can both be incorporated (Chapter 5). Moreover, the coupled set of differential equations 3.10 can be solved for intermediate- and high-injection conditions, whereas for low-injection conditions only analytical solutions can be found.

The simulations presented in this section were performed with the program PC1D, which is commonly used for one-dimensional solar cell simulations ([42]; [43]; [44]).

Fig. 3.3 shows the simulated space-charge density, the electric field and the inner potential across the p-n junction for this particular cell. The curves were calculated for three terminal voltages: $V = 0$, $V = V_{mmp}$, and $V = V_{oc}$. Note the difference between the results shown in Fig. 2.2 and Fig. 3.3. The numerically simulated space-charge density distribution is smooth in comparison to the sharp analytical case. The highest space-charge density is found for short-circuit conditions. Applying a forward bias to the p-n junction injects carriers into the depletion region and reduces the space-charge density.
Fig. 3.3: (a) Space-charge density $\rho(x)$; (b) electric field $\mathcal{E}(x)$; (c) inner potential $\phi(x)$ across the $p-n$ junction of the sample cell drawn in Fig. 3.1. Compare with the idealised Schottky exhaustion layer case shown in Fig. 2.2.
The electric field in the space-charge region is also reduced by forward bias, as shown in Fig. 3.3b. In contrast with the abrupt-doping case, the electric field does not vanish in the \( n \)-type quasineutral region. The net force on an electron is given by

\[
F_e = q \, E(x) + kT \frac{d[\ln n(x)]}{dx}
\]

(3.13)

where the first term of Eq. 3.13 is the drift force and the second term is the diffusive force. For equilibrium conditions the net force on an electron is zero. Substituting the Gaussian doping profile with the electron density \( n(x) \)

\[
N_d(x) = N_d(H_n) \exp \left[ -\frac{(x-H_n)^2}{2\sigma^2} \right]
\]

(3.14)

where \( \sigma \) is the standard deviation and setting \( F_e = 0 \) yields

\[
E(x) = \frac{\ln n}{\sigma^2}.
\]

(3.15)

Thus, a doping gradient of Gaussian shape produces the linear dependence of the electric field on position shown in the \( n \)-QNR of Fig. 3.3b.

Fig. 3.4 shows the numerically calculated band-edge energies, quasi-Fermi potentials, carrier densities and current densities for short-circuit conditions. Cell parameters are listed in the caption in Fig. 3.2. The equilibrium carrier densities shown as black curves in Fig. 3.5b can be compared with Fig. 2.3. Again, the electron majority concentration in the quasineutral region is given by the doping profile. The small electron minority concentration gradient in the \( p \)-type quasineutral region is due to the long diffusion length of \( L_h = 350 \mu \text{m} \) (see Eq. 2.63), which is greater than the cell thickness of 250 \( \mu \text{m} \). This is typical for high-performance c-Si cells.
Fig. 3.4: A cut through the whole cell for short-circuit conditions. The black curves are calculated for dark conditions, the red curves for illuminated conditions. (a) Band-edge energies and quasi-Fermi energies (QFE); (b) electron density and hole density; (c) electron current density, hole current density and total current density.
Fig. 3.5: Enlargement of the emitter region for short-circuit conditions.
Fig. 3.6: A cut through the whole cell is drawn for open-circuit conditions ($V = V_\text{oc}$). The black curves are calculated for an applied voltage equal to $V_\text{oc}$ of the illuminated cell.
Fig. 3.7: Enlargement of the emitter region for open-circuit conditions.
To solve the differential equations for the carrier densities, it was assumed that the photogenerated carrier density vanishes at the edge of the depletion region. In Section 2.2.5, this was expressed by the boundary condition \( n^0(-W_p)=0 \) (Eq. 2.87). That is to say, in the analytical approximation the space-charge region serves as a perfect sink for minority carriers, i.e. minority carriers at one edge of the space charge region are transferred to the opposite edge where they emerge as majority carriers. This boundary condition can be checked by looking at Fig. 3.4b, which shows the dark and illuminated charge carrier densities for short-circuit conditions. The numerical simulation reveals that the boundary condition 2.87 is an idealisation for short-circuit conditions. However, this assumption can be justified as giving a good degree of accuracy for open-circuit conditions; the differences between dark and illuminated minority carrier concentrations at the edges of the depletion region are small for \( V=V_{oc} \), as can be seen in Fig. 3.6b.

The quasi-Fermi levels are separated by the simulated open-circuit voltage of 626 mV, given by Eq. 2.47. This can be seen in Fig. 3.6a. Under illumination the electron and hole currents \( J_e \) and \( J_h \) are mainly recombination currents at open-circuit conditions. The small total current density depicted by the red dotted line in Fig. 3.5c is a result of the current feeding into the external shunt resistance \( R_p \).

### 3.4 Ray tracing

The external reflection of a textured silicon surface is minimised by the multiple reflections of the incoming light at the front surface. Furthermore, the light trapping quality of a texturisation scheme can be enhanced by the rough rear cell surface [27]. These effects cannot accurately be described using analytical approaches as in Section 2.3.7.

Ray tracing procedures allow the calculation of optical properties of silicon solar cells with textured surfaces. This is especially important for the investigation of light confinement in thin silicon solar cells. The ray tracing programs TEXTURE [45], SUNRAYS [46], SONNE [35] and RAYN (Section 3.4.2) are based on geometrical optics. These programs account for the wavelength, the angle of incidence, the optical constant of antireflection layers and contacting metals.

### 3.4.1 Light trapping investigations

Light confinement in thin planar silicon cells was studied by Goetzberger in 1981 using an analytical approach [47]. Ideal diffuse reflection at the rear surface was assumed. With such a

---

\[6\] Although the mentioned programs allowed the investigation of a wide range of surface textures, there is still no 'general purpose' ray tracing program publicly available. Typically, the source code of an existing ray tracing program has to be modified in order to define sufficiently realistic simulation conditions to match new problems (e.g. round shapes, non-standard illumination conditions, polarisation of light, non-Lambertian surface roughness, absorbing antireflection coatings, 3D-spatially distributed absorption etc.). Various laboratories (Fraunhofer ISE, University of New South Wales, University of Konstanz and others) have developed their own ray tracing software suitable for handling special cases of interest.
perfect rear reflector, a fraction of the light equal to $1/n^2$ is lost each time a ray strikes the top surface, assuming unity transmittivity of the front surface. Here, $n$ refers to the ratio of internal to external refractive indices.

The maximum optical pathlength enhancement of such a randomising scheme was calculated as $4n^2$ by Yablonovitch [48]. This is equivalent to a pathlength enhancement factor of around 50 for silicon, that is, the average pathlength of a light beam is enhanced by 50 times the cells thickness.

Substrates with pyramidally textured surfaces were analysed by Campbell using ray tracing [49]. Light trapping schemes with front surface texture and a planar rear surface were investigated. Random pyramids were shown to provide superior light confinement compared to a regular pyramid texture. The weakness of the single sided pyramidally textured schemes is the high proportion of light coupling out after only two passes. Enhanced light confinement can be achieved by arranging pyramids in groups as regular square arrays (‘tylers pattern’). Campbell also studied double-sided textures, which revealed enhanced light trapping properties compared to single sided textures. A comprehensive overview on light trapping investigations was compiled by Thorp [50].

The optical path length enhancement of light trapping schemes using inverted pyramids on the front side was investigated by Wagner and the author of this thesis at Fraunhofer ISE [51]. The ray tracing program RAYN was used which is described in detail in Section 3.4.2. A textured structure with a planar reflector at the back enhances the optical path length 9 times. This value is much smaller than that for an ideal diffuse back reflector, which yields a pathlength enhancement factor of 25. Therefore, structures with an ideal diffuse back reflector are better suited for textured thin silicon solar cells than those with a planar rear surface.

The above mentioned investigations assumed ideal diffuse reflection according to Lambert’s law. This law states that the intensity of light reflected from a surface is proportional to the cosine of the angle between the vector to the light source and the normal vector perpendicular to the surface. Assuming ideal diffuse reflection, the amount of reflected light is independent of the observer's position.

However, experimentally observed scattering patterns from semi-circular silicon probes, sandblasted (rough) on the planar part, do not exhibit ideal diffuse reflection [52]. The observed scattering pattern of internally reflected light shows a symmetrical distribution around the direction of direct reflection. The width of the scattering cone depends on the surface roughness. Realistic light scattering can be modelled using RAYN as outlined in Section 3.4.2.

### 3.4.2 The ray tracing program RAYN

The ray tracing modelling in this work was performed with the program RAYN which was originally developed by Wagner in order to optimise the illumination homogeneity in rapid thermal processing ovens [53]. It is written in the programming language C. The program was extended by the author of this thesis for the simulation of the optical properties of silicon solar
cells [26]. RAYN has also been used by R. Preu [54] and P. Koltay [55] to investigate the absorption enhancement resulting from the structuring of cell interconnectors in solar modules.

In RAYN, rays are randomly generated and geometrically traced through a geometrical structure until the intensity of a ray is below a threshold value. This threshold value must be set very low (especially for long wavelengths above 1000 nm) since only a small fraction of the ray is absorbed in each pass through the structure. This is due to the low absorption by silicon of photons with an energy close to the bandgap energy. Since for each ray a reflected and a refracted ray have to be traced, the total number of rays to be computed becomes higher than in the visible wavelength range. Polarisation of light is not considered by this program. An average over $p$- and $s$-type polarisation is taken for oblique light incidence. This average is a good approximation for unpolarised incident light [56].

Structures investigated with RAYN are composed using several types of optical surface:

**Light emitting surfaces** are used to illuminate the ray tracing geometry (Fig. 3.8a). The starting points for rays are generated randomly with equal distribution over the emitting surface. An angular distribution can be specified as well.

**Absorbing surfaces** are used to model a light detector or a non-transparent surface in a solar cell (Fig. 3.8b). Additionally, reflecting boundary conditions of the ray tracing geometry can be modelled using this surface type by specifying zero absorptivity.

Antireflection coatings are modelled with **multilayer surfaces** (Fig. 3.8c). The angular and wavelength dependent reflectivity of a surface covered with thin antireflection layers is calculated using Born's matrix method [57]. To monitor the light flux through a plane, **virtual surfaces** are implemented in RAYN (Fig. 3.8d). Such virtual surfaces are also needed to model closed surfaces of boxes. This allows the application of the divergence theorem: the total absorption in the box volume enclosed by the surfaces is equal to the light flux through all surfaces limiting the box.
Diffusive reflection from the bright etched surfaces used on the rear of the Fraunhofer ISE high efficiency solar cells was realistically modelled by a model of Phong [58]. The scattering of light with initial intensity $I_0$ is expressed as a symmetrical scattering pattern about the direction of direct reflection. $I(\alpha)$, where $\alpha$ is the angle off the direction of direct reflection (see Fig. 3.9) is given as an angular distribution

$$I(\alpha) = I_0 \cos^w(\alpha). \quad (3.16)$$

The "Phong exponent" $w$ determines the width of the scattering cone. With Phong reflection the direction of beam propagation is not fully randomised, but essentially remains close to the angle of direct reflection. This can be modelled by adding a random angle offset to reflected rays. The angular distribution of a large number of traced rays is computed using an angular scattering probability as to fit the chosen distribution $I(\alpha)$. Phong reflection gives a more realistic description of the observed scattering pattern of bright etched silicon surfaces than a superposition of direct and Lambertian reflection.

### 3.4.3 Simulation of normalised generation function

Numerical device simulation programs cannot handle the 3D-distribution of optical charge carrier generation due to the surface texture. Spatial resolution within a single optical symmetry element of for example 10 µm width is not compatible with the wide contact spacing of about 800 µm. Thus, a 1D projection of the three-dimensionally simulated charge carrier generation rates is necessary. A simple parallel projection leads to an unrealistic generation function with $g(\lambda, z) = 0$ of a textured surface.

In this work the depth dependence of the normalised generation function $g(\lambda, z)$ is obtained via a projection technique to give the 3D generation function adapted specifically for textured surfaces as shown in Fig. 4.5. The volume close to the surface is divided into layers parallel to the surface. Carriers generated within each layer are attributed to the respective 1D depth coordinate, since they have approximately equal probability of reaching the surface.

Utilising the normalised generation function provided by RAYN, counteracting optical and electrical loss mechanisms can be described by combining realistic optical modelling with semiconductor device simulation (Section 6.5). This is an advantage over the ray tracing programs mentioned previously.
3.5 Numerical modelling of differential spectral response

The differential spectral response of a solar cell can be simulated by a numerical approach which was developed during the course of this thesis.

Below, $E$ denotes the total irradiance ($\text{W m}^{-2}$) and $E_\lambda$ is the spectral irradiance at a given wavelength ($\text{W m}^{-2} \text{nm}^{-1}$).

The differential spectral response (Eq. 2.) can be approximated by

$$\tilde{S}(\lambda) \approx \frac{J(G_0 + G_\lambda) - J(G_0)}{E(G_0 + G_\lambda) - E(G_0)}$$

where $J(G_0)$ is the short circuit current density determined for illumination with the bias light generation profile $G_0(x)$ and $E(G_0)$ is the bias light irradiance. By analogy, $J(G_0 + G_\lambda)$ and $E(G_0 + G_\lambda)$ are the short circuit current density and irradiance, respectively, determined for illumination with added monochromatic light of wavelength $\lambda$. $G_0(x)$ is determined from the normalised generation function $g(\lambda, x)$ (Eq. 2.130) simulated using RAYN.

To avoid numerical errors in solving the integral, the solar spectral irradiance for AM1.5 conditions is divided into $m$ wavelength intervals each containing $1/m$ of the total irradiance $E$. The centroid wavelengths $\lambda_i$ for $m=100$ equal irradiance intervals $\Delta E$ of the AM1.5 spectrum are tabulated in Ref. [59]. Each irradiance interval $\Delta E$ contains

$$\Delta E = \frac{1}{m} E = E \Delta \lambda_i = 10 \frac{W}{m^2}$$

and thus

$$G_0(x) = \int d\lambda E_\lambda \frac{\lambda}{hc} g(\lambda, x)$$

$$= \frac{1}{hc} \sum_{i=1}^{m} \Delta \lambda_i E_\lambda \frac{\lambda_i}{hc} g(\lambda_i, x)$$

$$= \frac{1}{hc} \frac{E}{m} \sum_{i=1}^{m} \lambda_i g(\lambda_i, x).$$

In order to simulate the differential spectral response, monochromatic light of wavelength $\lambda_k$ is added to the bias light generation profile $G_0(x)$

$$G_k(x) = \frac{1}{hc} \frac{E}{m} \left( \sum_{i=1}^{m} (1 + b \delta_{\lambda_k}) \lambda_i g(\lambda_i, x) \right)$$

(3.19)
where $\delta_{ki} = 1$ for $k = i$ and $0$ for $k \neq i$ and the intensity of monochromatic light is given by $b \frac{E}{m}$ (i.e. $b=1$ equals 10 W/m² added monochromatic light for $m=100$ and $E=1000 \frac{W}{m^2}$ using the mentioned AM1.5 spectrum).

The differential spectral response at wavelength $\lambda_k$ is found by numerical simulation to be

$$\tilde{s}(\lambda_k) = \frac{J(G_k) - J(G_0)}{b \frac{E}{m}}$$

(3.20)

where $J(G_k)$ is the short circuit current density for illumination with the generation profile $G_k(x)$. Thus, modelling a numerical semiconductor device according to Eq. 3.20 allows the direct simulation of the measurement technique introduced by Metzdorf [28] for determining the differential spectral response.

This simulation technique can be used to numerically investigate the origins of current-irradiance non-linearities as observed for rear-contact silicon solar cells (Fig. 7.9).
3.6 Circuit simulation

A discretisation mesh of the entire solar cell device volume could not be constructed, using state-of-the-art simulation software nor could the device equations be solved on such a huge mesh. Therefore, semiconductor device simulation as described in Section 3.2 is restricted to a symmetry element representing an irreducible section of the solar cell. Considering a solar cell with single sided contacts this symmetry element of the interior cell part typically consists of one \( n \)- to \( p \)-contact finger distance multiplied by the wafer thickness for a 2D simulation.

Losses arising from the ohmic metal resistance and recombination losses at the cell perimeter can not be included using a symmetry element of the interior cell part. These losses can be accounted for by using the circuit simulation method [60].

An equivalent circuit of a solar cell with single sided interdigitated contact grid is shown in Fig. 3.10. It consists of elementary diodes (E) and perimeter diodes (P) which are connected by Ohmic resistors. Contact pads of the solar cell are located in the upper corners of the graph. The \( I-V \) curve of each diode is simulated by semiconductor device simulation and tabulated. These tabulated \( I-V \) curves are considered as voltage controlled current sources in the subsequent circuit simulation [41]. Each current density value of a diode is scaled by an associated area fraction shown as hatched areas in Fig. 3.10. For symmetry reasons only half of the metal grid has to be resolved in the circuit simulation in order to describe the \( I-V \) curve of an entire solar cell.
The total current flow causes a voltage drop along the metal grid. Thus, different cell regions (represented by the tabulated $I-V$ curves in the circuit) are driven by different voltages to that at the contact pads. The resulting losses are known as non-generation losses [61].
This chapter has presented an overview of numerical methods of silicon solar cell simulation. It has briefly explained how the basic equations that govern carrier transport in solar cells can be solved numerically using a discretisation method.

One-dimensional numerical solutions of the semiconductor device equations using the program PC1D are presented for a p-n junction solar cell with a diffused emitter. The position dependent carrier- and current densities for short-circuit, maximum power and open-circuit conditions have been compared to the analytical Shockley model.

Early analytical light trapping investigations were performed for planar cells with ideal diffuse reflectors on the rear side of the wafer. Modelling light trapping in textured silicon solar cells requires numerical ray tracing techniques. This led B. Wagner and the author of this thesis to develop the ray tracing program RAYN. This program is capable of handling textured surfaces, antireflection coatings, non-Lambertian surface roughness (Phong model), and spatially distributed absorption. RAYN represents an improvement compared to other ray tracing software as it has achieved a more realistic description of surface roughness: Modelled scattering patterns of rough silicon surfaces are observed to match those determined by experiment.

RAYN was used to simulate the external reflection and absorption of silicon solar cells textured with inverted pyramids and random pyramids. In addition, the absorption enhancement due to structuring of cell interconnectors in solar modules has been investigated by R. Preu and P. Koltay using RAYN.

Using RAYN, the normalised generation function of a solar cell with textured surfaces can be simulated. This is essential in order to realistically simulate the short circuit current of textured cells, especially textured thin silicon solar cells. Furthermore, the normalised generation function calculated by RAYN provides the basis for modelling the differential spectral response of solar cells with injection level-dependent recombination mechanisms. This feature is not provided by other ray tracing programs.

Distributed resistive losses in the metal grid can be accounted for by applying the circuit simulation method. Moreover, this method accounts for non-generation losses: when the entire cell is operating at maximum power, different cell parts work at different voltages. Therefore, the maximum power point of the entire cell deviates from the maximum power point of the elementary diodes constituting the circuit.

Losses due to recombination of charge carriers at the solar cell perimeter can be quantified as well by introducing $I-V$ curves of the perimeter region into the circuit simulation.

Both distributed Ohmic losses in the metal grid and perimeter losses influence the solar cell’s fill factor (this will be exemplified in Sections 7.7 and 7.8).
4 An object oriented approach to analytical and numerical modelling of silicon solar cells

4.1 Introduction

A two- or three-dimensional computer simulation of a solar cell is often considered as an attempt to estimate the cell output parameters by feeding black boxes (executable programs) with several independent input parameters. The input parameters specify the optical properties of antireflection coatings, the surface texture, the device geometry, and the doping profiles. Furthermore, details of physical models like those for carrier recombination and minority carrier mobility etc. have to be specified.

However, when solving a scientific problem, researchers communicate in abstract terms, rather than exchanging numerous lists of numbers.

Accordingly, how can our knowledge of the physical properties of solar cells be organised in terms of a hierarchy of categories reflecting the way we formulate problems when discussing them in a research group? In this study the problem is solved by using the object oriented paradigm, which is a new way of thinking about the process of decomposing problems and developing programming solutions.

4.2 The purpose of PVObjects

The design of PVObjects allows us to examine a wide variety of solar cell-related problems. Some examples of this are outlined in the following:

- Reflection and absorption of a textured silicon wafer or encapsulated solar module can be simulated using ray tracing techniques.

- Models describing the solar cell physics can be accessed separately, e.g. mobility, band gap, and recombination models. This is useful in gaining insight into the physical dependencies without having to perform a complete device simulation.

- The electrical symmetry element of device simulations is based on a simple set of two- and three-dimensional geometrical elements implemented as objects. All geometrical and doping parameters determining the topology of the device can be varied.

Solar cells are represented by complex objects (solar cell models), in which all of the above-mentioned objects are embedded. A solar cell model includes several interfaces with commercial device simulation programs.

All the standard measurement procedures of a characterisation laboratory for solar cell analysis can be simulated: the external reflection, the spectral response, the dark- and
illuminated $I-V$ curve, and the $J_{sc}-V_{oc}$ curve. This is achieved by passing a solar cell model to an object representing a measurement apparatus in a virtual laboratory.

### 4.3 Object oriented programming with application to solar cell simulation

In the following, the basic principles of object oriented programming are outlined with application to the analytical and numerical modelling of silicon homo-junction solar cells.

Object oriented programs can be seen as a collection of largely autonomous agents, called objects [62]. These objects encapsulate both the data values and the operation information. Operations that an object can perform are called methods. Writing an object oriented program means first of all defining the object classes. The object classes determine the object’s behaviour; that is, the data structure and the methods are defined in the classes. Every object is an instance of a class. To illustrate the meaning of class and object think of the class "solar car" and of the object "Dream" as an instance (or one realisation with this name) of the class solar cars.

PVOBjects was implemented in the scientific software tool Mathematica [63] using an object oriented extension [64]. PVOBjects is designed according to the way we think when analysing solar cells: there are specialists involved in the characterisation process. The main
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Fig. 4.1: The object tree called SemiconductorPhysicist\Material is shown. The degree of specialisation increases to the right in the tree. The concept of inheritance can be illustrated with the class semiconductor, which represents an abstract base class. The more specialised class silicon inherits attributes of the class semiconductor.
specialists are the OpticSpecialist, the SemiconductorPhysicist and the SolarCellResearcher. Each object tree, to be described in the following, belongs to one of these three specialists.

4.3.1 Abstraction and inheritance

Abstraction is a mechanism to control complexity: if a number of related data types share some common characteristics, they are isolated and encapsulated in an abstract object class. Specialisations of the abstract class are implemented as subclasses inheriting the characteristics of the superclass. Only the aspects in which a class differs from its superclass, have to be implemented. Therefore much of the program code needs to be written only once. This ensures consistency and reduces development time. Constructing object trees using the mechanisms of abstraction and inheritance allows us to create categories of object classes that reflect the structure of terms in our natural human language. This can be illustrated by the object tree shown in Fig. 4.1 including material objects needed for the simulation of silicon solar cells.

Isolators, semiconductors and contacts are implemented as subclasses of the abstract class material. For instance, an abstract class semiconductor provides the material features common to all semiconductors; it contains methods for the definition of a band gap model, a model for the charge carrier mobility, and so on.

4.3.2 Polymorphism and reusable code

When simulating solar cells, a basic consideration is how to represent their physical dependencies in a computer model. Often one has to compare the influence of different physical models on the cell’s characteristics. Consider different models for the minority carrier mobility, e.g. the model of Masetti [65] and that one of Cuevas [66]. The temperature dependency of the mobility is included in Masetti’s model, whereas Cuevas’ parameterisation is given for a fixed temperature only. Therefore, in a functional implementation one has to deal with different numbers of arguments for the calculation of the mobility. As a consequence, the code for the calculation of the mobility as a function of doping density has to be written twice. This leads to a tight interconnectedness of the software, which was a major problem in past implementations, insofar as the extraction of elements of the software from one project to another, unrelated project was difficult.

One tool for writing "reusable" software is polymorphism. It permits a code to be written once, at a high level of abstraction, and to be tailored as required to fit a variety of situations.

An example of the calculation of the minority carrier mobility with a reusable code is given in Fig. 4.2. The function calculateMobility accepts an object of type mobilityModel, regardless of the detailed dependency hidden in the model. Applying the polymorphic method electronMinorityPar to the mobility, the mobility parameters are switched to a parameter set describing electrons as minority charge carriers. This parameter set is hidden in the object; in other words, the data defining the model’s dependency on electrons as minority carriers are part of the object.
Instances of object classes embedding in other objects are a powerful tool for structuring object oriented programs. Fig. 4.3 shows part of the structure of the abstract base class semiconductor with an embedded model for the density of states in the conduction band. Furthermore, the model for the density of states contains an embedded class for the calculation of the silicon band gap.

Each embedded object can be used autonomously. This allows us to immediately focus on specific physical dependencies, without any further programming effort. An example is given in Fig. 4.4. The effective intrinsic carrier density of silicon is calculated depending on the donor density for two different models of the effective intrinsic density. The object delAlamo shows a constant effective intrinsic density value for donor densities lower than $7 \times 10^{17}$ cm$^{-3}$ whereas the object schenk shows a smooth curve (Fig. 4.4a). The shape of the two effective
intrinsic density curves can be understood by looking at the embedded band gap narrowing models. As each model for the effective intrinsic density embeds a band gap narrowing model it is easy to investigation this. The method `giveBandGapNarrowingModel` in Fig. 4.4b extracts the objects for the band gap narrowing. Plotting the band gap narrowing model depending on the donor density yields the curves shown in Fig. 4.4b which explains the effective intrinsic density curves. The band gap narrowing model of Schenk [68] is derived from quantum mechanics, leading to a smooth curve; whereas del Alamo [69] gave an empirical fit expression, leading to the dash-dotted curve with the kink in Fig. 4.4b.

The object oriented approach is superior to functional programming, where complex functions are behaving like a black box: as explained in the introduction, due to the high level of interconnectedness in functional software, specific physical dependencies cannot easily be accessed.
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Fig. 4.4: Focusing on model dependencies is easy because each object can be used autonomously: (a) Effective intrinsic density $n_{\text{eff}}$ of silicon as a function of doping for two different models; (b) focusing on band gap narrowing models to explain differences in $n_{\text{eff}}$. 
4.4 An object class for the simulation of optical properties

This section describes optical models for silicon solar cells. From an abstract point of view, the most important spectrally dependent properties of any silicon solar cell structure are the external reflection and the light trapping quality; that is, the fraction of incident light absorbed in the electrically active part of the solar cell. Moreover, it is important to calculate the charge carrier generation profile in the solar cell structure to realistically simulate the short circuit current density using an electrical device simulation program.

Fig. 4.5 shows an object tree for the optical simulation of silicon solar cells. Methods for the above-mentioned optical properties are implemented in the object class `opticalGeneration`. The optical properties can be calculated analytically in the case of a planar front and rear surface of a silicon wafer (Section 2.3.8). This model is implemented in the object class `analyticalOpticalGeneration`.

A numerical approach to the simulation of textured silicon solar cells is achieved by interfacing with the ray tracing program `RAYN` which is described in detail in Section 3.4.

4.4.1 Light trapping geometries

Models for the most important light trapping geometries realised at Fraunhofer ISE are implemented in `PVObjects` as subclasses of the object class `opticalGenerationStack` (Fig. 4.5). This class represents optical symmetry elements with stacked optical boundaries. An optical boundary consists of optical surfaces, which are shown in Fig. 3.8.

Three examples of optical symmetry elements are shown in Fig. 4.5a - d.

Optical properties of regular inverted pyramids etched in monocrystalline silicon are modelled with the object class `invertedPyramidGeneration` [27]. It embeds the optical symmetry element shown in Fig. 4.5a, b. The inverted pyramid on the front side is composed of four triangular-shaped multi-layered surfaces. Therefore, antireflection coatings on textured surfaces can be simulated as well.

Optical properties of random upright pyramids can be approximated by an optical symmetry element composed of one upright pyramid [70]. This optical symmetry element is embedded in the object class `uprightPyramidGeneration` shown in Fig. 4.5c.

Light trapping in thin film silicon solar cells can be simulated with the object classes `planarThinFilmGeneration` and `invertedThinFilmGeneration`. The optical symmetry element shown in Fig. 4.5d describes a thin-film layer deposited on a substrate. Light trapping in the thin silicon layer is achieved using inverted pyramids on the front side and an intermediate oxide layer, which acts as a backside reflector. The intermediate oxide is modelled by a multi-layered surface [71].
Fig. 4.5: The graph shows objects of the package `OpticSpecialist.OpticalGeneration` describing the optical properties of textured monocrystalline silicon solar cells: (a) The optical symmetry elements are implemented in three dimensions, graphs b - d are 2D-cuts through the respective 3D-symmetry element; (b) front texture with inverted pyramids; (c) upright pyramid; (d) inverted pyramid texture of a thin film cell on an insulating substrate.
4.4.2 Example: Optical characterisation of thin silicon solar cells

This section presents an example ray tracing calculation of the optical properties of a planar silicon on insulator (SOI) solar cell [72]. The modelling was performed with the object `planarThinFilmGeneration`. The complete code for the simulation and graphical output is shown in Fig. 4.6.

The external reflection of the SOI cell is plotted as a solid line in Fig. 4.6a. In the example the object of class `planarThinFilmGeneration` assumes a default thickness of the surface passivation oxide of 105 nm. The external quantum efficiency of a solar cell with these optical features cannot exceed the upper limit plotted as a dash-dotted line in Fig. 4.6a (active absorption). Maximum transmission of light through the intermediate oxide layer occurs at 1050 nm: 40 % of light at this wavelength is transmitted through the intermediate oxide layer and absorbed mostly in the supporting substrate (dotted line in Fig. 4.6a).

Another interesting feature of the class `opticalGeneration` is its ability to simulate mixtures of white light illumination and additional monochromatic illumination. Different mixtures can be simulated where the ray tracing procedure is invoked only once. An example calculation is shown in Fig. 4.6b. The incident light intensity is varied from 0.001 suns to 10 suns. Additional monochromatic illumination with 1100 nm wavelength and an intensity of 10 W/m² was set. The curves in Fig. 4.6b show depth-dependent optical generation profiles. A discontinuity of the generation profile is found at a depth of 30 µm. This is due to reflection of light at the intermediate oxide layer.

The example discussed above illustrates the autonomous use of complex objects in `PVObjects`. Only a few parameters have to be specified, differing from default settings to obtain reasonable results. This ensures a short and clear code. Data generated by the objects can immediately be displayed with `Mathematica`, as demonstrated in Fig. 4.6.
Fig. 4.6: *Mathematica* input and output for the simulation of the optical properties of a 30 µm thick planar SOI solar cell on a 200 nm thick insulating intermediate oxide layer. The intermediate oxide layer is assumed to be rough.
4.5 Solar cell models

This section presents an object oriented implementation of models describing solar cells. A solar cell is represented by an object of class \textit{solarCellModel}. The object class \textit{solarCellModel} can be associated with the prototype of a solar cell: if no further details of the term solar cell are explained, the author thinks of a homo-junction silicon solar cell with a boron-doped base and a phosphorous-doped emitter. Therefore, the abstract base class \textit{solarCellModel} collects material properties of this solar cell prototype by means of embedded material objects which are independent of the device geometry. The definition of subclasses is based on the distinction between analytical solar cell models and numerical solar cell models.

4.5.1 An abstract class for the simulation of silicon solar cells

A \textit{p-n} junction silicon solar cell consists of a base, an emitter and two contact types. Therefore, these shared characteristics are isolated in an abstract class - the object class called \textit{solarCellModel}. The objects for the base and emitter are embedded in the solar cell model, and are sub-objects of the \textit{silicon} class including the doping type (Fig. 4.1). It provides methods of calculating all important semiconductor properties such as the effective intrinsic density, doping dependent mobility, charge carrier dependent recombination rates etc.

Another feature common to all solar cells is that they are illuminated with light, causing charge carriers generated in the base and emitter. To subsume the optical properties of the device, the solar cell model embeds an object \textit{opticalGeneration} describing the optical charge carrier generation as explained above.

4.5.2 Numerical device simulation tools

For exact solar cell simulations, numerical device simulation programs have to be involved. The most important steps for the device simulation are ray tracing simulation, construction of a discretisation mesh, and numerical device simulation, performed with the programs \textit{RAYN} (Section 3.4.2), \textit{MESH} and \textit{DESSIS} [41], respectively. The objects involved in the numerical simulation process are shown in the object tree of Fig. 4.7. The \textit{Mathematica} objects \textit{mesh} and \textit{DESSIS} provide interface methods for the programs \textit{MESH} and \textit{DESSIS}. The operating system-specific code is collected in the class \textit{computer}, which is embedded in the class \textit{simulationTool}. Objects of the class \textit{computer} for the operating systems Linux and HP-Unix have been implemented so far.

The device simulation program \textit{DESSIS} allows us to use different solution algorithms. The selection of the solution algorithm and details concerning the order of solving the Poisson equation and the electron and hole continuity equations are embedded in subclasses of \textit{dessisSolveScheme} (Fig. 4.7).

An object of type \textit{dessisSolveStrategy} provides interface methods specifying the voltage applied to the solar cell device within \textit{DESSIS}. For example, an instance of \textit{dessisSolveStrategyQuasistationary} can be used to ramp the voltage applied to the solar cell contacts to a given level assuming quasistationary conditions in the device.
Finally, the optical generation rates at the nodes of a discretisation mesh have to be specified. This is achieved by using an object of type `illuminationAssistant`. Files specifying optical generation rates can be generated with this object for white light illumination and for added monochromatic light (see Fig. 4.6b). The last case is important for the simulation of the spectral response of a solar cell.

The class `numericalSolarCellModel` embeds all simulation tools shown in Fig. 4.7. Details concerning the device geometry are specified in subclasses of the class `numericalSolarCellModel`; this will be discussed in the following section.

### 4.5.3 Two and three-dimensional solar cell geometries

In order to numerically simulate the electrical characteristics of a solar cell with a device simulation program, a geometrically irreducible symmetry element of the cell has to be constructed.

In `PVObjects` all physical dimensions and doping profiles are encapsulated in a subclass of `electricalSymmetryElement`. Fig. 4.8 shows two examples of geometrically irreducible symmetry elements with reflecting boundary conditions: (a) two-dimensional symmetry element of a silicon on insulator thin film cell with both contacts on the front side; (b) three-dimensional symmetry element of an emitter wrap-through cell. The front and rear emitters are connected by a diffusion through holes (called hole emitter). Due to the current collecting
activity of the hole emitter, the current flow patterns found in an emitter wrap-through cell cannot accurately be described by a two-dimensional model.

The conception of the object class `electricalSymmetryElement` minimises the implementation effort for the simulation of a new solar cell geometry: the coordinates of all cell regions are calculated from a few fundamental dimensions, e.g. from the cell thickness, the spacing of the metal contact fingers, etc. This allows for variation of the size or thickness of the symmetry element without having to draw the symmetry element anew with a CAD tool.

An electrical symmetry element is constructed from subobjects of the classes `region` and `profile` shown in Fig. 4.1.

An object of type `refinementAssistant` helps to construct discretisation meshes for the electrical device simulation in two and three dimensions. The regions of a semiconductor device have to be refined differently. A high density of mesh points in device regions with a
steep doping gradient is needed for the convergence of the numerical device simulation. Therefore, refinement regions used by the refinementAssistant are distinguished as follows: bulk refinement, optical refinement at illuminated surfaces with high gradients of optically generated charge carriers, emitter refinement, space charge region refinement and contact refinement. Typically, a device region is given as an argument to the refinementAssistant and the type of refinement is specified. The refinementAssistant automatically provides the output for the program MESH which is used for the construction of the electrical discretisation mesh.

Fig. 4.9: Discretisation meshes created by the refinementAssistant; (a) Emitter refinement at the front surface of a three-dimensional cell structure; (b) enlargement of the black square in a): the refinementAssistant automatically generates a dense space charge region (SCR) refinement for each emitter refinement; (c) discretisation mesh for three-dimensional simulation of an emitter wrap-through cell.
4.5.4 Baseline models

Fig. 4.10 shows baseline models of solar cells representing realised solar cells. Models for the following solar cells are implemented in PObjects so far:

- Silicon on insulator solar cells (Chapter 6)
- Highly efficient rear contacted solar cells (Chapter 7)
- Cells with an emitter from rapid thermal processed (RTP) phosphorous dopants and evaporated contacts [31]
- The emitter wrap-through cell [73]
- Crystalline silicon thin film cells on low cost substrates [74], [75]

4.6 A virtual measurement laboratory

In a real laboratory situation a solar cell is carried to a measurement apparatus to be measured. The illumination conditions and specific electrical boundary conditions at the cell terminals are controlled by the measurement apparatus. This situation is reflected in the objects responsible for the device characterisation: in the virtual laboratory a solar cell model is passed to an object of type measurementApparatus. The abstract base class
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measurementApparatus represents all standard characterisation facilities. Illumination conditions and the applied voltage are controlled via polymorphic methods by the measurement apparatus. Therefore, it was possible to implement measurement-objects, which can be used to characterise analytical and numerical solar cell models using the same code. As long as the solar cell model provides all polymorphic methods to realise illumination and injection conditions it can be "measured" by the measurementApparatus.

4.6.1 Characterisation facilities

Using the abovementioned polymorphic methods for the simulation of illumination and injection conditions it is a straightforward procedure to implement all standard solar cell measurement facilities at a high level of abstraction. Fig. 4.11 shows the object tree of a virtual measurement laboratory implemented in PVOBJECTs. The series resistance-corrected $J_{sc}-V_{oc}$ curve [76] can be simulated with the object jscVocTester. The object spectralResponse is capable of simulating the differential spectral response as described in Section 3.5.

4.6.2 Example characterisation

One application of the characterisation facilities is shown in Fig. 4.12. The model of a planar silicon on insulator cell (class planarSOICell in Fig. 4.10) is passed to the virtual measurement apparatus spectralResponse. Applying the method evaluateSpectralResponse to the instance of class spectralResponse causes all numerical simulation tools to be executed automatically: first, a request to an object of class planarThinFilmGeneration (Fig. 4.5) causes the ray tracing procedure to calculate the generation function using RAYN. In the next step, an object of type mesh (Fig. 4.7) generates the discretisation mesh for the SOI-structure (Fig. 4.8) using default values for all physical dimensions and doping profiles. Optical generation rates with white bias light and added monochromatic measurement light are calculated (Fig. 4.6b) for several wavelengths. The difference between simulated short circuit
current densities with and without monochromatic light added to the white bias light results in the differential spectral response. This is achieved by an instance of type dessis.

Since all requests to numerical tools are handled by Mathematica, numerous operations on objects can easily be combined to higher level functions. Thus, the powerful set of mathematical functions built into Mathematica [63], [77] can be used to process the simulation input and evaluate simulation results. An example is shown in Fig. 4.13. The influence of the \( n\)- to \( p\)- metal finger distance of a textured silicon on insulator structure on the solar cell output parameters is examined. The function variation, which is defined in the example, performs a complete simulation of an illuminated \( I-V \) curve for a given \( n\)- to \( p\)- finger distance.

![Fig. 4.12: Simulation of external quantum efficiency of a silicon on insulator solar cell with planar front. The complete code for the simulation is shown including a comparison with measured data.](image-url)
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Fig. 4.13: Influence of the n- to p- finger distance on the solar cell output parameters calculated for the textured SOI cell.
4.7 Conclusion and outlook

A new simulation environment for solar cell characterisation is presented: PVObjects unifies analytical physical models, interfaces with elaborate commercial simulation software and the corresponding evaluation methods. Furthermore, prototypes of existing solar cells are implemented in terms of measured values and material data.

The tool can be enhanced by new material objects, physical models and solar cell models. New solar cell structures resembling implemented structures can easily be implemented using the mechanism of inheritance. Therefore, PVObjects provides a system for solar cell knowledge representation, achieved by objects having default values corresponding to realised materials and solar cells.

The code of PVObjects is written in the Mathematica programming language, which is based on system independent commands. This assures compatibility on a wide variety of computer operating systems without the need to compile the code. The simulation code can be published at a high level of abstraction, as shown in this chapter. Simulation results can be reproduced by the reader if the short source code is attached to publications.

PVObjects is highly suitable for teaching purposes: predefined examples can be executed and modified interactively by students.
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5.1 Introduction

The commonly used band gap narrowing (BGN) models for crystalline silicon do not describe heavily doped emitters with desirable precision. One of the reasons is that the applied BGN models were empirically derived from measurements assuming Boltzmann statistics. A new BGN model derived by Schenk [68] from quantum mechanical principles is applied to the numerical simulation of recombination properties of phosphorous doped silicon emitters. It is demonstrated that carrier degeneracy and the new BGN model substantially affect the electron-hole product within the emitter region. Simulated saturation current densities of heavily phosphorous doped emitters, calculated with the new BGN model are lower than results obtained with the empirical BGN model of del Alamo [69].

5.2 Band gap narrowing

Many-body interactions among the free carriers and between free carriers and dopants lead to a shrinkage of the silicon band gap, called band gap narrowing (BGN): In $n$-type silicon, free electrons are attracted by ionised donor atoms. This electron-impurity interaction leads to a shift of the conduction band to lower energies. The Fermion nature of the electrons tends to keep the ones with parallel spin orientation away from each other. This spatial exclusion principle reduces the repellant Coulomb forces between electrons and hence is equivalent to an attractive exchange energy. Free electrons screen the Coulomb forces between holes. This shifts the valence band upwards by the so called correlation energy. The electrons in the conduction band allow the valence holes to relax around positively charged donor centres and thus gain in energy. This hole-impurity interaction causes a rise in the energy of the valence band.

The emitter models for silicon commonly found in the literature are not able to describe highly doped emitters (obtained, for instance, with rapid thermal annealing) with satisfactory precision. Such models use empirical (or apparent) BGN data $\Delta E_g^{\text{app}}$ derived from transport measurements of highly doped silicon, and are parameterised as a function of doping density $N_D$. Hence, physical effects like carrier-impurity or carrier-carrier interactions are not separated from each other. Moreover, empirical BGN data represent a conglomeration of various physical effects; these are degeneracy effects at high doping levels, the change in the density-of-states due to the formation of an impurity band at medium to high doping densities, and the asymmetry in gap shrinkage [78]. The emitter model developed in this thesis
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considers these effects separately and is therefore a more precise one. It goes beyond the application of empirical BGN models.

The BGN model of Schenk [68] is applied here, which is a comprehensive silicon BGN model that is entirely derived from quantum mechanical principles. This model provides the band gap energies $E_r$ and $E_c$ separately, and hence is compatible with Fermi-statistics. It also distinguishes between dopant- and free-carrier induced gap shrinkage. This is a fundamentally different approach from the determination of $\Delta E_g^{opp}$. Hence, it is generally insufficient to compare solely the resulting $\Delta E_g$ of Schenk's model with the $\Delta E_g^{opp}$ values. However, at low dopant densities and under low-level injection conditions, the BGN model of Schenk can be directly compared with $\Delta E_g^{opp}$. Fig. 5.1 shows that there is good agreement between the two approaches. In the high doping range, the model of Schenk provides a similar $\Delta E_g$ as photoluminescence measurements (crosses in Fig. 5.1). They give a slightly higher $\Delta E_g$ than the model of Schenk due to band tails, which host immobile carriers and therefore do not contribute to BGN relevant to electronic devices.

Gernot Heiser from the University of New South Wales in Sydney implemented the new BGN model of Schenk into a developer version of the device simulator DESSIS [41]. This version was used for all simulation results presented in this chapter. The developer version of DESSIS numerically solves the complete set of coupled semiconductor equations, and uses Fermi-Dirac statistics for the charge carriers. Hence, using this program version, BGN can be simulated for any doping and injection condition relevant to electronic devices.

In the simulations discussed here, the BGN model of Schenk is compared with the widely used empirical BGN model of del Alamo [69]. With del Alamo's model, Boltzmann statistics must be used for the calculation of the charge carrier distribution [78]. The application of Fermi statistics would overestimate the degeneracy effects, because they are already contained in del Alamo's $\Delta E_g(N_D)$ data.

When comparing these two BGN models, care has to be taken as to the choice of the intrinsic carrier density, $n_i$. In analogy to the law of mass action for ideal gases, the relation $n_i^2 = n_o p_o$ holds only if the carriers do not interact strongly with each other, i.e. in weakly doped silicon. The validity of this law is extended to the heavy doping range by introducing the effective intrinsic carrier density, $n_{\text{eff}}$, using the expression

$$n_{\text{eff}}^2 = n_o p_o = n_i^2 \exp \left( \frac{\Delta E_g}{kT} \right) = n_i^2 \gamma_{BGN}^2$$

(5.1)

where $n_o$ and $p_o$ are the equilibrium carrier densities in the heavy doping range. The BGN model of del Alamo was derived from electrical measurements using $n_i = 1.45 \times 10^{10}$ cm$^{-3}$ at 300 K. In 1991, the value of $n_i$ was revised to be $1.00 \times 10^{10}$ cm$^{-3}$ at 300 K [79]. Hence, in order to achieve comparability, $n_i = 1.45 \times 10^{10}$ cm$^{-3}$ is used for simulations with the BGN model of del Alamo and $n_i = 1.00 \times 10^{10}$ cm$^{-3}$ in combination with the BGN model of Schenk.
In order to determine the recombination properties (i.e., $J_{\infty}$) of $n$-type emitters, steady-state photoconductance (PCD) measurements [81] of $n^+ p$ structures with a perfectly passivated rear surface are simulated. A schematic doping profile of an $n$-type emitter is shown in Fig. 5.2.

In contrast to the commonly treated case of an abrupt $p-n$ junction with a quasi neutral emitter, a Gaussian doping profile is used. Thus, the electric field at the front surface and in the bulk of the emitter is non-zero (see Fig. 5.3) due to the doping gradient. It is considered that the edge of the space charge region $x_e$ is to be located towards the base side of the $p-n$ junction, where the electric field has dropped to 1% of its maximum value. Therefore, the emitter saturation current density $J_{\infty}$ is determined at the edge of the space charge region at position $x_e$, shown as dotted line in Fig. 5.2 and Fig. 5.3.

In order to determine $J_{\infty}$ as a function of injection level, the intensity of the incoming light is varied, so that the simulation approach is equivalent to the commonly used PCD measurements.

Fig. 5.1: Band gap narrowing as a function of phosphorous concentration under low-injection conditions. Symbols indicate measured data [80], the solid lines show the model dependency as obtained from Ref. [68].

5.3 Simulation method

In order to determine the recombination properties (i.e., $J_{\infty}$) of $n$-type emitters, steady-state photoconductance (PCD) measurements [81] of $n^+ p$ structures with a perfectly passivated rear surface are simulated. A schematic doping profile of an $n$-type emitter is shown in Fig. 5.2.

In contrast to the commonly treated case of an abrupt $p-n$ junction with a quasi neutral emitter, a Gaussian doping profile is used. Thus, the electric field at the front surface and in the bulk of the emitter is non-zero (see Fig. 5.3) due to the doping gradient. It is considered that the edge of the space charge region $x_e$ is to be located towards the base side of the $p-n$ junction, where the electric field has dropped to 1% of its maximum value. Therefore, the emitter saturation current density $J_{\infty}$ is determined at the edge of the space charge region at position $x_e$, shown as dotted line in Fig. 5.2 and Fig. 5.3.

In order to determine $J_{\infty}$ as a function of injection level, the intensity of the incoming light is varied, so that the simulation approach is equivalent to the commonly used PCD measurements.

Fig. 5.2: Schematic doping profile of an $n$-type emitter diffused into a $p$-doped substrate of thickness $W$. The dotted line with position $x_e$ is the edge of the space charge region to be located towards the base side of the junction.
All simulation results shown in this chapter are obtained illuminating the sample with blue light from the rear side. Comparison with simulations, using illumination of white light from the front, showed that the influence on $J_{be}$ of such variations in steady state illumination can be neglected in comparison to the deviations between the BGN models. The simulation parameters are listed in Tab. 5.1.

For a fixed injection level, the averaged electron density $\bar{n}$ in the base is calculated by numerical integration of the simulated local electron density $n(x)$ over the $p$-type region

$$\bar{n} = \frac{1}{W-x_v} \int_{x_{v}}^{W} n(x) \, dx.$$  \hspace{1cm} (5.2)

The averaged generation rate is calculated as

$$\bar{G} = \frac{1}{W} \int_{x_v}^{W} G(x) \, dx$$  \hspace{1cm} (5.3)

where $G(x)$ is the optical generation profile. Given the generation current-density as $J_{gen} = q \bar{G}$, we define the effective minority carrier lifetime in the base for steady state conditions by [82]

$$\tau_{eff} = \frac{\Delta \bar{n}}{\bar{G}}.$$  \hspace{1cm} (5.4)

The Shockley-Read-Hall (SRH) and Auger recombination currents in the emitter and the base are found by integration over the simulated local recombination rates.
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\[ J_{\text{Auger,em}} = q \int_{0}^{z_e} R_{\text{Auger}}(x) \, dx; \quad J_{\text{Auger,base}} = q \int_{x_c}^{W} R_{\text{Auger}}(x) \, dx \]  
\[ J_{SRH,em} = q \int_{0}^{z_e} R_{SRH}(x) \, dx; \quad J_{SRH,base} = q \int_{x_c}^{W} R_{SRH}(x) \, dx. \]  
\[ \text{(5.5)} \]

The hole recombination current density at the emitter surface is given by

\[ J_{\text{surf}} = q \left( p(0) - p_i(0) \right) S_h \]  
\[ \text{(5.7)} \]

where \( S_h \) is the surface recombination velocity of holes at the emitter surface, and \( p_i \) is the hole density at thermal equilibrium. For steady state conditions, the generation current density (Eq. 2.) equals the sum of all recombination currents

\[ J_{\text{gen}} = J_{\text{Auger,base}} + J_{\text{Auger,em}} + J_{SRH,base} + J_{SRH,em} + J_{\text{surf}}. \]  
\[ \text{(5.8)} \]

Dividing Eq. 5.8 by \( J_{\text{gen}} \) gives the relative recombination fraction for each recombination ‘channel’

\[ f_{\text{Auger,base}} + f_{\text{Auger,em}} + f_{SRH,base} + f_{SRH,em} + f_{\text{surf}} = 1. \]  
\[ \text{(5.9)} \]

Finally, the emitter transparency factor \( \alpha_t \) is defined as the minority-carrier current reaching the front surface divided by the current injected into the emitter [83]

\[ \alpha_t = \frac{J_{\text{surf}}}{J_h(x_c)}. \]  
\[ \text{(5.10)} \]

If all carriers injected from the p-n junction reach the surface, the emitter is called “transparent” [84]. A transparent emitter has transparency factor near one. For a vanishing transparency factor the emitter is said to be “opaque” and, in this case, most of the emitter recombination occurs in the bulk of the emitter.
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<table>
<thead>
<tr>
<th>Investigated structure</th>
<th>Gaussian shaped n+ diffusion on p-type substrate</th>
</tr>
</thead>
<tbody>
<tr>
<td>Substrate</td>
<td>Intrinsic with N_{base} = 10^{13} cm^{-3} or N_{base} = 10^{16} cm^{-3}</td>
</tr>
<tr>
<td>Temperature</td>
<td>300 K</td>
</tr>
<tr>
<td>SRH bulk recombination</td>
<td>Midgap traps with equal capture cross sections for electrons and holes, ( \tau_{\text{bulk}} = 600 \mu s )</td>
</tr>
<tr>
<td>Radiative recombination</td>
<td>Neglected</td>
</tr>
</tbody>
</table>
| Auger recombination    | \[
C_n = C_{n,ii} \left( 1 + H_n \exp \left( -\frac{n}{N_{0,n}} \right) \right); \quad C_p \text{ similar}
\]
\[
C_{n,ii} = 2.8 \times 10^{-31} \text{ cm}^6/\text{s}; \quad C_{p,ii} = 0.99 \times 10^{-31} \text{ cm}^6/\text{s};
\]
\[
H_n = 1.96; \quad H_p = 7.38
\]
\[
N_{0,n} = 5 \times 10^{17} \text{ cm}^{-3}; \quad N_{0,p} = 5 \times 10^{17} \text{ cm}^{-3}
\]
\[
R_{\text{Auger}} = (C_n n + C_p p)(n p - n_{\text{eff}}^2)
\]
| Surface recombination | Oxidised front surface, \( S_e = S_h \) |
|                       | Oxidised rear surface, \( S_e = S_h = 0 \) |
| Intrinsic carrier density | \( n_i = 1.00 \times 10^{10} \text{ cm}^{-3} \) [85] for simulations with the BGN model of Schenk and \( n_i = 1.45 \times 10^{10} \text{ cm}^{-3} \) in combination with the apparent BGN model of del Alamo |
| Mobility model         | Klaassen unified mobility model [80] |

Tab. 5.1: Simulation parameters used for the emitter modelling in this chapter.

### 5.4 Emitter saturation current density

A general definition of the emitter saturation current density is given as

\[
J_{0e} \equiv \frac{J_e(x_e)}{n(x_e) p(x_e) - n_{\text{eff}}^2(x_e)} n_{\text{eff}}^2(x_e),
\]  
(5.11)

i.e. \( J_{0e} \) is determined (at open-circuit conditions of the diode) by the electron recombination current \( J_e(x_e) \) at the edge \( x_e \) of the space charge region, divided by the normalised excess \( p-n \) product.

Assuming non-degenerated holes, the \( p-n \) product in Eq. 5.11 can be expressed as [18]
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\[ n(x) p(x) = n^2 \gamma_{BGN}^2 (x) \gamma_{deg} (z(x)) \exp \left( \frac{E_{fc} (x) - E_c (x)}{kT} \right) \]  \hspace{1cm} (5.12)

where the degeneracy factor \( \gamma_{deg} \) is given by

\[ \gamma_{deg} (z) = \frac{F_{1/2} (z)}{\exp(z)} ; \quad z = \frac{E_{fc} (x) - E_c (x)}{kT}. \]  \hspace{1cm} (5.13)

\( F_{1/2} \) is the Fermi integral of order \( \frac{1}{2} \), describing Fermi-Dirac statistics. The degeneracy factor \( \gamma_{deg} \) is a measure of how much the electron density deviates from its classical value. The quasi-Fermi levels \( E_{fc}(x) \) and \( E_c(x) \) are found with DESSIS from a self-consistent solution of the coupled semiconductor differential equations.

Pietro Altermatt from UNSW has proved that simulating \( J_{ce} \) in this way gives results which are consistent with \( J_{ce} \) measurements [86]. Cuevas et al. measured the \( J_{ce} \) values of planar emitters after applying various surface passivation treatments, and also after covering the surfaces with metal. These samples served to test the consistency of the simulation method described above as in the case of metal covered surfaces \( S \approx 1\times10^7 \) cm/s.

5.5 Electron-hole product in heavily doped emitters

The simulated, position dependent \( p-n \) product (Eq. 5.12) is visualised in Fig. 5.4 for a Gaussian shaped phosphorous diffusion with \( N_{peak} = 1.2\times10^{20} \) cm\(^{-3} \). In this simulation, the device is illuminated with blue light from the rear with constant intensity.

Schenk’s model yields lower \( \Delta E_g \)-values for high doping densities than the model of del Alamo. One has to keep in mind that del Alamo measured \( \Delta E_g \) at \( N_{dop} < 7\times10^{19} \) cm\(^{-3} \). At higher doping densities, an extrapolation of his expression, given in Ref. [69], is used. This extrapolation has been commonly used to simulate heavily doped emitters. However, for \( z = \frac{E_{fc} - E_c}{kT} \geq -2 \) the electron gas becomes degenerated [87]. Hence, Fermi statistics becomes important at doping densities above \( 10^{18} \) cm\(^{-3} \) (Fig. 5.4c).

Band gap narrowing increases the \( p-n \) product towards the emitter surface (Fig. 5.4b). For very high doping densities, the degeneracy factor (Fig. 5.4c) tends to decrease the \( p-n \) product, leading to a maximum value at a certain distance below the emitter surface (solid line in Fig. 5.4d). The counteracting effect between band gap narrowing and carrier degeneracy cannot be quantified using the model of del Alamo, as this BGN data was extracted from electrical at \( N_D < 7\times10^{19} \) cm\(^{-3} \) where no strong degeneracy occurs [88].
As an example of the application of the numerical emitter model developed in this thesis, the recombination properties of a heavily phosphorous doped emitter is analysed. The emitter was fabricated by King et al. [89] (emitter M4X, peak doping density \( N_{\text{peak}} = 1.2 \times 10^{20} \, \text{cm}^{-3} \), junction depth = 0.64 \( \mu \text{m} \)). A surface recombination velocity of \( S_{\infty} = S_{p0} = 10^4 \, \text{cm/s} \) and a wafer thickness of 260 \( \mu \text{m} \) is assumed. Numerical simulations with \textit{DESSIS} reveal the

![Diagram](image-url)
recombination current within each region, using equations 5.5, 5.6 and 5.7. The relative recombination fractions (Eq. 5.9) are shown in Fig. 5.5 as a function of $\Delta n$.

![Graph showing recombination fractions](image)

**Fig. 5.5:** Recombination fractions of sample M4X as a function of the averaged electron concentration in the base. The solid curves were calculated using the BGN model of Schenk, and the dashed curves using the BGN model of del Alamo; (a) $N_{\text{base}} = 10^{16}$ cm$^{-3}$ ($\rho_{\text{dcem}} \approx 1.5 \Omega \text{cm}$); (b) $N_{\text{base}} = 10^{13}$ cm$^{-3}$ ($\rho_{\text{dcem}} > 1000 \Omega \text{cm}$).

### 5.6.1 Low injection conditions

Fig. 5.5 indicates that SRH recombination in the emitter (occurring mainly in the space charge region) can be neglected for sample M4X, as the emitter recombination is dominated by Auger- and surface recombination. Under low injection conditions, 79% (52%) of the recombination occurs in the emitter, using the BGN model of del Alamo (Schenk). This difference arises because the BGN model of Schenk is used in conjunction with Fermi statistics, leading to a decreasing $p-n$ product towards the emitter’s front surface (Fig. 5.4d).
Lower values of the $p$-$n$ product lead to lower values of the hole density near the front surface of the emitter. Thus, both the surface and Auger-recombination fractions are reduced. Due to the difference in the hole density at the front surface, significantly different values for the surface recombination *velocities* have to be specified to obtain the same surface recombination *currents*. This explains why surface recombination velocity values, extracted from $J_{0e}$ measurements, depend on the applied simulation models, as will be discussed in further detail below.

### 5.6.2 High injection conditions

A strong injection dependence of the recombination fractions is found for high injection conditions. At $\bar{n}=2\times10^{16} \text{ cm}^{-3}$, the emitter recombination fractions are at a maximum of 83% (63%), using the BGN model of del Alamo (Schenk). At this injection level, maximum sensitivity for the extraction of the surface recombination velocity from PCD measurements is reached.

### 5.7 Simulated $J_{0e}$ of Gaussian doping profiles

Fig. 5.6 shows $J_{0e}$ of various Gaussian shaped doping profiles, simulated as described above. The sheet resistance is varied by changing the junction depth. For comparison of $J_{0e}$-values, results obtained with the BGN model of del Alamo are scaled to $n=1.00\times10^{10} \text{ cm}^{-3}$ as described in [89], namely using $J_{0e} = J_{0e,delAlamo} \times (1.0/1.45)^2$. At $N_{\text{peak}}=10^{19} \text{ cm}^{-3}$, the Schenk model yields double the $J_{0e}$-value than the model of del Alamo, because the latter was derived
from measurements using the old (and excessively large) value of $n_i = 1.45 \times 10^{10} \text{cm}^{-3}$. Nearly identical results are obtained with the two models at $N_{\text{peak}} = 10^{19} \text{cm}^{-3}$.

The largest differences between the two models occur in heavily doped emitters where carrier degeneracy becomes important. $J_{Vb}$-values obtained with the BGN model of Schenk are five times lower for small junction depths. The difference in $J_{Vb}$ between the two models becomes less pronounced at large junction depths (i.e. at a low sheet resistance), because the surface recombination losses become small compared to the bulk recombination losses in the emitter.

![Fig. 5.6: Simulated $J_{Vb}$-values, using Gaussian doping profiles with a fixed peak doping density. Simulation results obtained with the BGN model of del Alamo are shown as short dashed curves. The long dashed curves were obtained by scaling these simulation results to the currently accepted value for the intrinsic carrier density of silicon. To allow comparison between curves of constant peak doping concentration the same $S_p$-values were used for both BGN models: $S_{p0} = 10^4 \text{cm/s}$ for $N_{\text{peak}} = 10^{20} \text{cm}^{-3}$; $S_{p0} = 10^3 \text{cm/s}$ for $N_{\text{peak}} = 10^{19} \text{cm}^{-3}$; $S_{p0} = 10^2 \text{cm/s}$ for $N_{\text{peak}} = 10^{18} \text{cm}^{-3}$.

5.8 Extraction of surface recombination velocities

To the author's knowledge, the surface recombination velocity $S$ of heavily doped emitters cannot be measured directly. $S$ is commonly extracted by reproducing $J_{Vb}$ measurements with a theoretical model, assuming that the boundary condition for the recombination current at the surface is $J_{surf} = q S \Delta p$, where $q$ is the electronic charge and $\Delta p$ is the excess minority carrier density at the surface. Thus, the extracted value of $S$ depends in a complex way on carrier mobility, Auger recombination, BGN and carrier statistics. Only if the simulation model
describes the recombination fractions at the surface, in the bulk of the emitter and in the base realistically, can meaningful values of \( S \) be extracted (by comparing Eq. 5.11 with measurements of \( J_{\text{le}} \)). Otherwise, the extracted \( S \) value represents solely a fit factor, and may have no physical meaning.

Using \( DESSIS \), \( J_{\text{le}} \) of some selected emitters fabricated by King [89] was simulated, and compared with King’s \( J_{\text{le}} \) measurements. It is assumed that the base was highly injected \(( \Delta n = 10^{16} \text{ cm}^{-3}; N_{\text{base}} = 10^{13} \text{ cm}^{-3} \) in King’s experiment. \( J_{\text{le}} \) is simulated as a function of \( S_b \) in the SRH formula (mid gap traps). The simulated \( J_{\text{le}}(S_b) \) values are shown in Fig. 5.7 for a wide range of \( S_b \), using the BGN model of Schenk (solid curves) and del Alamo (dashed curves), respectively. The measured \( J_{\text{le}} \)-values, indicated by dotted horizontal lines, are scaled to \( n_i = 1.00 \times 10^{10} \text{ cm}^{-3} \). A 10 % error for \( J_{\text{le}} \) smaller than \( 10^{-13} \text{ A/cm}^2 \) is assumed, and 20 % for sample M4X [89].
Fig. 5.8 compares simulations with the outlined emitter model with the $S_{\rho\nu}$-values extracted by King. King oxidised the samples at 1000°C (without TCA), followed by a forming gas anneal. The simulated $S_p$ values, shown in Fig. 5.8, can be understood with Fig. 5.7, representing simulation results for a lightly doped emitter (J3F-1), a medium doped
emitter (K1F) and a heavily doped emitter (M4X). In the lightly doped emitter, the extracted $S_0$ values differ significantly between the two BGN models ($65 \text{ cm/s} < S_{0,\text{Schenk}} < 80 \text{ cm/s}$ and $100 \text{ cm/s} < S_{0,\text{del Alamo}} < 110 \text{ cm/s}$). The reason for this is that the Schenk model provides a considerable amount of BGN at low doping densities, while the del Alamo model yields no BGN at $N_D < 7 \times 10^{17}$ [78], [68]. At medium doping levels, the extracted $S_0$ values are similar for both BGN models ($300 \text{ cm/s} < S_{0,\text{Schenk}} < 400 \text{ cm/s}$ and $330 \text{ cm/s} < S_{0,\text{del Alamo}} < 480 \text{ cm/s}$). In this doping range, the Schenk model yields a slightly larger gap shrinkage, but its effect on the $p-n$ product is compensated by a decreasing $\gamma_{eg}$, as degeneracy effects become significant.

Finally, in the case of heavily doped emitters, completely different $S_0$ values are obtained (Fig. 5.7c). Using the BGN model of del Alamo, the heavily doped emitter M4X is predicted to be opaque (emitter transparency factor $\alpha \approx 0$) [84], i.e. most of the recombination occurs in the bulk of the emitter. $J_{nc}$ values that are consistent with King’s measurement can only be obtained (dotted horizontal lines in Fig. 5.7) if $S_{0,\text{del Alamo}} < 2000 \text{ cm/s}$ is chosen, which seems unrealistically low. However, using the BGN model of Schenk, $\alpha \approx 0.7$ is obtained, implying that 70% of the emitter recombination occurs at the front surface, resulting in $S_{0,\text{Schenk}} = 10^5 \text{ cm/s}$.

As discussed above, Fermi statistics is used here in conjunction with the Schenk model, which lowers the $p-n$ product (Fig. 5.4). This explains the smaller contribution of volume recombination to the total recombination in the emitter, resulting in higher $S_{0r}$ values.

The extraction of surface recombination velocity $S_0$ with the method described above was also applied to the $J_{nc}$ measurements of Cuevas [91] and Glunz [92]. An examination of the $S_{0r}$-values extracted from these measurements can be found in Ref. [86].

![Fig. 5.8: Values of the surface recombination velocity, extracted from $J_{nc}$ measurements of oxide passivated phosphorous emitters. The data shown was extracted from samples which received a forming gas anneal; □) extracted by King [89] using a numerical procedure of del Alamo [90]; ●) this work, using DESSIS, the BGN model of Schenk and Fermi-Dirac statistics for charge carriers; ▲) this work, using DESSIS, the BGN model of del Alamo and Boltzmann statistics for charge carriers; ◇) extracted by Cuevas [91] using an analytical emitter model of Park [29], solid source diffusion; ▽) Cuevas [91], POCl₃-diffusion.](image-url)
5.8.1 Conclusion

A comprehensive numerical emitter model was applied in this thesis describing heavy doping effects accurately. The emitter model uses a new BGN model derived from quantum mechanical principles formulated by Schenk. To obtain the $p$-$n$ product in a heavily doped emitter, the BGN model has to account for carrier-carrier and carrier-impurity interactions separately. Moreover, degeneracy effects become important, and these can only be described using Fermi-Dirac statistics. Taking into account carrier degeneracy, lower values are obtained for the minority carrier density near the front surface of a heavily doped emitter in comparison to results obtained using the Boltzmann approximation and apparent BGN data.

As carrier degeneracy lowers the $p$-$n$ product near the front surface of heavily doped emitters, significantly different $S_h$ values are obtained with the two BGN models in the high doping regime. For example, a difference of two orders of magnitude is obtained at $N_D = 1.2 \times 10^{20} \text{ cm}^{-3}$. The Schenk model yields more realistic values of $S_h$ than the model of del Alamo. This is relevant for both experiment and simulation.
# Silicon on insulator solar cells with interdigitated front contacts

## 6.1 Structure and technology of silicon on insulator (SOI) cells

Silicon on insulator (SOI) cells with interdigitated front metal grid are investigated in this chapter. This SIMOX-technology (Separation by Implanted Oxygen) uses high-dose oxygen implantation in order to achieve a buried oxide layer on single crystalline silicon wafers [93]. After an annealing step, a 200 nm thick silicon seeding layer of high crystal quality remains on top of the SiO$_2$ layer. A subsequent epitaxial CVD step is performed to achieve the final layer thickness of the electrically-active thin silicon layer [94].

prepared with an additional highly doped $p^+$-layer between the SiO$_2$-layer and the electrically-active silicon film in order to study the influence of a back surface field on the cell’s performance.

Fig. 6.1 shows the solar cell structure, including the physical dimensions of the SOI cell with the highest conversion efficiency level of 19% (SIMOX5-2c). This cell structure shows all the features of a high-efficiency LBSF-PERL cell, i.e. texturisation with inverted pyramids, a double-step emitter, a local $p^+$-diffusion under the front base contacts, passivation of the surface with a high-quality SiO$_2$-layer, grid metallisation with Ti/Pd/Ag and electroplating of the grid structure. The fabrication process relies heavily on the process sequences which have been developed for the LBSF cells at Fraunhofer ISE [95]. A more detailed description of the processing sequence for the SOI cells can be found in [72].
### 6.2 Optical baseline models

#### 6.2.1 Analytical calculation of the external reflection of a planar cell

The performance of thin silicon solar cells is restricted by loss of light with long wavelengths. In order to understand the limiting loss mechanisms in SOI cells it is therefore particularly important to develop an accurate model of light trapping.

Assuming planar surfaces, the external reflection including escape reflection can be approximated by

\[
R_{\text{ext}} = R_{\text{f}} + \frac{T_{\text{f}} T_{\text{g}} \exp(-2\alpha H_{\text{epi}})}{1 - R_{\text{int}} R_{\text{f}} \exp(-2\alpha H_{\text{epi}})} \left( R_{\text{int}} + \frac{T_{\text{int}}^2 R_{\text{b}} \exp(-2\alpha W)}{1 - R_{\text{b}} R_{\text{int}} \exp(-2\alpha W)} \right),
\]

where \(R_{\text{f}}(\lambda)\) is the external reflection of the front surface, \(R_{\text{f}}(\lambda)\) is the internal front surface reflection, \(T_{\text{f}}(\lambda)\) is the transmission through the front surface, \(T_{\text{f}}(\lambda)\) is the internal front surface transmission, \(R_{\text{int}}(\lambda)\) is the reflectivity of the intermediate oxide layer, \(R_{\text{b}}\) is the reflectivity at the rear side of the substrate, \(H_{\text{epi}}\) is the thickness of the epi-layer and \(W\) is the substrate thickness. Equation 6.1 was derived in the same way as Eq. 2. Escape reflectance from the substrate is also included: The term in Eq. 6.1 containing \(R_{\text{b}}\) accounts for multiple reflections in the substrate. Light transmitted from the substrate through the intermediate oxide and the epi-layer contributes to the external reflection in the long wavelength regime.

![Fig. 6.2: Analysis of external reflection of planar SOI cell. (a) External reflection calculated with Eq. 6.1. (b) comparison of reflection measurement with ray tracing simulation for different assumptions listed in the figure caption.](image)
The reflectivity of the front, intermediate and rear surfaces is plotted in Fig. 6.2a for a planar SOI cell with the surface properties listed in Tab. 6.1. The external reflection calculated with Eq. 6.1 and assuming transparent thin films \((T = 1 - R)\) is plotted as a solid line. A characteristic hump in the external reflection is observed at \(\lambda = 1030\) nm, due to the decrease in reflectivity at the intermediate oxide (long dashed curve). This hump is seen in the measured external reflectivity of planar SOI cells as well (open circles in Fig. 6.2b).

The intermediate implanted oxide layer of the SIMOX wafer does not have a constant refractive index. The influence of an absorbing intermediate oxide was therefore investigated. Assuming a complex refractive index of \(n = 1.46 - i0.25\) produces the dashed curve in Fig. 6.2b: less light is retransmitted from the substrate due to absorption in the intermediate oxide layer.

Taking account of the surface roughness of the intermediate oxide does not change the results from the simulation: The dotted curve in Fig. 6.2b was simulated by ray tracing, assuming a Phong exponent of \(w = 30\). Essentially the same curve is obtained as with the assumption of a planar intermediate oxide. This is because the scattered light impinges the front surface with angles lower than the critical angle of total internal reflection. Therefore, surface roughness of the intermediate layer is not the reason for the deviation between measurement and simulation in Fig. 6.2b.

### 6.2.2 Ray tracing simulation of the optical properties of a textured cell

The optical properties of textured SOI cells were simulated using the ray tracing program RAYN (Section 3.4.2). Modelling parameters for the textured reference cell are listed on the right hand side of Tab. 6.1. Using these parameters, the simulated external reflection in

![Fig. 6.3: External reflection of textured SOI thin film cell. The open circles show a reflection measurement, the solid line is the simulated external reflection.](image)
Fig. 6.3 is obtained. The ray tracing result was corrected by the metal grid reflectivity with Eq. 2. The simulated and measured external reflection are in excellent agreement.

Due to the low thickness of the silicon layer it is important to include the angle- and wavelength dependent internal reflectivity at the front- and intermediate oxide in the ray tracing model. Fig. 6.4 shows the reflectance curves of the intermediate oxide used by the ray tracing program RAYN. The light trapping properties in the long wavelength range ($\lambda = 800$ to $1200$ nm) are determined by internal reflection at the intermediate oxide and the front surface texture. Good light trapping is achieved if the incident angle of light exceeds the critical angle of total internal reflection, that is, $17^\circ$ at the front surface and $30^\circ$ at the intermediate oxide layer. The angles are specified relative to the respective plane normals.

The measured external reflection cannot accurately be reproduced by direct reflections at the optical surfaces: The intermediate oxide layer exhibits roughness which is modelled using a Phong exponent of $w = 60$ (Fig. 3.9).

Theoretically, optimum light trapping would be achieved by Lambertian reflection at the intermediate layer. This would lead to total randomisation of the direction of reflected light. This case is not realised in the fabricated SOI cells. For a more detailed discussion see Section 3.4.1.
6.2.3 Optical baseline models for planar and textured cell

As outlined in the previous two sections the simulated external reflection coincides with the measurements. Thereby, the optical baseline parameters listed in Tab. 6.1 were used. This provides the basis for an analysis of the optical loss channels of planar and textured SOI cells.

The planar and textured reference cells exhibit different metal area fractions due to differences in the electroplating process, used to increase the cross-sectional area of the contact fingers after lift-off. The contact grid geometries of the cells investigated displayed significant variation. For the comparison of optical losses in both cell types the metal area fraction for planar and textured cells were assumed to be the same.

\[
\frac{\text{transmitted through intermediate oxide}}{\text{absorbed in thin electrically active silicon layer}} = \int_0^\infty (1-R_{\text{metal}}(\lambda)) \cdot (1-T_{\text{inter}}(\lambda)) \, d\lambda
\]

This is plotted as dashed line in Fig. 6.5. In the last equation, \( f_{\text{metal}} \) is the photon flux fraction absorbed in the metal grid, \( T_{\text{inter}} \) can be further split into two parts, the photon flux fraction absorbed in the substrate \( f_{\text{substr}} \) (dotted line) and the fraction transmitted through the rear surface of the substrate \( T_{\text{rear}} \) (dash-dotted line), thus

<table>
<thead>
<tr>
<th></th>
<th>planar front</th>
<th>textured front</th>
</tr>
</thead>
<tbody>
<tr>
<td>reference cell</td>
<td>Simox 4-2c</td>
<td>Simox 5-2c</td>
</tr>
<tr>
<td>metal area fraction ( A_{\text{metal}} )</td>
<td>1.4%</td>
<td>4.4%</td>
</tr>
<tr>
<td>metal reflectivity ( R_{\text{metal}} )</td>
<td>96%</td>
<td>96%</td>
</tr>
<tr>
<td>Front</td>
<td>double layer AR coating: native oxide ((d = 6 , \text{nm})) TiO ((d = 55 , \text{nm})) MgF ((d = 92 , \text{nm}))</td>
<td>inverted pyramids of 10 (\mu)m width, 7.1 (\mu)m depth with thermal oxide on top ((d = 104 , \text{nm}))</td>
</tr>
<tr>
<td>Epitaxial layer</td>
<td>42 (\mu)m</td>
<td>45 (\mu)m</td>
</tr>
<tr>
<td>intermediate oxide</td>
<td>idealised: transparent oxide with refractive index ( n = 1.46 ) ((d = 380 , \text{nm})), roughness of intermediate layer in ray tracing simulation is described by the Phong model ((w = 60)).</td>
<td></td>
</tr>
<tr>
<td>substrate</td>
<td>( W = 525 , \mu\text{m} )</td>
<td></td>
</tr>
<tr>
<td>rear</td>
<td>native oxide ((d = 6 , \text{nm})) oxide ((d = 104 , \text{nm}))</td>
<td></td>
</tr>
</tbody>
</table>

Tab. 6.1: Optical baseline parameters for planar and textured reference SOI cells (d denotes layer thickness).
Silicon on insulator solar cells

\[ f_{\text{abs}}(\lambda) = 1 - R_{\text{ext}}(\lambda) - f_{\text{metal}}(\lambda) - f_{\text{substr}}(\lambda) - T_{\text{rear}}(\lambda). \]  

(6.3)

The four terms with negative signs in Eq. 6.3 are the optical loss channels of the SOI thin film cell. Eq. 6.3 can be expressed in terms of current density by integrating over the incident photon flux density. Thereby, it can be assumed that each incident photon equals one generated or lost electron-hole pair. Under this assumption the integral \( \int_{300\text{ nm}}^{1200\text{ nm}} j_{\lambda} d\lambda \) over the AM 1.5 photon flux density equals a current density of 46.14 mA/cm\(^2\). This value can be taken as a reference to express relative absorption, reflection, and transmission fractions, e.g.

\[
\frac{R}{\int \frac{R(\lambda) d\lambda}{\int j_{\lambda} d\lambda}} = \mathcal{J}.
\]  

(6.4)

These relative absorption, reflection and transmission fractions are plotted in Fig. 6.6 for the textured and the planar reference cells. Assuming 4.4% metal area fraction, a fraction of 82.4% of the incident photon flux is absorbed in the epi-layer in the case of the textured SOI cell. This value compares to 71.1% for the planar cell assuming the same metal area coverage. The spectrally resolved photon flux fraction is plotted in Fig. 6.5 revealing enhanced absorption of light in the long wavelength range for the textured cell. In other words, in the case of the planar cell, more light is transmitted through the intermediate oxide. To be more precisely, 10.5% of the incident photon flux is absorbed in the substrate of the planar cell, whereas this loss is reduced to 2.4% of the incident photon flux in the textured cell, due to light confinement.

![Fig. 6.5: Optical baseline models simulated by ray tracing. (a) Planar front side; (b) inverted pyramids on front side. No reflection or shading due to the metal grid was accounted for in these calculations.](image-url)
As outlined in Section 3.4.3 \textit{RAYN} provides the spatially resolved optical generation rates. The generation profiles $G(z)$ of both planar and textured SOI cells (calculated with Eq. 2.130) are shown in Fig. 6.7. It can be seen that the discontinuity in the generation rate at the $z$-position corresponding to the intermediate oxide is more pronounced in the case of the textured cell than that of a planar cell. In the textured case most of the light reaches the Si/SiO$_2$/Si-interface with an angle that exceeds the angle of total internal reflection.

Fig. 6.7: Generation profiles calculated for textured and planar SOI cells.
Therefore, less light is transmitted through the intermediate oxide layer, and thus the rate of generation of uncollectable charge carriers in the substrate is lower.

6.3 Influence of the epi-layer thickness on reflection and absorption

We will now proceed with a discussion of the influence of the epi-layer thickness on the reflection and absorption properties of planar and textured SOI cells. With the exception of the epi-layer thickness and metal area fraction all input parameters were fixed to those of the baseline models listed in Tab. 6.1. As can be seen in Fig. 6.8c and Fig. 6.8d, the absorption in the epi-layer strongly depends on the epi-layer thickness for both cell types. The dependency is much more pronounced for planar cells due to enhanced absorption in the substrate. This can also be seen in Fig. 6.9a: The current loss in the substrate of the planar cell decreases from 7.7 mA/cm² to 3.3 mA/cm² if the epi-layer thickness is increased from 15 µm to 100 µm. This compares to a decrease from 2 mA/cm² to 0.6 mA/cm² for the textured cell. Fig. 6.9c and Fig. 6.9d show the same dependency for the optical loss channels of the SOI cell, normalised to the photon flux ∫j_λ dλ of the AM1.5 spectrum as an upper limit (100%). A fraction of 16.6% of the incident photons is absorbed in the substrate of a 15µm thick planar SOI cell. This loss decreases to 7% for an epi-layer thickness of 100µm. The corresponding values are 4.3% and 1.4%, respectively, for the textured SOI cell.
The maximum achievable short circuit current density $J_{sc,\text{max}}$ determined from Eq. 2. is shown in Fig. 6.10a and b as a function of the epi-layer thickness. Assuming no recombination losses, the short circuit current density of a planar SOI cell is limited to $J_{sc,\text{max}} = 29.5$ mA/cm$^2$ for an epi-layer thickness of 15µm. This value increases to $J_{sc,\text{max}} = 34.8$ mA/cm$^2$ for an epi-layer thickness of 100µm. The short circuit current density of the textured cell is limited to $J_{sc,\text{max}} = 35.7$ mA/cm$^2$ for 15µm epi-layer thickness, increasing to $J_{sc,\text{max}} = 39.2$ mA/cm$^2$ for a 100µm thick epi-layer.
Fig. 6.9: Influence of epi-layer thickness on current loss of planar and textured SOI cell for illumination with the AM1.5 spectrum.

Fig. 6.10: Influence of epi-layer thickness on absorption in planar and textured SOI cell for illumination with the AM1.5 spectrum.
6.4 Electrical baseline models

The same two SOI cells as in the previous section were chosen as reference cells in order to establish realistic baseline models for the electrical performance. Tab. 6.3a summarises the doping parameters of these cells. Their measured $I-V$ output parameters are listed in Tab. 6.2.

The electrical properties of the SOI cell were modelled using the 2D symmetry element shown in Fig. 6.11. The surface recombination velocity $S_{\text{front}}$ of the $n^+$ doped emitter can be determined with good accuracy from Fig. 5.8. $S_{\text{front}}$ is found to be 500 cm/s for the oxide passivated phosphorous doped emitter with peak doping concentration of $5 \times 10^{18}$ cm$^{-3}$. $S_{\text{front}}$ of textured oxide passivated phosphorous doped emitters is enhanced by a factor of between 3 and 5 compared to that for a planar surface [86]. Therefore, $S_{\text{front}} = 1500$ cm/s was chosen for the textured reference cell. The influence of the ‘gap region’ of the front surface, between the emitter and base contacts, on the overall recombination is insignificant compared to the base recombination. Parameter variations clearly show the dominant influence of the effective base diffusion length, $L_{\text{diff}}$ on the open circuit voltage $V_{oc}$.

The back surface field of the SOI cells is accounted for in the electrical model as an effective surface recombination velocity, denoted $S_{\text{inter}}$.

The effective diffusion length of the planar SOI reference cell can be estimated from the measured quantum efficiency and external reflection plotted in Fig. 6.12a. $L_{\text{eff}} = 160 \mu$m is found from the linear dependence of the inverse internal quantum efficiency on absorption length shown in Fig. 6.12b [96]. The range of $L_{\text{diff}}-S_{\text{inter}}$ values compatible with $L_{\text{eff}} = 160\pm5 \mu$m is plotted as grey area in Fig. 6.13. However, these error bounds do not include systematic errors in the reflection- and quantum efficiency measurements.
Numerical device simulation allows greater precision in the determination of compatible pairs of recombination parameters $L_b$ and $S_{inter}$ for solar cells with a high base diffusion length. An array of $I-V$ curves for different $L_b$-$S_{inter}$ combinations was determined using DESSIS. These were then used to plot the contours of constant $J_{sc}$ and $V_{oc}$ shown in Fig. 6.13a and b, respectively. As $V_{oc}$ can be measured with an accuracy of $\pm 1$ mV, the range of possible $L_b$-$S_{inter}$ values can be determined with higher accuracy from contours of constant $V_{oc}$ than from the internal quantum efficiency or contours of constant $J_{sc}$.

Fig. 6.12: Measured reflection, external quantum efficiency, and internal quantum efficiency of SOI reference cells. (a) Planar cell; (b) the effective diffusion length was extracted from a plot of IQE vs. absorption length; (c) textured cell.
Using the baseline model for the textured SOI cell, the effective base diffusion length of the textured reference cell was determined to be $200 \mu m$. Possible $L_{b}$-$S_{inter}$ combinations for this diffusion length are shown as solid line in Fig. 6.14. Bulk recombination ($L_{b}$) and surface recombination at the back surface field ($S_{inter}$) could not be separated accurately due to the high minority carrier lifetime in the base of the SOI.

Using the baseline model for the textured SOI cell, the effective base diffusion length of the textured reference cell was determined to be $L_{\text{eff}} = 200 \mu m$. Possible $L_{b}$-$S_{inter}$ combinations for this diffusion length are shown as solid line in Fig. 6.14.

Bulk recombination ($L_{b}$) and surface recombination at the back surface field ($S_{inter}$) could not be separated accurately due to the high minority carrier lifetime in the base of the SOI.

![Fig. 6.14: Possible combinations of recombination parameters for different effective diffusion lengths. The measured open circuit voltage of the textured baseline cell is 670 mV (solid line).](image)
reference cells \((L_{\text{eff}} / H_{\text{em}} \geq 3)\) [96]. Assuming dominating surface recombination at the back surface field of the textured reference cell leads to \(S_{\text{inter}} \approx 1200 \text{ cm/s and } L_b \approx 470 \mu\text{m}\).

The recombination parameters of the baseline models for the planar and textured SOI cells are listed in Tab. 6.3b. Using these recombination parameters results in the simulated external quantum efficiency curves shown in Fig. 6.15.

![Comparison of the simulated external quantum efficiency with measurements](image)

**Fig. 6.15:** Comparison of the simulated external quantum efficiency with measurements. In addition, the light absorption in the epi-layer and the carrier collection efficiency is shown. (a) Planar SOI reference cell; (b) textured SOI reference cell.

The carrier collection efficiency was determined using Eq. 2. for both cell types. Maximum carrier collection efficiency is found in the wavelength range from \(\lambda = 500\) to 600 nm; carriers are absorbed in the emitter and collected with \(\eta_c = 1\) for these wavelengths. The carrier collection efficiency in the base is 84% and 90% for the planar and textured reference cells, respectively. The higher \(\eta_c\) -value for the textured cell is due to its higher base diffusion length (Tab. 6.3b).
a) Doping

<table>
<thead>
<tr>
<th>region</th>
<th>peak concentration $[\text{cm}^{-3}]$</th>
<th>depth $[\mu\text{m}]$</th>
</tr>
</thead>
<tbody>
<tr>
<td>epi-layer</td>
<td>$8 \times 10^{16}$</td>
<td>constant doping</td>
</tr>
<tr>
<td>$n^{++}$ (phosphorous)</td>
<td>$5 \times 10^{19}$</td>
<td>2.3 (Gaussian profile)</td>
</tr>
<tr>
<td>$n^{+}$ (phosphorous)</td>
<td>$5 \times 10^{18}$</td>
<td>1.15 (Gaussian profile)</td>
</tr>
<tr>
<td>$p^{+}$ (boron)</td>
<td>$2 \times 10^{19}$</td>
<td>4 (Gaussian profile)</td>
</tr>
<tr>
<td>BSF-layer</td>
<td>modelled with effective surface recombination $S_{\text{inter}}$</td>
<td></td>
</tr>
</tbody>
</table>

b) Recombination parameters

<table>
<thead>
<tr>
<th></th>
<th>planar front</th>
<th>textured front</th>
</tr>
</thead>
<tbody>
<tr>
<td>recombination velocity at $n^+$ diffused front surface $S_{\text{front}}$ $[\text{cm/s}]$</td>
<td>500</td>
<td>1500</td>
</tr>
<tr>
<td>recombination velocity at gap region $S_{\text{gap}}$ $[\text{cm/s}]$</td>
<td>2000</td>
<td>2000</td>
</tr>
<tr>
<td>effective base diffusion length $L_{\text{eff}}$ $[\mu\text{m}]$ ($L_{\text{eff}}/H_{\text{gap}}=3$)</td>
<td>160</td>
<td>2000</td>
</tr>
<tr>
<td>base diffusion length $L_{b}$ $[\mu\text{m}]$</td>
<td>150</td>
<td>470</td>
</tr>
<tr>
<td>recombination velocity at intermediate oxide layer $S_{\text{inter}}$ $[\text{cm/s}]$ (assumption of dominating surface recombination at BSF)</td>
<td>1200</td>
<td>1200</td>
</tr>
</tbody>
</table>

c) Metal grid and cell geometry

$n$-$p$ contact spacing: $715 \mu\text{m}$

metal resistivity: $1.6 \times 10^6 \, \Omega \text{ cm}$

cell area: $4 \, \text{cm}^2$

<table>
<thead>
<tr>
<th></th>
<th>Length $[\mu\text{m}]$</th>
<th>height $[\mu\text{m}]$</th>
<th>width $[\mu\text{m}]$</th>
<th>shape</th>
</tr>
</thead>
<tbody>
<tr>
<td>Fingers</td>
<td>$1.9 \times 10^4$</td>
<td>10</td>
<td>15</td>
<td>constant</td>
</tr>
<tr>
<td>bus</td>
<td>$1.9 \times 10^4$</td>
<td>20</td>
<td>110</td>
<td>tapered</td>
</tr>
<tr>
<td>pad</td>
<td>600</td>
<td>--</td>
<td>400</td>
<td>rectangular</td>
</tr>
</tbody>
</table>

Tab. 6.3: Parameters of electrical baseline models for planar and textured SOI cell. (a) Doping profiles used for semiconductor device simulation; (b) recombination parameters determined from EQE measurements and device simulation; (c) metal grid geometry parameters used to account for correction of fill factor due to Ohmic losses in the metal grid.
6.5 Influence of the epi-layer thickness and the recombination parameters

In this section, the influence of epi-layer thickness $H_{epi}$ on the cell performance of textured and planar SOI cells will be investigated for different combinations of the recombination parameters $L_b$ and $S_{intcr}$. Other cell parameters were fixed to those listed in Tab. 6.3.

Fig. 6.16 reveals that cells with surface texture have a higher $V_{oc}$ compared to those with a planar cell front. The relative gain in $V_{oc}$ due to a textured surface is higher for cells with low diffusion lengths (compare Fig. 6.16a and c). The gain in $V_{oc}$ arising from a surface texture in comparison to a planar cell front can be neglected for high base diffusion lengths $L_b$. This can be explained using Eq. 2.101. For high $L_b$ and low emitter saturation current densities, $J_{sq}^\prime \gg 1$ is valid. Thus, $V_{oc}$ in Eq. 2.101 is not sensitive to changes in the light generated current density $J_{Sc}$.

Since the influence of the back surface field is negligible for $H_{epi} > 3 L_b$, curves of different recombination velocities, $S_{intcr}$ approach each other in this limit (see Fig. 6.16a and b). Reducing the epi-layer thickness increases $V_{oc}$ if base recombination dominates over surface recombination at the back surface field. Conversely, $V_{oc}$ decreases for a poorly passivated intermediate oxide, e.g. if no BSF is present.

The impact of recombination parameters on $V_{oc}$ can be understood using the analytical approach visualised in Fig. 2.5. $V_{oc}$ is determined by the influence of the geometric factor $\Xi_p$ on the base saturation current density $J_{sb}$. Base and surface recombination at the intermediate oxide are balanced for $\frac{S_{intcr} L_b}{D_c} = 1$. Thus the geometric factor $\Xi_p$ is independent of the epi-layer thickness when $\ddot{S} \equiv \frac{D_c}{L_b}$. In this case the saturation current density given by Eq. 2.111 is independent of $H_{epi}$, and it is found from Eq. 2.101 that $V_{oc}$ remains constant. The $\ddot{S}$ -values corresponding to the base diffusion lengths of 25 µm, 50 µm, 150 µm and 470 µm of this study are 8010 cm/s, 4005 cm/s, 1330 cm/s and 425 cm/s, respectively.

The influence of $H_{epi}$ on $J_{sc}$ cannot be understood using a simple analytical approach. Here, the results of ray tracing simulations are essential. This is discussed in Section 6.2. A substantial boost in short circuit current density can be achieved by texturing the surface.

Regarding $J_{sc}$ of a textured SOI cell a thin epi-layer is beneficial for low diffusion lengths (Fig. 6.17a). This is a result of the efficient light confinement achieved by inverted pyramids on the front side. Reducing $H_{epi}$ leads to an increase in $J_{sc}$ due to the reduction in base recombination. This effect is not observed for planar cells as any reduction in base recombination is compensated by increasing optical losses (black lines in Fig. 6.17a).

The influence of $H_{epi}$ on $J_{sc}$ is plotted in Fig. 6.17b for a base diffusion length of $L_b = 50$ µm. Opposite trends are found comparing planar and textured surfaces. $J_{sc}$ can be
slightly increased by reducing the epi-layer thickness if the front surface is textured whereas $J_{sc}$ decreases for the planar cell.

The 21.5% relative improvement in $J_{sc}$, (indicated as blue arrow in Fig. 6.17a) is due to the surface texture in the case of a base diffusion length of $L_b = 25 \, \mu m$ and an epi-layer thickness of $H_{epi} = 45 \, \mu m$.

A gain in $V_{oc}$ due to surface texture has been observed previously. A similar and yet lower relative gain in $J_{sc}$ can be achieved for high base diffusion lengths in comparison to low base diffusion lengths. A slightly reduced gain in $J_{sc}$ of 17% and 15% is observed for $L_b = 50 \, \mu m$ and $L_b = 470 \, \mu m$, respectively.

The assumption of an excellent surface passivation by the back surface field ($S_{inter} = 500 \, \text{cm/s}$) and $L_b = 470 \, \mu m$ gives the limiting case of negligible recombination in the bulk for short circuit conditions. Here, the carrier collection efficiency $\eta$ of the SOI cell approaches unity. As a result the solid lines in Fig. 6.17d are essentially the same as those in Fig. 6.10a and b, that is, the short circuit current density calculated by semiconductor device simulation approaches the maximum achievable short circuit current density simulated by ray tracing.

The fill factor calculated by DESSIS has to be corrected in order to account for resistive losses in the metal grid. The expressions for the fill factor corrections due to the finger and bus geometry are given in detail in [97], the metal grid geometry parameters for the reference cells are listed in Tab. 6.3c.

Decreasing the epi layer thickness enhances the base sheet resistivity. Therefore, the fill factor decreases for lower epi-layer thickness shown in Fig. 6.18. The fill factor is generally lower for textured cells which is due to the higher current density.

Fig. 6.19 shows the potential of planar and textured SOI cells in terms of conversion efficiency under the premise of the theoretical fill factor values. The energy conversion efficiency for planar and textured cells with a base diffusion length of $L_b = 25 \, \mu m$ is limited to 14% and 17.5%, respectively. In order to reach this efficiency, the epi-layer thickness must be reduced to 20 $\mu m$. The efficiency decreases for a higher epi-layer thickness due to enhanced base recombination as discussed previously.

20% efficiency could be reached for a textured SOI cell with 80 $\mu m$ epi-layer thickness as shown in Fig. 6.19d, assuming the same recombination parameters as for the textured reference cell. Thereby, the ideal fill factor value of 80.8% must be realised. Although fill factors of 80.4% were reached for textured SOI cells (with lower open circuit voltages), the 19% efficient textured reference cell only showed a fill factor of 77.7%. The origins of these deviations are investigated in the next section based on a statistical approach.
Fig. 6.16: Influence of epi-layer thickness $H_{epi}$ on the open circuit voltage of textured and planar SOI cells for different combinations of the recombination parameters $L_b$ and $S_{int}$. The red curves were calculated for a textured front, the black curves for a planar front.
Fig. 6.17: Influence of epi-layer thickness $H_{ex}$ on the short circuit current density of textured and planar SOI cells for different combinations of the recombination parameters $L_b$ and $S_{ext}$. The red curves were calculated for a textured front, the black curves for a planar front.
Fig. 6.18: Influence of epi-layer thickness $H_{\text{epi}}$ on the fill factor of textured and planar SOI cells for different combinations of the recombination parameters $L_b$ and $S_{\text{interm}}$. The red curves were calculated for a textured front, the black curves for a planar front.
Fig. 6.19: Influence of epi-layer thickness $H_{epi}$ on the conversion efficiency of textured and planar SOI cells for different combinations of the recombination parameters $L_p$ and $S_{net}$. The red curves were calculated for a textured front, the black curves for a planar front.
6.6 Comparison of simulated and measured fill factor

In this section we shall compare the measured fill factor values $\eta_{\text{fill}}$ to those obtained by simulation. Despite having been produced using basically uniform conditions a batch of SOI solar cells tends to display substantial variation in the measured fill factor values. The electrical baseline models described in Section 6.4 reproduced the measured $V_{\text{oc}}$ and $J_{\text{sc}}$ with a high degree of accuracy. However, measuring the planar and the textured reference cells gave 6.7% and 2.2% lower absolute values for the fill factor, respectively, compared with the simulation results. The origins of these deviations were investigated by taking measurements from 37 solar cells processed using comparable conditions in two batches.

The effective base diffusion lengths of the investigated cell batches (Simox 11 and Simox 12) were considerably lower than those of the two reference cells.

$V_{\text{oc}}$ is primarily determined by the recombination parameters $L_b$ and $S_{\text{inter}}$. Variations in $L_b$ and $S_{\text{inter}}$ are due to the sum of a large number of primarily independent effects. The Central Limit Theorem implies that their distribution should approximate a normal distribution.

The relative frequency of the open circuit voltage is plotted in Fig. 6.20a as a bar chart. It can be approximated to a normal distribution using a least squares fit (solid line). The interval $[\mu_{\text{Voc}} - \sigma_{\text{Voc}}, \mu_{\text{Voc}} + \sigma_{\text{Voc}}]$ of the Gaussian distribution in Fig. 6.20a corresponds to the area in Fig. 6.21 labelled with 655 mV. The same recombination velocity as used for the baseline model in the previous sections ($S_{\text{inter}} = 1200 \text{ cm/s}$) was assumed. Hence, $L_b$-values of 47 µm and 55 µm were extracted from Fig. 6.21. In other words, using these $L_b$-values for the semiconductor device simulation leads to the $V_{\text{oc}}$-values corresponding to the boundaries $\mu_{\text{Voc}} - \sigma_{\text{Voc}}$ and $\mu_{\text{Voc}} + \sigma_{\text{Voc}}$ of the confidence interval, respectively.
Simulating the fill factor as a function of the p-n contact finger distance for $L_h = 47 \, \mu m$ and $L_b = 55 \, \mu m$ results in the dashed lines plotted in Fig. 6.22. Resistive losses in the metal grid are neglected regarding the dashed lines. If a random sample from the batches of solar cells under investigation is taken and its fill factor is simulated based solely on its recombination parameters ($L_h$ and $S_{cell}$), this simulated fill factor value will have 68% probability of falling within the interval given by the two dashed lines in Fig. 6.22. This applies because the fill factor has a monotonic relation with $V_{oc}$ [20] and the interval boundaries were determined from a $V_{oc}$ confidence interval of width of 2 $\sigma_{voc}$ around $\mu_{voc}$. This provides a measure for the uncertainty in the fill factor simulation, arising from variations in the recombination parameters of the cells.

A highly asymmetric frequency distribution is obtained for the fill factor, with the center of the distribution at 79.5%, slightly below the maximum realized value of 80.4% (Fig. 6.20b). The fill factor is mainly effected by the realized cross-sectional area of the metal fingers. Variations in the electroplating process, used to increase the cross-sectional area of the contact fingers, cause deviations in the measured fill factor values of different cells.

The asymmetric shape of the relative fill factor frequency distribution can be understood by appeal to a simple statistical approach. The finger width is assumed to follow a Gaussian distribution with probability density function (PDF) $f(w)$, where $w$ denotes a realized value of the finger width. An aspect ratio of 3 (finger width to finger height) was determined for the two investigated solar cell batches. This aspect ratio was used in the analytical approach of Serreze to correct for the resistive losses in the metal grid [97]. This leads to the following dependency of fill factor $\eta_{fill}$ on finger width $w$

$$\eta_{fill}(w) \sim \eta_{fill, sim} \left(1 - \frac{c_{finger}}{w^2} - c_{base}\right)$$

where $c_{finger}$ and $c_{base}$ are constants depending on the metal grid geometry. $\eta_{fill, sim}$ is the upper fill factor limit obtained by semiconductor device simulation using DESSIS. $\eta_{fill, sim}(w)$ is shown in Fig. 6.23b as a solid line. The upper fill factor limit $\eta_{fill, sim}$ for a contact finger spacing of 715 $\mu m$ is indicated in Fig. 6.22 as a black square and as a horizontal dashed line in Fig. 6.23b.
\( \eta_{\text{fill}}(w) \) is a monotonic increasing function. Therefore, the PDF \( f(\eta_{\text{fill}}) \) for the fill factor of the SOI cell can be obtained by transformation of the PDF according to the formula

\[
f(\eta_{\text{fill}}) = \frac{f(w)}{\frac{dn_{\text{fill}}(w)}{dw}}.
\]  

(6.5)

The resulting PDF is plotted in Fig. 6.23c. The observed relative frequency for the fill factor and this theoretical PDF is compared in Fig. 6.20b for a standard deviation of the finger width of \( \sigma_f = 6 \, \mu\text{m} \).
The simple statistical approach reproduces the shape of the relative frequency for the fill factor successfully. Moreover, the center of the theoretical PDF is located at the same fill factor value as that observed for the relative frequency. It can be concluded from this discussion that a comparison of simulated fill factor values with measured fill factor values.

Fig. 6.23: Transformation of probability density function (PDF) for the finger width in order to obtain the PDF for the fill factor. (a) PDF of finger for three different values of the standard deviation $\sigma$; (b) analytical dependence of fill factor on finger width for a p-n contact finger spacing of 715 $\mu$m and an aspect ratio of 3; (c) transformed PDF $f(\tilde{f}_{\text{eff}})$ for fill factor on the basis of the three $\sigma$ values listed in the caption.
should be based on a series of measurements. However, a simplified comparison is possible for the maximum realised fill factor, which corresponds to the group of cells with constant \( p-n \) contact finger spacing! These maximum values are plotted in Fig. 6.22 as the three open circles with the highest fill factor values and are in close agreement with the simulated solid curves. These curves have been corrected for the ohmic resistive losses occurring in metal fingers of 40 µm width and 13 µm height. Obviously, this agreement is not affected by possible deviations of the fill factor due to variations in the recombination parameters in the solar cell batch as the two solid lines, side by side, were simulated for the \( V_{oc} \) confidence interval with boundaries \( [\mu_{\text{jisc}} - \sigma_{\text{jisc}}, \mu_{\text{jisc}} + \sigma_{\text{jisc}}] \).

High fill factor values are realised only if the contact resistance is low. The fact that the metal fingers of some SOI cells are not completely connected to the semiconductor can be clearly seen with the naked eye. Consequently, the contact resistance is enhanced and the fill factor is degraded for these cells. This accounts for cases of SOI cells where fill factors of lower than 70 % are observed. These observations do not fit in with the theoretical PDF which does not take this factor into account.

In conclusion, one should, in general, not compare the mean fill factor value from measurements of a solar cell batch to simulation results. As has been demonstrated in this section, such a fill factor comparison should instead be based on the relative frequency of the measurement series.

<table>
<thead>
<tr>
<th>epi-layer doping concentration</th>
<th>( 1.35 \times 10^{17} \text{ cm}^{-3} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( L_0 )-values correspond to ( \mu_{\text{jisc}} \pm \sigma_{\text{jisc}} ) of the Gaussian distribution in Fig. 6.20a</td>
<td>47 µm and 55 µm</td>
</tr>
<tr>
<td>( S_{\text{incer}} )</td>
<td>1200 cm/s</td>
</tr>
<tr>
<td>finger width</td>
<td>Gaussian distribution with mean value of 18 µm</td>
</tr>
<tr>
<td>finger height</td>
<td>1/3 finger width</td>
</tr>
<tr>
<td>cell surface</td>
<td>textured</td>
</tr>
</tbody>
</table>

Tab. 6.4: Cell parameters extracted from the batches which were used to investigate the fill factor of textured SOI cells (Simox 11 and Simox12). All other parameters were fixed to the baseline parameters listed in Tab. 6.1 and Tab. 6.3.
6.7 Performance of simplified SOI cells

The metal grid of the high efficiency SOI cells discussed so far was photolithographically defined with a high aspect ratio of the fingers (see Tab. 6.3c). We continue with the discussion of the performance of an industrially manufacturable SOI cell with an interdigitated front grid and front surface texture.

A finger width of 50 µm with full area contact of the metal to the silicon-layer was assumed. The gap between the p-type diffusion and the emitter was chosen to be 40 µm compared to 8 µm for the high efficiency SOI cell. To prevent dominant ohmic losses in the emitter, the emitter sheet resistivity was scaled to lower values with increasing n-p contact spacing. The emitter sheet resistivity was decreased from 138 Ω/square for a contact spacing of 700 µm to 70 Ω/square for the 1500 µm contact spacing.

For increasing contact distance the simulation shows an increase of the short circuit current density (Fig. 6.24) due to the decreased shadowing losses from the metal fingers. The open circuit voltage is more or less unaffected by the n-p contact spacing whereas the fill factor decreases due to increasing ohmic losses in the base.

A correction of the fill factor, calculated by the device simulator for additional ohmic losses in the metal, was performed for three different types of front metal grids (Tab. 6.5). In accordance with the realised SOI cell a finger and bus height of 10 and 20 µm, respectively, and a metal resistivity of 1.6·10⁻⁶ Ω cm were taken as the upper limit. The measured values for the metal resistivity of screen printed contacts are found to be around 4.7·10⁻⁶ Ω cm. As the lower limit for metal grid quality the height of the fingers was set to be 7 µm and the height of the bus to be 15 µm. This leads to a difference of 1.2 % (absolute) in the cell efficiency between the lower and upper limit as can be seen in Fig. 6.24. Losses due to contact resistance were not included in the modelling.
<table>
<thead>
<tr>
<th>Symbol</th>
<th>Metal</th>
<th>Resistivity $[\Omega \text{cm}]$</th>
<th>Finger height [µm]</th>
<th>Bus height [µm]</th>
</tr>
</thead>
<tbody>
<tr>
<td>■</td>
<td>evaporated</td>
<td>$1.6 \times 10^{-6}$</td>
<td>10</td>
<td>20</td>
</tr>
<tr>
<td>●</td>
<td>screen printed</td>
<td>$4.7 \times 10^{-6}$</td>
<td>15</td>
<td>20</td>
</tr>
<tr>
<td>♦</td>
<td>screen printed</td>
<td>$4.7 \times 10^{-6}$</td>
<td>7</td>
<td>15</td>
</tr>
</tbody>
</table>

Tab. 6.5: Metal grid parameters for the study of simplified SOI cells.
6.8 Summary of results

The external reflection of planar SOI cells with a double layer antireflection coating can be described analytically. Thereby, escape reflectance in the long wavelength regime is accounted for using a geometric series. The formula reproduces a characteristic hump in the measured reflection at 1030 nm.

The measured external reflection of SOI cells with inverted pyramids can be described with high accuracy using ray tracing. Optical baseline models for a planar and a textured SOI reference cell were established. A detailed quantitative analysis of the optical losses for both cell types is presented revealing that, for illumination with the AM1.5 spectrum, the textured (planar) SOI reference cells absorb 82% (71%) of the incident photon flux in the epi-layer. The lower epi-layer absorption of the planar cell is mostly due to enhanced absorption in the substrate. Whereas 10.5% of the incident photon flux is absorbed in the substrate of the planar cell, only 2.4% is lost in the substrate of the textured cell.

The influence of epi-layer thickness on the reflection and absorption properties of planar and textured SOI cells is investigated utilising the optical baseline models. A strong dependence of the maximum achievable short circuit current density of the planar cell on epi-layer thickness is found. The short circuit current density of a planar SOI cell is limited to \( i_{sc,\text{max}} = 29.5 \, \text{mA/cm}^2 \) for an epi-layer thickness of 15µm. This value increases to \( i_{sc,\text{max}} = 34.8 \, \text{mA/cm}^2 \) for an epi-layer thickness of 100µm. The short circuit current density of the textured cell is limited to \( i_{sc,\text{max}} = 35.7 \, \text{mA/cm}^2 \) for 15µm epi-layer thickness, increasing to \( i_{sc,\text{max}} = 39.2 \, \text{mA/cm}^2 \) for a 100µm thick epi-layer.

For the electrical modelling of thin silicon solar cells it is particularly important to account for the optical carrier generation rates determined by ray tracing. Electrical baseline models for the planar and the textured SOI reference cell were established implementing the optical carrier generation rates determined with the optical baseline models.

The recombination parameters of the reference cells were determined by combining numerical device simulation with measurements of \( V_{oc} \) and the effective diffusion length \( L_{eff} \) extracted from spectral response measurements. Thereby, it was found that the most sensitive method to determine compatible pairs of the bulk diffusion length and the effective surface recombination velocity at the intermediate oxide are contours of constant \( V_{oc} \). The effective diffusion lengths were determined to be three times the epi-layer thickness for the planar reference cell and four times the epi-layer thickness for the textured reference cell, respectively.

The influence of epi-layer thickness and the recombination parameters on the electrical performance of planar and textured SOI cells was investigated by using the above mentioned combination of optical ray tracing and electrical device simulation. Counteracting optical and electrical losses were identified and quantified.

A gain in \( V_{oc} \) can be achieved by a surface texture in comparison to a planar cell front. This gain is due to the increased \( p-n \) product across the cell, which is a result of enhanced light
absorption. A back surface field is beneficial if the base diffusion length exceeds half the thickness of the epi-layer. Reducing the epi-layer thickness increases $V_{oc}$ if base recombination dominates over surface recombination at the back surface field. In contrary, $V_{oc}$ decreases for a poorly passivated intermediate oxide, e.g. if no BSF is present.

$J_{sc}$ of a textured SOI cell can be increased for low minority carrier base diffusion lengths by reducing the epi-layer thickness. This is a result of the efficient light confinement achieved by inverted pyramids on the front side. This effect is not observed for planar cells as a reduction in base recombination is compensated by increasing optical losses.

Opposite trends in the influence of epi-layer thickness on $J_{sc}$ are found comparing planar and textured surfaces for a base diffusion length of $L_d = 50$ μm. $J_{sc}$ can be slightly increased for reduced epi-layer thickness if the front surface is textured whereas $J_{sc}$ decreases for the planar cell.

Measured fill factor values of a batch of SOI solar cells tend to display substantial variation. The origins of these deviations were investigated by taking measurements from two batches of solar cells processed using comparable conditions.

The relative frequency of the open circuit voltage can be approximated to a normal distribution. This can be explained via the Central Limit Theorem.

In contrast, a highly asymmetric frequency distribution is obtained for the fill factor. The realised cross sectional area of the metal fingers plays a dominant role in determining the value of the fill factor. Hence, variations in the electroplating process, used to increase the cross-sectional area of the contact fingers, cause deviations in the measured fill factor values of different cells. The asymmetric shape of the relative fill factor frequency distribution can be understood by appeal to a simple statistical approach. The finger width is assumed to follow a Gaussian distribution. Transformation of this normal distribution using an analytical expression for series resistance losses in the metal grid gives the probability distribution of the fill factor. The obtained probability distribution is in accordance with the frequency distribution of the fill factor. It is concluded that one should not compare the mean fill factor value of solar cell batch to simulation results. Such a fill factor comparison should instead be based on the relative frequency of the measurement series.
7 Analysis of one sun mono-crystalline rear contacted silicon solar cells

7.1 Introduction

Rear-contacted solar cells have their complete metallisation on the rear surface. This decouples the series-resistance versus shadowing loss compromise of conventional solar cells. The sunward side of the cell may be optimised for optical performance and the back side for electrical performance. Thus, rear-contacted cells are especially suitable for concentrator application with its need for very low series resistance. Unlike conventional cells, there is no trade off between increasing cell size decreasing efficiency on account of series resistance losses, because the whole cell surface can be covered by an appropriate metallisation scheme. Moreover, having both contacts on the rear cell side simplifies module assembly significantly. In addition, back-contacted cells offer an easy way of producing bifacial solar cells.

Most of the rear-contacted cells in the past have also been rear-junction cells, i.e. the minority carriers generated predominantly at the front surface have to diffuse through the base of the cell to the rear side, where they are collected by the back-side emitter. This cell concept was used mostly for high efficiency approaches, since, unlike conventional cell designs, it requires high quality base material and an excellent front surface passivation. This disadvantage may be partly overcome by a collecting emitter on the front-side of the cell. The emitter-wrap-trough (EWT) cell concept provides an elegant method of connecting the front emitter to the rear emitter [73,98]. The front and rear emitters are connected by emitter-diffused holes from the front to the back.

The cell concept of rear-contacted silicon solar cells with an interdigitated rear-contact metallisation pattern was introduced by Schwartz in 1975 [99]. Conversion efficiencies of 17.5% under 50 suns concentration were reported. In a theoretical study by Lammert [100], it was postulated that with heavier doped junctions, a lower metallisation resistance, reduced reflectance, and improved bulk lifetime it was possible to achieve a cell efficiency of 24% at an illumination intensity of 300 suns. However, severe simplifying assumptions were made in this study, such as neglecting external reflection losses and assuming ideal junctions.

Schwartz [101] compiled a list of approaches to silicon solar cells for use under concentrated sunlight, which includes a discussion of unconventional designs of rear-contacted solar cell structures, such as the polka dot cell [98].

Swanson investigated an improved rear-contacted cell structure in 1986 [36], the pointcontact silicon solar cell. At that time, 23% efficiency at 100 suns could be reached using 80 μm thick high resistivity float-zone silicon. Similar to the interdigitated rear-contacted
solar cell in [99], the entire metallisation of the point-contact solar cell is located on the rear surface in the form of an interdigitated grid structure. To reduce contact recombination, the metal contacts the silicon only at small points. These points are opened in the passivation oxide and covered by n-type and p-type diffusions alternating in a checkerboard fashion. The front surface and the regions between contacts on the rear are covered with SiO₂ for surface passivation. Swanson developed an improved analytical cell model to explain the three-dimensional charge carrier distribution around point contacts. The approach emphasises the accurate determination of the total recombination current rather than carrier densities and fluxes. The semiconductor transport equations are solved using a variational approach to obtain the carrier density in the highly injected base. The recombination activity of the n⁺ and p⁺ diffusions at the point contacts is modelled using measured values of the diffusion saturation current density. In order to solve the coupled semiconductor equations, Swanson assumed a position-independent diffusion constant in the base, neglected base recombination, and assumed that photogeneration is confined to an infinitesimally thin layer at the front of the device.

Sinton refined Swanson’s analytical model by incorporating a numerical solution of the effects of bulk generation and recombination [102]. Sinton analysed 28% (at 100 suns) efficient point-contact cells fabricated on high resistivity silicon (100-400 Ωcm n-type float-zone). He established a baseline model that included a universal set of parameters fixed by independent measurements. The model was shown to be in agreement with measurements to within 1 percent in absolute efficiency for a wide range of illumination intensities.

Research on rear-contacted concentrator cells produced various results that are also relevant to solar cells operating at one sun. King [103] investigated saturation current densities of shallow diffusions for passivating the front surfaces of point-contact solar cells. A one-sun efficiency of 22.3% was reported for a cell with an open-circuit voltage of 706 mV. Verlinden proposed a multilevel metallisation scheme that produces a series resistance independent of the cell size [104].

The above-mentioned solar cell results were obtained with complex processing technology that is too expensive for one-sun application. Sinton [105] proposed a simplified fabrication sequence for rear-contacted cells operating at one sun. A self-aligned metallisation technique proposed in this work allows for the fabrications of rear-contacted cells with only one photolithographic mask step. However, to avoid shunt effects in heavily doped compensated regions, Sinton used a simplified fabrication sequence with two mask steps. Large area cells with 21.9% efficiency for one-sun operation were fabricated on high-resistivity, 390 Ωcm, phosphorous doped silicon wafers that were 130 µm thick.

Matsukuma et al. from Hitachi Research laboratories enhanced the analytical point-contact cell model of Swanson to account more accurately for multiple internal reflections and carrier recombination in the base [106]. In this study, simplified large area rear-contacted cells with point and line emitters are investigated. The modeled cell dimensions were adjusted to be achievable using screen printing technology for the contact metallisation.
In 1991, research on one-sun rear-contacted cells at Stanford University resulted in 22.7% efficient cells [107]. The first pilot line production of large-area rear-contacted cells for one-sun operation was started at SunPower in 1993 [108], followed by the fabrication of the 7000 high efficient rear-contacted cells for the winning car, the "Dream", in the 1993 solar car race [109]. At SunPower it was shown that a rear-contacted cell fabrication line can be implemented with a production yield greater than 90% and with an average cell efficiency of 21.1%. A total of five photolithography masks was used in the 1993 production line and the cells were processed on high-resistivity float-zone silicon wafers of 160 µm thickness, i.e. the production line was not optimised for low cost.

The cell design was further optimised in order to reduce parasitic perimeter losses [110]. The maximum cell efficiency was enhanced to 23.2% by reducing the carrier recombination at the saw-cut perimeter, by using lower resistivity material [111].

7.2 Rear contact cells for one-sun application at Fraunhofer ISE

Two goals were pursued within the development of rear-contacted cells at Fraunhofer ISE:

1. the utilisation of low-resistivity base material and
2. the optimisation of this cell type for bifacial application.

A set of masks for cells with interdigitated grids was used on 250 µm thick low-resistivity (1.25 Ωcm) p-type FZ-silicon.

The front side of the RCC is textured with random pyramids for optimal optical characteristics, the rear side is planar. An oxide passivated floating emitter is applied to the unmetallised side (bottom side in Fig. 7.1) in order to decrease surface recombination velocity. A thermal oxide alone on a textured surface is known to have a non-optimal surface recombination velocity of more than 1000 cm/s and leads to a decrease of 30 mV in $V_{oc}$ for this cell type [92]. Therefore, the performance of the RCC depends strongly on the minimisation of the front surface recombination, a fact discussed for one-sun rear point-contact cells in Ref. [112].

Since the floating emitter on the unmetallised side is processed in the same step as the one on the metallised side, this additional feature does not make the process more complex. Both emitters have a sheet resistance of 127 Ω/sq. and peak doping concentration of 5×10^{18} cm^{-3}. On the metallised side of the cell nearly the whole surface is a phosphorous diffused area. Only a fraction of around 2% is left undiffused for the base contacts. Local deep diffusions underneath both emitter and base contacts were used. Due to the resulting high surface doping concentration, it is possible to use Ti/Pd/Ag not only for the emitter but also for the base contacts. The distance between the finger lines of one grid type lies between 1000 to 1430 µm.

The RCC investigated in this chapter had an efficiency of 21.4% and was improved in the course of the optimisation studies to 22.1%. A RCC structure optimised for bifacial
application has, for the first time, produced an efficiency of more than 20% for illumination from either front or rear side [112].

Fig. 7.1: Structure of the rear-contacted cell fabricated at Fraunhofer ISE. (a) View of the rear side of the rear-contacted cell showing the interdigitated contact pattern. (b) Detail, with the cell shown upside down, so that the light illuminates the cell from the bottom. For bifacial application the rear surface is also textured.
7.3 A comprehensive electrical and optical numerical model for the rear-contacted cell

Fig. 7.2 presents a diagram of the simulation steps for a complete device simulation of the RCC. The reflection and absorption properties of textured silicon solar cells can be calculated with the ray tracing program RAYN [113]. An optical symmetry element suitable for ray tracing simulation of the random pyramid texture of the rear-contacted cell is shown in Fig. 7.2a. Front side illumination on the random pyramids is approximated by calculating the geometric path of a monochromatic light ray of random incidence on a single upright pyramid [70].

For electrical device simulation the device volume has to be discretised. Fig. 7.3 shows the discretisation mesh of a symmetry element of the rear-contacted cell, including one n– to p– contact finger distance. In the following this symmetry element of the interior cell region is called an elementary diode (Fig. 7.4). A high density of mesh points in device regions with a steep doping gradient is needed for convergence of the iteration scheme used by DESSIS [41]. This is shown in Fig. 7.3 in the detail of the discretisation mesh around the n-contact region. To calculate a realistic short-circuit current, we need a very high density of mesh points at the illuminate front surface. Thus, the discretisation mesh is adapted to the gradient of the generation function, as shown in the details at the top of (Fig. 7.3).

Ray tracing, construction of a discretisation mesh, and device simulation are performed in an object oriented simulation environment described in Section 4.

Fig. 7.2: Simulation flow for the numerical calculation of the optical and electrical properties of the RCC. (a) A single upright pyramid of 5 µm width is the symmetry element for the optical ray tracing simulation; (b) the discretisation mesh is generated in the next step; (c) for the electrical device simulation, the optical generation profile and the discretisation mesh calculated in the previous two steps are used; (d) the current-voltage characteristic from the device simulator is used as input for the circuit simulation, taking into account the voltage drops along the metal bus bar and the metal fingers of the solar cell.
Till now, the description of device simulations performed with an elementary diode region has ignored resistive metal grid losses and recombination losses at the cell perimeter. Recombination losses at the cell perimeter are a consequence mainly of the unpassivated cut surface of the cell. Perimeter recombination losses also degrade the cell efficiency of cells that remain embedded in the wafer. This is due to outdiffusion of minority carriers into the unilluminated wafer regions outside the cell area.

We shall include the distributed resistive losses of the interdigitated metal grid using the circuit simulation method as introduced in Section 3.6. Losses due to recombination of charge carriers at the device perimeter can also be quantified by introducing $I-V$ curves of the perimeter region into the circuit simulation. The perimeter region represented by a perimeter diode is shown at the right side of Fig. 7.4. Half of a $p$-contact, the collecting emitter, and the shaded cell perimeter are included in the perimeter diode.
The electrical circuit representing the entire solar cell comprises elementary diodes and perimeter diodes connected by Ohmic resistors (Fig. 3.10). For reasons of symmetry, only half of the metal grid needs to be resolved in the circuit simulation in order to describe the $I-V$ curve of an entire RCC. The elementary diodes of the RCC are modelled in two dimensions in this work. Doing the numerical device simulations in two dimensions allows simulations to be performed within acceptable computing time. Differences arising from three-dimensional current flow patterns in the base were investigated by Ohtsuka [114]. The RCCs investigated by Ohtsuka have a large area fraction of the rear surface that is not covered by the emitter. The third dimension in the simulation of the elementary diodes is neglected here because the rear surface is almost fully covered by the collecting emitter. Therefore, the current flow patterns in the base of our RCC can be approximated by 2D simulations.

To investigate shunt effects on the floating emitter, one-dimensional simulations using PC1D [67] were performed. The equivalent circuit for these calculations is shown in Fig. 7.5 and discussed in Section 7.6.

### 7.4 Optical properties of random pyramid texture

The random pyramid texturisation is approximated by a symmetry element consisting of one upright pyramid. Fig. 7.6 demonstrates that even the simplified upright pyramid approach provides a good approximation of the measured reflection of a wafer with random pyramid texture at the illuminated surface and a planar rear surface.
This section describes a general method to extract the recombination parameters of a high efficiency solar cell by combining numerical device simulation with measurements of open-circuit voltage and microwave-detected photo conductance decay (MW-PCD). In addition, the spatial distribution of excess carrier recombination in the different regions of the RCC for standard AM1.5 global illumination is determined.

The peak doping concentration of the emitter at the planar oxide-passivated rear side is $5 \times 10^{18} \text{cm}^{-3}$. Various references in the literature give an extracted interface surface recombination velocity of $V_{\text{interface}} \approx 500 \text{cm/s}$ (Fig. 5.8).

The method applied here to determine the bulk diffusion length $L_b$ and the effective surface recombination velocity of the emitter passivated front side $S_{\text{eff,front}}$ is the same one as in [70]: to match the overall recombination of the solar cell model and the realised cell, device simulations were performed for different combinations of $L_b$ and $S_{\text{eff,front}}$, which reproduce the measured open-circuit voltage. For this purpose, we used an iterative algorithm, determining $S_{\text{eff,front}}$ for a given $L_b$ to reproduce the measured $V_{\text{oc}}$ by device simulation.

Upper and lower limits for the range of possible recombination parameters are obtained as follows. The solid lines in Fig. 7.7 show different combinations of $S_{\text{eff,front}}$ and $L_b$, resulting in the same open-circuit voltage in a device simulation with DESSIS and RAYN. The line with the circles was calculated for a measured open-circuit voltage of 689 mV for the cell under investigation. A range of $\pm 5 \text{mV}$ in $V_{\text{oc}}$ was assumed as an upper limit for the tolerable deviation between measurement and simulation.

Fig. 7.6: External reflection and absorption of the RCC. The open circles show the measured external reflection of a wafer with random pyramids at the front and planar rear surface. The lines indicate ray tracing results obtained by simulating one upright pyramid.

### 7.5 Determination of recombination parameters

This section describes a general method to extract the recombination parameters of a high efficiency solar cell by combining numerical device simulation with measurements of open-circuit voltage and microwave-detected photo conductance decay (MW-PCD). In addition, the spatial distribution of excess carrier recombination in the different regions of the RCC for standard AM1.5 global illumination is determined.

The peak doping concentration of the emitter at the planar oxide-passivated rear side is $5 \times 10^{18} \text{cm}^{-3}$. Various references in the literature give an extracted interface surface recombination velocity of $V_{\text{interface}} \approx 500 \text{cm/s}$ (Fig. 5.8).

The method applied here to determine the bulk diffusion length $L_b$ and the effective surface recombination velocity of the emitter passivated front side $S_{\text{eff,front}}$ is the same one as in [70]: to match the overall recombination of the solar cell model and the realised cell, device simulations were performed for different combinations of $L_b$ and $S_{\text{eff,front}}$, which reproduce the measured open-circuit voltage. For this purpose, we used an iterative algorithm, determining $S_{\text{eff,front}}$ for a given $L_b$ to reproduce the measured $V_{\text{oc}}$ by device simulation.

Upper and lower limits for the range of possible recombination parameters are obtained as follows. The solid lines in Fig. 7.7 show different combinations of $S_{\text{eff,front}}$ and $L_b$, resulting in the same open-circuit voltage in a device simulation with DESSIS and RAYN. The line with the circles was calculated for a measured open-circuit voltage of 689 mV for the cell under investigation. A range of $\pm 5 \text{mV}$ in $V_{\text{oc}}$ was assumed as an upper limit for the tolerable deviation between measurement and simulation.
Additional information on $S_{\text{eff,front}}$ was obtained from microwave-detected photoconductance decay (MW-PCD) measurements on test structures [92]. The effective minority carrier lifetime at one-sun illumination was determined to be $\tau_{\text{eff}} = 245 \mu\text{s}$ [115]. An upper limit for $S_{\text{eff,front}}$ can be estimated by assuming Auger recombination as the only loss mechanism in the base. This assumption leads to $S_{\text{eff,max}} = 46 \text{ cm/s}$ and a range of possible values of $L_b$ and $S_{\text{eff,front}}$ shown within the lightly shaded area in Fig. 7.7. The dashed lines in Fig. 7.7 show $(L_b, S_{\text{eff,front}})$-combinations, resulting in the same measured $\tau_{\text{eff}}$, including the estimated measurement error.

The intersection of possible $(L_b, S_{\text{eff,front}})$-combinations determined by device simulation and PCD measurement is shown as the dark grey area in Fig. 7.7.

In addition to $S_{\text{eff,front}}$, the interface surface recombination velocity of the front surface, $S_{\text{interface}}$, was determined by DESSIS simulations, including the front $n^+$-diffused layer. The measured $V_{\text{oc}}$ was obtained for $S_{\text{interface}} = 1500 \text{ cm/s}$. As mentioned before, the value deduced from Fig. 5.8 for a planar surface with the same phosphorous peak doping concentration is 500 cm/s. Thus, $S_{\text{interface}}$ for the oxide–passivated random pyramid texture is approximately three times higher than that for a planar surface. The surface area with random pyramid texture is 1.7 times larger than a planar surface. Therefore, the increase in surface recombination velocity is not merely caused by greater surface area. The same strong increase in $S_{\text{interface}}$ was observed for a wide range of emitters in [92].
These recombination parameters are used to calculate the recombination fractions within different cell regions (perimeter losses excluded). This is done by integrating the spatially distributed recombination rates of all recombination channels over different cell regions. In Tab. 7.1 the recombination fractions are given for short circuit, maximum power, and open-circuit conditions.

The light-generated current density in the RCC obtained by ray tracing simulation is 41.0 mA/cm². This represents the maximum achievable short circuit current density assuming no recombination losses in the device. Under open-circuit conditions, this current density is identical to the overall recombination current density in the solar cell. Under short circuit conditions, only 1 mA/cm² of the generated current density recombines within the cell. The main recombination mechanism, independent of the operating conditions, is Shockley-Read-Hall recombination in the base region. Thus, even when high-quality material is used, it is beneficial to reduce the cell thickness as will be investigated in detail in Section 7.10.1.

The recombination fraction of the emitter under open-circuit conditions is twice the recombination fraction under short circuit and maximum power point conditions. This can be explained by the fact that under open-circuit conditions there is no external current flow. Therefore, the minority carrier density in the emitter, and hence the Auger recombination fraction, is higher under open-circuit conditions.

The surface recombination fraction increases from 8% to 15% under short- and open-circuit conditions, respectively. The surface area of the non-diffused gap region at the rear side contributes only 1.5% to the entire cell area. However, under maximum power point conditions 30% of the overall surface recombination occurs at the undiffused gap region. This emphasises the surface passivating effect of the floating emitter and the contacted emitter.

Fig. 7.8 shows the influence of the interface recombination velocity at the front surface on the RCC efficiency. The plotted cell efficiencies do not include fill factor losses due to the metal resistance of the grid. The dotted line shows the strong impact of the front surface interface recombination velocity for an RCC without floating emitter passivated front surface. Increasing the front surface interface recombination velocity from 0 to 3000 cm/s completely degrades the cell efficiency. In contrast, an effective front surface passivation can be achieved by a floating emitter: Even an increase in the front surface interface recombination velocity, \( S_{\text{interface}} \), to 10000 cm/s causes an absolute decrease in cell efficiency of only 3%, because the effective front surface recombination velocity, \( S_{\text{eff}} \), remains moderate.

<table>
<thead>
<tr>
<th>region</th>
<th>( J_{\text{sc}} )</th>
<th>( V_{\text{mpp}} )</th>
<th>( V_{\text{oc}} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>base</td>
<td>86 %</td>
<td>82 %</td>
<td>70 %</td>
</tr>
<tr>
<td>emitter</td>
<td>6 %</td>
<td>6 %</td>
<td>14 %</td>
</tr>
<tr>
<td>surfaces</td>
<td>8 %</td>
<td>11 %</td>
<td>15 %</td>
</tr>
<tr>
<td>contacts</td>
<td>&lt; 0.05 %</td>
<td>0.5 %</td>
<td>1 %</td>
</tr>
<tr>
<td>sum [mA/cm²]</td>
<td>1</td>
<td>3</td>
<td>41</td>
</tr>
</tbody>
</table>

Tab. 7.1: Recombination distribution in the RCC for different operating conditions.
RCCs with floating emitter are strongly non-linear, *i.e.* the short circuit current density $J_{sc}$ depends non-linearly on the illumination intensity. A non-linearity was also found for Passivated Emitter and Rear Floating junction (PERF) cells, where shunts of the floating emitter junction to the rear-contacts were found to be an important factor in the interpretation of the $I-V$ curves [116]. In contrast to this type of shunt, in the case of the diffused front floating emitter of a RCC, a shunt element constitutes a contribution to the recombination losses at the front surface. This shunt effect might be due to inhomogeneities of the doping profile along the random pyramid texturisation. The passivating property of the floating emitter is weakened where the doping profile is thinner. In other words, a non-negligible minority carrier recombination current towards the less passivated parts of the front surface occurs.

The shunt effect of the floating emitter causes a strongly injection-level-dependent effective front surface recombination velocity. This injection dependence is reflected in a drastic decrease in the measured quantum efficiencies for low illumination intensities (Fig. 7.9).\(^7\)

---

\(^7\) The measured quantum efficiency without bias light is vanishing between 350 and 650 nm, shows a linear increase from 650 nm to 900 nm and a maximum of 40% at 1050 nm. The increase in quantum efficiency can be explained by an increasing fraction of the generated carriers being able to reach the collecting rear emitter.
Fig. 7.9: Measured bias light dependence of the external quantum efficiency of the RCC. A strong non-linearity of short circuit current on the bias light is observed.

Fig. 7.10: Dark current voltage characteristics of the investigated baseline cell. The hump in the measured dark $I-V$ curve is due to increased recombination of charge carriers at the floating junction with decreasing excess carrier density (lower applied voltage). The value of the parallel resistance in the equivalent circuit of the floating junction was quantified using PC1D.
A model for the injection dependence of the recombination at floating emitter passivated surfaces was proposed by Lölegen [117]. Based on this physical background, a shunt resistance, \( R_{p,\text{floating}} \), is introduced as shown in Fig. 7.5. In addition to a shunt resistance, \( R_{p,\text{floating}} \), the space charge region recombination of the floating emitter is accounted for by introducing a diode with ideality factor 2 and saturation current density \( J_{02p} \). Using PC1D [67], we simulated dark \( I-V \) curves using the equivalent circuit shown in Fig. 7.5 for different values of \( R_{p,\text{floating}} \) and \( J_{02p} \). The best fit with the measured dark \( I-V \) curve was obtained for \( R_{p,\text{floating}} = 2.2 \, \text{k} \Omega \, \text{cm}^2 \) and \( J_{02p} = 8 \times 10^{-9} \, \text{A/cm}^2 \), as can be seen in Fig. 7.10.

In analogy to the effective surface recombination velocity \( S_{\text{eff}} \) of the floating emitter passivated front side described by Lölegen, we define

\[
S_{\text{eff}} = S_{\text{eff, I0}} + S_{\text{eff, I02}} + S_{\text{eff, Shunt}}
\]

\[
= \frac{J_{0p}}{q n_{0p}} + J_{02p} \left( e^{qV_{\text{floating}}/(2kT)} - 1 \right) + \frac{V_{\text{floating}} / R_{p,\text{floating}}}{q n_{0p} \left( e^{qV_{\text{floating}}/(kT)} - 1 \right)}
\]  

(7.1)

where \( q \) is the elementary charge, \( k \) is the Boltzmann constant, \( T \) is the cell temperature, \( n_{0p} \) is the equilibrium minority carrier density at the edge of the space charge region (8.8 \times 10^3 \, \text{cm}^{-3} \) for the doping profile of the floating emitter), \( V_{\text{floating}} \) is the voltage that appears across the junction, and \( J_{0p} \) is the saturation current density of the floating emitter. \( J_{0p} \) was calculated to be \( 5 \times 10^{-14} \, \text{A/cm}^2 \) under the assumption of Auger recombination as the limiting recombination mechanism in the floating emitter. The first term in equation Eq. 7.1, \( S_{\text{eff, I0}} \), is due to the current injected into the emitter. The second term, \( S_{\text{eff, I02}} \), is the contribution to \( S_{\text{eff}} \), which is due to recombination in the space charge region, and the last term, \( S_{\text{eff, Shunt}} \), accounts for the recombination current due to the shunt effect.

The three components contributing to \( S_{\text{eff}} \) are shown as a function of \( V_{\text{floating}} \) in Fig. 7.11.

![Fig. 7.11: Contributions to the effective recombination velocity of the floating junction at the front surface (Eq. 7.1).](image)
On the upper X-axis, values of the bias light intensity in units of 1 sun (1000 W/m²) are shown. Under short circuit conditions, the bias light intensity corresponds to $V_{\text{floating}}$ indicated on the lower X-axis. The second and third terms in Eq. 7.1 are injection-dependent contributions to $S_{\text{eff}}$, whereas $S_{\text{eff}, \text{0}}$ is independent of the injection level. At low bias light intensities, there is a strong increase in the front surface recombination owing to the dominating shunt component. This is reflected in the strong injection level dependence of the RCC for low illumination intensities. As illumination intensities increase, $S_{\text{eff}}$ approaches a lower limit given by $S_{\text{eff}, \text{0}}$.

To further verify the validity of the model, two different measurements were compared with the theoretical predictions:

In a first step, the injection dependence of $S_{\text{eff}}$ was determined from spectral response measurements at 600 nm (light absorbed close to the surface) for different bias light intensities (see Fig. 7.12).

![Fig. 7.12: Bias light dependence of the external quantum efficiency for illumination with monochromatic light of 600 nm wavelength. The external quantum efficiency saturates towards one-sun illumination conditions. The solid line shows a PC1D simulation using values for $R_{\text{p, floating}}$ and $J_{0, \text{ZP}}$ extracted from the dark $I-V$-curve (see Fig. 7.10).](image)

Then, PC1D simulations of a RCC (modelled without floating emitter) were used to determine the effective surface recombination velocity at the front side, $S_{\text{front}}$, which results in the measured EQE at the given bias light intensities. This $S_{\text{front}}$ represents the effective differential surface recombination velocity, $S_{\text{eff, diff}}$, of a RCC with floating emitter at the injection levels calculated for the given bias light intensities.
A second independent measurement of \( S_{\text{eff, diff}} \) was realised by PCD measurements on test samples. Test structures with oxide-passivated floating emitters on both sides were processed from the same starting material and with the same processing conditions for the emitter and the thermal oxides as used in the RCC processing. Therefore, it can be assumed that the test structures and the RCCs have the same bulk lifetime. Furthermore, the test structures were textured with random pyramids in order to establish surface conditions similar to those of the RCCs.

To compare the theoretical predictions with the measurements described above, it is necessary to replace the voltage across the floating emitter, \( V_{\text{floating}} \), in Eq. 7.1 with the injection level \( \Delta n \) in the base:

\[
\Delta n = n_{0p} (e^{q V_{\text{floating}}/(kT)} - 1)
\]

(7.2)

where \( n_{0p} \) is the majority carrier density in the base. Applying Eq. 7.2 to Eq. 7.1 gives

\[
S_{\text{eff}} = \frac{J_{0p}}{q n_{0p}} + \frac{J_{02p}}{q} \Delta n \left( \frac{\Delta n}{n_{0p}} + 1 - 1 \right) + \frac{kT}{q^2 \Delta n R_{\text{floating}}} \ln \left( \frac{\Delta n}{n_{0p}} + 1 \right).
\]

(7.3)

This equation has to be differentiated in order to obtain the differential effective surface recombination velocity \([118]\):

\[
S_{\text{eff, diff}} (\Delta n) = \frac{dJ_S}{q d\Delta n} = \frac{d(\Delta n S_{\text{eff}} (\Delta n))}{d\Delta n} = \frac{J_{0p}}{q n_{0p}} + \frac{J_{02p}}{2 q n_{0p}} \left( \frac{\Delta n}{n_{0p}} + 1 \right)^{-\frac{1}{2}} + \frac{kT}{q^2 R_{\text{floating}}} \frac{1}{n_{0p} + \Delta n}
\]

(7.4)

where \( J_S \) is the fraction of the minority current density from the base recombining at the front surface.

The resulting curves for \( S_{\text{eff, diff}} \) are plotted in Fig. 7.13. As can be seen, there is close agreement between the two independently measured curves and the calculated data.
The total current flow causes a voltage drop along the metal grid. Thus, different cell regions, represented by 2D-symmetry elements in the model, are driven by voltages differing from the voltage at the cell terminals. The losses due to this are known as non-generation losses [61]. Non-generation losses of RCCs with interdigitated metal grid are smaller in comparison to conventional solar cells: Fig. 7.14 shows a schematic view of the electrostatic potential distribution along the metal grids under maximum power point conditions at the terminals of the solar cell. The circuit simulation reveals that elementary diodes connected between the same fingers (like the elementary diodes "1" and "2" in Fig. 7.14) work at the same operating point. The voltage drop along one contact finger compensates the voltage drop of the contact finger of opposite type. This is in contrast to a conventional contacted solar cell, where the voltage drop at the back contact is negligible due to the thick metallisation.

Fig. 7.13: Injection dependence of the effective surface recombination velocity of the floating emitter passivated surface.

### 7.7 Resistive losses

The total current flow causes a voltage drop along the metal grid. Thus, different cell regions, represented by 2D-symmetry elements in the model, are driven by voltages differing from the voltage at the cell terminals. The losses due to this are known as non-generation losses [61]. Non-generation losses of RCCs with interdigitated metal grid are smaller in comparison to conventional solar cells: Fig. 7.14 shows a schematic view of the electrostatic potential distribution along the metal grids under maximum power point conditions at the terminals of the solar cell. The circuit simulation reveals that elementary diodes connected between the same fingers (like the elementary diodes "1" and "2" in Fig. 7.14) work at the same operating point. The voltage drop along one contact finger compensates the voltage drop of the contact finger of opposite type. This is in contrast to a conventional contacted solar cell, where the voltage drop at the back contact is negligible due to the thick metallisation.
The distributed Ohmic resistance of the metal grid was measured by three-point probe measurements. Fig. 7.15 shows the resulting metal resistance for the negative contact grid, with the origin set at the contact pad in the middle of the bus bar. The measured metal resistance was compared to the calculated metal resistance, assuming perfectly homogeneous finger shape. Calculations were performed assuming measured finger dimensions and specific metal resistance values ($n$-finger: 30 µm height, 14 µm width, 1.88 cm length; $p$-finger: 30 µm height, 17 µm width, 1.92 cm length; bus-bar: 20 µm height, 158 µm average width, 0.93 cm length; specific metal resistance $\rho_{lg} = 1.6 \times 10^{-6}$ Ωcm).

The bars at the base of Fig. 7.15 show the absolute difference in resistance between measurement and simulation. Hence, the metal grid of the RCC can be modelled with good accuracy using perfectly shaped fingers and constant specific metal resistance.
The measured distributed voltage drop along the n-contact metal grid was measured as well. The measured data under short circuit conditions and illumination from the metallised rear side are shown in Fig. 7.16. Simulation results obtained with the circuit simulation method are plotted in the same figure. Differences between simulation and measurement are most likely due to technical problems with the adhesion of the metal to the semiconductor. This leads to an inhomogeneous contact resistance along the metal fingers.

Fig. 7.15: Measured and simulated distribution of the n-contact metal grid resistance. Absolute deviations between simulations and measurements are indicated by the bars at the base of the graph.

Fig. 7.16: Measured and simulated voltage drop along the n-contact metal grid under short circuit conditions. The origin is located at the contact pad. The cell was illuminated from the metallised rear side.
7.8 Perimeter losses

The investigated RCCs were not separated from the surrounding wafer. Therefore, the symmetry element for device simulation of the perimeter region includes one p- and one n-finger as well as a shaded perimeter region (Fig. 7.4, cf. also Ref. [60]). Simulations revealed that for negligible recombination at the perimeter edge the width of the shaded perimeter region should be one diffusion length. The edge of the emitter diffusions is defined by an area mask. At the non-diffused planar surface a recombination velocity of 1000 cm/s was assumed.

Two methods were worked out to quantify the perimeter losses of the RCC. The first method uses an isolated perimeter diode. For a constant applied voltage, the lateral current density component is integrated along the boundary between the illuminated part and the part of the solar cell shaded by the area definition mask. The resulting current density is denoted $J_{\text{Peri,Int}}(V)$.

Fig. 7.17: Recombination losses at the cell border can be accounted for by simulation of the perimeter region of the solar cell. The details (Figs. a and b) show the electron density distribution at the cell perimeter under short circuit and maximum power point conditions. Arrows indicate the direction of positive current flow, opposite to the direction of electron flow. The absolute value of the electron current density at the perimeter is shown as solid curves. Dashed curves show the lateral electron current density component along the perimeter (denoted ”cut”).

The second method employs the circuit simulation technique introduced above. Two different cases are considered. The first case is an RCC with ideal perimeter conditions. This is modelled by inserting elementary diodes at the border positions of the circuit (denoted ”P”
in Fig. 3.10) as well as at the interior cell positions (denoted “E” in Fig. 3.10). The resulting \( I-V \) curve is termed \( I-V_{\text{Circ, no perimeter loss}} \). The second case is an RCC modelled with perimeter losses. Simulating the illuminated \( I-V \) curve of the RCC with perimeter diodes at the cell border yields the \( I-V \) curve of a RCC, including perimeter losses, termed \( I-V_{\text{Circ}} \). The difference between \( I-V_{\text{Circ}} \) and \( I-V_{\text{Circ, no perimeter loss}} \) is a current density, \( J_{\text{peri, Circ}}(V) \), which can be attributed to the perimeter loss.

The perimeter current \( J_{\text{peri, Int}}(V) \) is plotted in Fig. 7.17 under short circuit (a) and maximum power (b) conditions. Arrows indicate the direction of positive current flow, opposite to the direction of electron flow. The graphs on the right side of Fig. 7.17 show the electron current density along a line at the edge of the area mask. Compared with short circuit conditions, under maximum power point conditions a higher lateral current density can be observed. Under short circuit conditions, the lateral component of the perimeter current changes direction at a distance of 200 \( \mu \text{m} \) from the front side, i.e., at the rear side electrons flow from the dark to the illuminated region (Fig. 7.17a). Under maximum power point conditions, the electron current density at the area mask edge is mainly lateral. A width of 150 \( \mu \text{m} \) of the contacted emitter does not contribute to the terminal current, but to the perimeter recombination current. In Fig. 7.17b, a star marks the change in direction of the current flow in the contacted emitter.

The perimeter current densities obtained by the two methods are plotted in Fig. 7.18. Method 1 yields a perimeter current density \( J_{\text{peri, Int}} \), which increases monotonically with the applied voltage. This is due to the increase of minority carrier density in the base shown in the upper part of the graph. In contrast, the perimeter current density \( J_{\text{peri, Circ}} \) obtained by the second method shows a maximum.

![Fig. 7.18. Perimeter current densities obtained by two different methods: Method 1 considers an isolated perimeter diode, whereas method 2 employs circuit simulation of the entire device.](image-url)
This difference can be explained by investigating the series resistance and its impact on the $I$-$V$ curves. A series resistance leads to an increase in the local ideality factor \[116\] of the $I$-$V$ curve in the vicinity of $V_{oc}$, as shown in Fig. 7.19. The series resistance of the perimeter diode is higher than that of the elementary diode, because the mean distance between the generation location of the majority carriers in the base and collection at the positive contact is larger for the perimeter diode (see Fig. 7.4). Fitting the two diode model to simulated $I$-$V$ curves yields $R_S = (0.56 \pm 0.19) \, \Omega \, \text{cm}^2$ for the perimeter diode and $R_S = (0.39 \pm 0.16) \, \Omega \, \text{cm}^2$ for the elementary diode. $I$-$V$ curves of both diode types, and the local ideality factors, are plotted in Fig. 7.20. The difference between the two $I$-$V$ curves, $J_{\text{Diff}} = J_{PD}(V) - J_{ED}(V)$, is shown as well.

![Image of shifted illuminated $I$-$V$ curves](image)

Fig. 7.19: Shifted illuminated $I$-$V$ curves for different series resistance values. As there is no current flow at open-circuit conditions, no voltage drop at the series resistance occurs. Thus, the shifted $I$-$V$ curves intersect at open-circuit conditions. The local ideality factors corresponding to the $I$-$V$ curves are shown as well (right Y-axis).

The behaviour of $J_{\text{Diff}}$ can be understood by first order series expansion of the one-diode model, including a local ideality factor:

$$J_{\text{Diff}} \approx \text{const} + \frac{V}{V_{th}} \left( \frac{J_{0,p}}{n_{p}(V)} - \frac{J_{0,e}}{n_{e}(V)} \right)$$ \tag{7.5}$$

where $V$ is the applied voltage, $V_{th}$ is the thermal voltage, $J_{0,e}$, $J_{0,p}$ are the dark emitter saturation current densities, and $n_{e}$, $n_{p}$ are the ideality factors for the elementary and the perimeter diode, respectively. The decrease in $J_{\text{Diff}}$ is due to the increase of $n_{p} - n_{e}$ with increasing voltage.

Comparing the circuit simulation results $I$-$V_{\text{Circ, no perimeter loss}}$ and $I$-$V_{\text{Circ}}$, the same effect is found at a smaller magnitude (Fig. 7.21). In the circuit simulation, the perimeter diodes are
weighted with only 15% of the overall cell area. Therefore, the difference of $I-V_{\text{Circ}}$ and $I-V_{\text{Circ,no Perimeterloss}}$ is smaller than the difference of the $I-V$ curves of the two diode types in isolation.

![Graph](image)

**Fig. 7.20:** $I-V$ curves of the elementary diode (solid) and the perimeter diode (dashed). The difference between the $I-V$ curve of the perimeter- and the elementary diode is plotted in the upper graph.

![Graph](image)

**Fig. 7.21:** $I-V$ curves obtained by circuit simulation. The solid line represents the $I-V$ curve of the RCC considering all loss mechanisms. The dashed line was simulated assuming ideal perimeter conditions.
7.9 Comparison of simulated and measured $I$-$V$ output parameters

The measured $I$-$V$ output parameters of a 21.4 % efficient bifacial RCC are listed in the last row of Tab. 7.2. These values can be directly compared with the circuit simulation results listed in row d) of Tab. 7.2, because these simulation results were obtained by a combination of device and circuit simulation that accounts for all known loss mechanisms of the real solar cell. The recombination parameters were chosen to reproduce the measured open-circuit voltage. Due to the realistic optical ray tracing model, the simulated short circuit current density is in excellent agreement with the measured value of 39.2 mA/cm$^2$. Circuit simulation results in a fill factor that is 1.3 % higher. This difference is most probably due to problems with the metal-semiconductor adhesion, which results in an absolute decrease of 0.2% in cell efficiency.

<table>
<thead>
<tr>
<th></th>
<th>$J_{sc}$</th>
<th>$V_{oc}$</th>
<th>$J_{mpp}$</th>
<th>$V_{mpp}$</th>
<th>$\eta_{fu}$</th>
<th>$\eta$</th>
</tr>
</thead>
<tbody>
<tr>
<td>a) elementary diode</td>
<td>40.4</td>
<td>692.0</td>
<td>38.5</td>
<td>592.5</td>
<td>81.7</td>
<td>22.8</td>
</tr>
<tr>
<td>b) perimeter diode</td>
<td>35.8</td>
<td>664.8</td>
<td>34.0</td>
<td>545.6</td>
<td>77.9</td>
<td>18.5</td>
</tr>
<tr>
<td>c) circuit, ideal perimeter</td>
<td>40.4</td>
<td>692.0</td>
<td>38.6</td>
<td>584.6</td>
<td>80.8</td>
<td>22.6</td>
</tr>
<tr>
<td>d) circuit (including perimeter)</td>
<td>39.6</td>
<td>688.7</td>
<td>37.6</td>
<td>574.4</td>
<td>79.3</td>
<td>21.6</td>
</tr>
<tr>
<td>e) measurement (RSK3_5a)</td>
<td>39.2</td>
<td>688.5</td>
<td>37.7</td>
<td>564.8</td>
<td>78.0</td>
<td>21.4</td>
</tr>
</tbody>
</table>

Tab. 7.2: Comparison of measured and simulated $I$-$V$ output parameters.

Furthermore, Tab. 7.2 reveals the influence of metal resistive losses, non-generation losses, and perimeter losses on cell performance. The results listed in row c) were obtained with a circuit simulation using only elementary diodes, i.e., perimeter losses are neglected, but metal resistive and non-generation losses are taken into account. Comparing rows a) and c), there is a decrease of 0.2% in cell efficiency due to metal resistive and non-generation losses. This corresponds to a difference of 0.9% in the fill factor, which affects neither the output voltage nor the short circuit current.

Recombination losses at the cell perimeter represent a substantial loss in the RCC, as can be seen by comparing rows c) and d): The difference in cell efficiency between circuit simulation with and without perimeter diodes was 1.0%. Perimeter losses also affect the open-circuit voltage and the short circuit current density.
7.10 Parameter studies

The parameter variations presented in this section were obtained from two-dimensional device simulations with one elementary diode. The baseline model for a simulation with one elementary diode yields a cell efficiency of 22.8 %, excluding the metal resistive losses, non-generation losses and perimeter losses that are present in a real RCC. From Tab. 7.2, these additional losses can be found to cause a 5.3 % relative decrease in cell efficiency for a baseline cell.

Normalised values for the $I$-$V$ output parameters are shown on the right y-axis of the following plots; a normalised cell efficiency of 1 corresponds to 22.8 % cell efficiency (baseline, only elementary diode) or 21.6 % including distributed resistive and perimeter losses.

7.10.1 Wafer thickness

The cell thickness was varied for a bulk diffusion length of 1200 µm as determined for the baseline cell. Although this is a high bulk diffusion length of FZ material, base recombination still contributes 70 % of the total recombination losses under open circuit conditions in the RCC. This dominant bulk recombination is the reason for the decrease of $V_{oc}$ with increasing cell thickness, as can be seen in Fig. 7.22.

The short circuit current density increases with increasing cell thickness due to a higher level of light absorption in the cell. Maximum short circuit current density is obtained at a cell thickness of around 170 µm. For thicker cells, a dominant bulk recombination causes a decrease in $J_{sc}$.

![Fig. 7.22: Influence of cell thickness on I-V output parameters.](image)

The optimum cell thickness is located in the thickness range from 100 µm to 150 µm. The result is a relative increase of 2% in cell efficiency for this reduced thickness, in comparison to the baseline value of 250 µm for the realised cell.
7.10.2 Metal finger spacing (n-p contact spacing)

With both contacts on the rear side, no shading is caused by the metal grid. Therefore, the short circuit current density is unaffected by the metal finger spacing (Fig. 7.23). A slight increase in the open circuit voltage (< 0.1%) is found at a higher finger spacing. This is due to a decrease in the fraction of the contact area compared to the cell area. However, the effect is negligible because of the effective screening of the metallised cell parts by highly doped areas under the contacts. Internal series resistance losses in the semiconductor cause a 3 % relative drop in the fillfactor by increasing the metal finger spacing from 300 µm to 800 µm. An increased metal finger spacing compared to the baseline value of 500 µm might be needed if screen printing technology is used for the metallisation step. For high efficiency cells fabricated with photolithographically-defined metal fingers, a relative increase in cell efficiency of 1 % can be obtained by reducing the metal finger spacing to 300 µm.

Fig. 7.23: Influence of metal-finger spacing on cell performance.
7.10.3 Emitter coverage fraction

The part of the rear surface not covered by dopant diffusions is called the gap area. Simulations reveal that 30% of the surface recombination is due to recombination in the gap area, assuming an interface recombination velocity of $S = 100 \text{ cm/s}$. Fig. 7.24 shows the influence of gap width on the cell performance. The emitter coverage fraction is a critical design parameter for higher surface recombination velocities, e.g. for $S = 1000 \text{ cm/s}$, as found in bifacial cells with a textured rear surface. This case is plotted as solid lines in Fig. 7.24 revealing a 4% relative drop in cell efficiency for an enhanced gap width of 35 µm compared to the baseline cell.

![Fig. 7.24: Influence of the width of the gap region on $I-V$ output parameters. The gap region is not covered by dopant diffusions, and may degrade the cell’s efficiency due to enhanced recombination compared to other surface areas.](image-url)
7.10.4 Emitter profiles

The $n^+$ diffusions of the RCC are obtained via the same process step. Therefore, the same $n^+$ doping profiles have to be assumed on both surfaces. Cell efficiency is very sensitive to the surface recombination velocity $S_{\text{surf}}$ assumed at the Si/SiO$_2$ interface beneath the $n^+$ diffusions.

An empirical expression for $S_{\text{surf}}$ of oxide passivated diffusions as a function of the peak doping density was given by Cuevas [66]. This expression can be used with good accuracy for peak doping densities $N_{\text{peak}} < 10^{19}$ cm$^{-3}$ as for the high efficiency cells investigated here (Fig. 5.8). Four different peak doping values were chosen for the variation of the emitter profiles listed in Fig. 7.25. At the textured front surface $S$ was enhanced by a factor of three, as described previously. The sheet resistance was varied by changing the junction depth. Fig. 7.25 shows the influence of the $n^+$ diffusion on the RCC’s efficiency. An increase in the open circuit voltage and short circuit current density for more shallow diffusions is found for all peak doping density values. This is caused by a decrease in Auger recombination for smaller junction depths. The opposite dependency is found for the fillfactor, due to increasing series resistance losses of the emitter. Maximum cell efficiency is obtained with significant junction depths. Optimum cell performance is achieved for low peak doping concentrations and deep diffusions.

Simulations with one elementary diode reveal a maximum efficiency of 23.5 % for a peak doping concentration of $1\times10^{18}$ cm$^{-3}$. If we assume a relative correction of 5.3 % due to metal resistive losses, non-generation losses and perimeter losses, as extracted for the baseline cell, then a cell efficiency of 22.3 % results. A 22.1 % efficiency level was realised in a solar cell batch with this peak doping concentration of $1\times10^{18}$ cm$^{-3}$. 
Parameter variations were performed to estimate the loss in cell performance for lower quality base material. Therefore, the base diffusion length, cell thickness and the effective front surface recombination velocity were varied.

The fill factor mainly depends on the cell thickness: values of 79.7 %, 80.7 % and 81.3 % were obtained for cell thicknesses of 50 µm, 100 µm and 200 µm, respectively. One has to keep in mind that these values must be corrected by distributed metal resistive and perimeter losses.

**7.10.5 Recombination parameters**

Parameter variations were performed to estimate the loss in cell performance for lower quality base material. Therefore, the base diffusion length $L_b$, cell thickness $W$ and the effective front surface recombination velocity $S_{eff}$ were varied.

The fill factor mainly depends on the cell thickness: values of 79.7 %, 80.7 % and 81.3 % were obtained for cell thicknesses of 50 µm, 100 µm and 200 µm, respectively. One has to keep in mind that these values must be corrected by distributed metal resistive and perimeter losses.
Fig. 7.26: Short circuit current density as a function of the effective recombination velocity of the front surface.

Fig. 7.27: Open circuit voltage as a function of the effective recombination velocity of the front surface.

Fig. 7.26, Fig. 7.27 and Fig. 7.28 show three groups of simulation runs. Each group was calculated for a constant $L_b/W$ ratio. The $I-V$ output parameters were calculated as a function
of the effective front surface recombination velocity. The cell performance is merely unaffected for $S_{eff} < 50 \text{ cm/s}$. At higher values of $S_{eff}$ the cell performance rapidly degrades. In Fig. 7.26 an intersection of the $J_{sc}$-curves belonging to one group of constant $L_b/W$ ratio can be seen. This can be explained by the fact that the minority carrier density in the vicinity of the contacted emitter at the rear surface is higher in thinner cells. Therefore, the sensitivity of thin RCCs to front surface passivation is lower.

![Graph showing cell efficiency as a function of the effective recombination velocity of the front surface.](image)

**Fig. 7.28:** Cell efficiency as a function of the effective recombination velocity of the front surface. A low surface recombination velocity is crucial to the RCC performance.

The situation is different in $V_{oc}$ conditions (Fig. 7.27): The minority carrier density is nearly constant across the cell’s depth because no carriers are collected at the rear junction. Consequently, there is no intersection of the curves belonging to one group with a constant $L_b/W$ ratio.

Thinner cells show higher surface recombination fractions. This causes lower open circuit voltages in thin cells compared to thick cells with the same $L_b/W$ ratio.

The following example compares an RCC processed on FZ material ($L_b > 800 \mu\text{m}$) with one processed on Cz material ($L_b \approx 200 \mu\text{m}$). If both cells have a thickness of $200 \mu\text{m}$, it can be concluded from Fig. 7.28 that a difference of $\Delta\eta \approx (23\% - 14\%) = 9\%$ in cell efficiency has to be expected. If, on the other hand, the Cz cell ($L_b \approx 200 \mu\text{m}$) was processed on a $50 \mu\text{m}$ thin wafer, an efficiency of 20.5% would be obtained. Thus, in comparison to the thick 23% efficient FZ cell, the efficiency difference would be only $\Delta\eta = (23\% - 20.5\%) = 2.5\%$. 
7.11 Summary of results

A detailed numerical model for the simulation of highly efficient rear-contacted silicon solar cells was developed. The model includes optical ray tracing, two-dimensional electrical device simulation, and circuit simulation. It provides a quantitative treatment of optical carrier generation, distributed metal resistance losses, and perimeter losses. This represents an improvement compared with previous models for rear-contacted cells described in the literature.

A new approach to separate bulk- and surface recombination losses is presented. It sharply reduces the range of combinations of bulk lifetime and surface recombination velocity, resulting in the same overall cell performance. Lifetime measurements on test structures and the open-circuit voltage obtained by measurement and by numerical device simulation are utilised. The most probable values for the interface surface recombination velocity of the thermally oxidised emitter covering the front surface and the bulk diffusion length are 1500 cm/s and 1200 µm, respectively.

Recombination fractions for the different cell regions have been determined under open-circuit, maximum power, and short circuit conditions. At maximum power point, 80 % of the total recombination is due to Shockley-Read-Hall recombination in the base. This demonstrates the potential for thinner RCCs.

Realised RCCs exhibit a strongly reduced spectral response for low illumination levels. This behavior could be modeled quantitatively by introducing a shunt resistance and diode across the floating emitter. The validity of the floating emitter description has been verified by spectral response and photoconductance decay measurements to a high degree of accuracy.

The measured voltage drop along the rear side metallisation was compared to results obtained by circuit simulation. Hence, losses due to the distributed metal resistance (including non-generation losses) can be quantified with our model for interdigitated contact schemes. For the described cell, an absolute fill factor loss of 1% can be attributed to the resistance losses of the grid.

Perimeter losses of the RCC have been quantified using circuit simulations that include symmetry elements representing the device perimeter. A maximum of the perimeter current density (loss current) at 650 mV applied voltage could be explained by the different series resistance of inner and perimeter cell parts. This current flowing out of the cell perimeter leads to an additional absolute fill factor loss of 1.5%. Interestingly, the fill factor loss due to the perimeter current is higher than that due to the resistance loss in the grid described above.

The results of this work establish a numerical baseline model for the high efficiency RCC at Fraunhofer ISE. The model proves to be in very close agreement with measured $I-V$ output parameters.

Using this numerical baseline model for the RCC parameter variations were performed. The optimum cell thickness is located in the thickness range from 100 µm to 150 µm. A relative increase of 2% in cell efficiency results for a reduced thickness in comparison to the baseline value of 250 µm for the realised cell. The metal finger spacing of this high efficient
RCC mainly affects the fillfactor. Internal series resistance losses in the semiconductor cause a 3% relative drop in the fillfactor by increasing the metal finger spacing from 300 µm to 800 µm.

The relative RCC efficiency was predicted to improve by 3% when changing the surface concentration of the front and rear emitter diffusion from $5 \times 10^{18}$ to $5 \times 10^{18} \text{cm}^{-3}$ for constant sheet resistance. Indeed, this modification has led to an increase in cell efficiency, due mainly to an increase in short current density and open-circuit voltage from 21.4% to 22.1%, that is a relative improvement of 3.3%.
### List of symbols

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Usual Unit</th>
<th>Name or description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$A$</td>
<td>cm$^{-2}$</td>
<td>area</td>
</tr>
<tr>
<td>$A_{metal}$</td>
<td>–</td>
<td>metal coverage fraction</td>
</tr>
<tr>
<td>$c$</td>
<td>m s$^{-1}$</td>
<td>speed of light</td>
</tr>
<tr>
<td>$C_{np}$</td>
<td>cm$^6$ s$^{-1}$</td>
<td>band-to-band Auger recombination rate constant</td>
</tr>
<tr>
<td>$C_{nli}$</td>
<td>cm$^6$ s$^{-1}$</td>
<td>$C_n$ under low injection conditions</td>
</tr>
<tr>
<td>$D_{e,h}$</td>
<td>cm$^2$ s$^{-1}$</td>
<td>diffusion coefficient of electron, hole</td>
</tr>
<tr>
<td>$E$</td>
<td>W m$^{-2}$</td>
<td>total irradiance</td>
</tr>
<tr>
<td>$E_{c,v}$</td>
<td>eV</td>
<td>conduction or valence band energy</td>
</tr>
<tr>
<td>$E_f$</td>
<td>eV</td>
<td>Fermi level</td>
</tr>
<tr>
<td>$E_{e_f}$</td>
<td>eV</td>
<td>electron quasi-Fermi level</td>
</tr>
<tr>
<td>$E_{h_f}$</td>
<td>eV</td>
<td>hole quasi-Fermi level</td>
</tr>
<tr>
<td>$E_\lambda$</td>
<td>W m$^{-2}$ nm$^{-1}$</td>
<td>spectral irradiance per unit wavelength</td>
</tr>
<tr>
<td>$f$</td>
<td>–</td>
<td>probability density function (PDF)</td>
</tr>
<tr>
<td>$f_{abs}$</td>
<td>–</td>
<td>fraction of light absorbed in active silicon layer</td>
</tr>
<tr>
<td>$F_{1/2}$</td>
<td>–</td>
<td>Fermi integral of order 1/2</td>
</tr>
<tr>
<td>$g(\lambda,x)$</td>
<td>$\mu$m$^{-1}$</td>
<td>normalised generation rate function</td>
</tr>
<tr>
<td>$G$</td>
<td>s$^{-1}$ cm$^{-3}$</td>
<td>generation rate</td>
</tr>
<tr>
<td>$G_\lambda$</td>
<td>s$^{-1}$ cm$^{-4}$</td>
<td>spectral generation rate</td>
</tr>
<tr>
<td>$h$</td>
<td>Js</td>
<td>Planck constant</td>
</tr>
<tr>
<td>$H_{epi}$</td>
<td>$\mu$m</td>
<td>thickness of epitaxially grown layer</td>
</tr>
<tr>
<td>$H_{n,p}$</td>
<td>$\mu$m</td>
<td>thickness of $n$- or $p$-doped region</td>
</tr>
<tr>
<td>$j_\lambda$</td>
<td>photons m$^{-2}$ s$^{-1}$</td>
<td>spectral photon flux</td>
</tr>
<tr>
<td>$J$</td>
<td>A cm$^{-2}$</td>
<td>current density</td>
</tr>
<tr>
<td>$J_{e,h}$</td>
<td>A cm$^{-2}$</td>
<td>electron or hole current density</td>
</tr>
<tr>
<td>$j^l$</td>
<td>A cm$^{-2}$</td>
<td>light-generated current density</td>
</tr>
<tr>
<td>$J_{ph}$</td>
<td>A cm$^{-2}$</td>
<td>photocurrent density</td>
</tr>
<tr>
<td>$J_{sc}$</td>
<td>A cm$^{-2}$</td>
<td>short circuit current density</td>
</tr>
<tr>
<td>Symbol</td>
<td>Unit</td>
<td>Description</td>
</tr>
<tr>
<td>--------</td>
<td>------</td>
<td>-------------</td>
</tr>
<tr>
<td>$J_{sc,,\text{max}}$</td>
<td>A cm$^{-2}$</td>
<td>max. achievable short circuit current density (no recombination)</td>
</tr>
<tr>
<td>$J_{\text{surf}}$</td>
<td>A cm$^{-2}$</td>
<td>recombination current density at surface</td>
</tr>
<tr>
<td>$J_0$</td>
<td>A cm$^{-2}$</td>
<td>saturation current density</td>
</tr>
<tr>
<td>$J_{0b}$</td>
<td>A cm$^{-2}$</td>
<td>base saturation current density</td>
</tr>
<tr>
<td>$J_{0e}$</td>
<td>A cm$^{-2}$</td>
<td>emitter saturation current density</td>
</tr>
<tr>
<td>$k$</td>
<td>J K$^{-1}$</td>
<td>Boltzmann constant</td>
</tr>
<tr>
<td>$k^r$</td>
<td>cm$^3$ s$^{-1}$</td>
<td>Shockley-Read-Hall trap recombination constant</td>
</tr>
<tr>
<td>$L_D$</td>
<td>µm</td>
<td>Debye length</td>
</tr>
<tr>
<td>$L_{c,h}$</td>
<td>µm</td>
<td>minority carrier diffusion length of an electron or hole</td>
</tr>
<tr>
<td>$L_b$</td>
<td>µm</td>
<td>minority carrier diffusion length in the base</td>
</tr>
<tr>
<td>$L_{\text{eff}}$</td>
<td>µm</td>
<td>effective minority carrier diffusion length</td>
</tr>
<tr>
<td>$n$</td>
<td>cm$^{-3}$</td>
<td>electron concentration in the conduction band</td>
</tr>
<tr>
<td>$n_0$</td>
<td>cm$^{-3}$</td>
<td>electron concentration at thermal equilibrium</td>
</tr>
<tr>
<td>$n_i$</td>
<td>cm$^{-3}$</td>
<td>intrinsic carrier density</td>
</tr>
<tr>
<td>$n_{\text{eff}}$</td>
<td>cm$^{-3}$</td>
<td>effective intrinsic carrier density</td>
</tr>
<tr>
<td>$N_{\text{A,D}}$</td>
<td>cm$^{-3}$</td>
<td>density of acceptor or donor impurities</td>
</tr>
<tr>
<td>$N_{c,v}$</td>
<td>cm$^{-3}$</td>
<td>effective density of states of conduction or valence band</td>
</tr>
<tr>
<td>$N_{\text{peak}}$</td>
<td>cm$^{-3}$</td>
<td>peak doping concentration</td>
</tr>
<tr>
<td>$p$</td>
<td>cm$^{-3}$</td>
<td>hole concentration in the valence band</td>
</tr>
<tr>
<td>$p_0$</td>
<td>cm$^{-3}$</td>
<td>hole concentration at thermal equilibrium</td>
</tr>
<tr>
<td>$P$</td>
<td>W m$^{-2}$</td>
<td>power density</td>
</tr>
<tr>
<td>$q$</td>
<td>C</td>
<td>magnitude of the elementary charge</td>
</tr>
<tr>
<td>$Q$</td>
<td>µm</td>
<td>thickness of quasineutral region</td>
</tr>
<tr>
<td>$r_{c,h}$</td>
<td>cm$^3$ s$^{-1}$</td>
<td>volume rate of recombination of electrons or holes</td>
</tr>
<tr>
<td>$R$</td>
<td>–</td>
<td>reflectivity</td>
</tr>
<tr>
<td>$R_b$</td>
<td>–</td>
<td>internal reflectivity at rear surface of solar cell</td>
</tr>
<tr>
<td>$R_{\text{ext}}$</td>
<td>–</td>
<td>external reflectivity of a solar cell</td>
</tr>
<tr>
<td>$R_{\text{ext}}^m$</td>
<td>–</td>
<td>external reflectivity of a solar cell excluding metal reflection</td>
</tr>
<tr>
<td>$R_{fi}$</td>
<td>–</td>
<td>internal reflectivity at front surface of solar cell</td>
</tr>
<tr>
<td>Symbol</td>
<td>Unit</td>
<td>Description</td>
</tr>
<tr>
<td>-------</td>
<td>------</td>
<td>-------------</td>
</tr>
<tr>
<td>$R_{metal}$</td>
<td>–</td>
<td>metal reflectivity</td>
</tr>
<tr>
<td>$R_p$</td>
<td>$\Omega \text{ cm}^2$</td>
<td>shunt resistance</td>
</tr>
<tr>
<td>$R_s$</td>
<td>$\Omega \text{ cm}^2$</td>
<td>series resistance</td>
</tr>
<tr>
<td>$s$</td>
<td>$\text{A/W}$</td>
<td>spectral response</td>
</tr>
<tr>
<td>$\tilde{s}$</td>
<td>$\text{A/W}$</td>
<td>differential spectral response</td>
</tr>
<tr>
<td>$S$</td>
<td>$\text{cm/s}$</td>
<td>surface recombination velocity</td>
</tr>
<tr>
<td>$S_{r0,h0}$</td>
<td>$\text{cm/s}$</td>
<td>recombination velocity of electrons or holes at surface</td>
</tr>
<tr>
<td>$S_{\text{eff}}$</td>
<td>$\text{cm/s}$</td>
<td>effective surface recombination velocity</td>
</tr>
<tr>
<td>$S_{\text{inter}}$</td>
<td>$\text{cm/s}$</td>
<td>effective surface recombination velocity at intermediate oxide</td>
</tr>
<tr>
<td>$\tilde{S} \equiv D_r / L_n$</td>
<td>$\text{cm/s}$</td>
<td>$S_{\text{eff}}$ for balancing surface and bulk components</td>
</tr>
<tr>
<td>$T$</td>
<td>K</td>
<td>temperature</td>
</tr>
<tr>
<td>$T_{fe,fi}$</td>
<td>–</td>
<td>front external or front internal transmissivity</td>
</tr>
<tr>
<td>$V$</td>
<td>V</td>
<td>voltage</td>
</tr>
<tr>
<td>$V_D$</td>
<td>V</td>
<td>diffusion voltage (or built-in potential)</td>
</tr>
<tr>
<td>$V_j$</td>
<td>V</td>
<td>potential difference at the depletion region edges</td>
</tr>
<tr>
<td>$V_{ja}$</td>
<td>V</td>
<td>portion of the applied voltage that appears across the junction</td>
</tr>
<tr>
<td>$V_{oc}$</td>
<td>V</td>
<td>open circuit voltage</td>
</tr>
<tr>
<td>$V_{mpp}$</td>
<td>V</td>
<td>voltage at maximum power point</td>
</tr>
<tr>
<td>$V_{th}$</td>
<td>V</td>
<td>thermal voltage</td>
</tr>
<tr>
<td>$W$</td>
<td>$\mu$m</td>
<td>wafer- or substrate thickness</td>
</tr>
<tr>
<td>$W_{np}$</td>
<td>$\mu$m</td>
<td>n-type or p-type space charge layer thickness</td>
</tr>
<tr>
<td>$x_e$</td>
<td>$\mu$m</td>
<td>edge of space charge region</td>
</tr>
<tr>
<td>$x_j$</td>
<td>$\mu$m</td>
<td>junction position</td>
</tr>
<tr>
<td>$\alpha$</td>
<td>$\mu$m$^{-1}$</td>
<td>absorption coefficient</td>
</tr>
<tr>
<td>$\alpha_t$</td>
<td>–</td>
<td>emitter transparency factor</td>
</tr>
<tr>
<td>$\beta$</td>
<td>–</td>
<td>diode ideality factor</td>
</tr>
<tr>
<td>$\Delta E_g$</td>
<td>eV</td>
<td>band gap narrowing</td>
</tr>
<tr>
<td>$\epsilon_0$</td>
<td>$\text{A s V}^{-1} \text{ m}^{-1}$</td>
<td>permittivity of free space</td>
</tr>
<tr>
<td>$\epsilon_s$</td>
<td>–</td>
<td>static relative permittivity of a medium</td>
</tr>
</tbody>
</table>
List of symbols

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Unit</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\mathcal{E}$</td>
<td>kV cm$^{-1}$</td>
<td>electric field strength</td>
</tr>
<tr>
<td>$\phi$</td>
<td>V</td>
<td>electrostatic potential</td>
</tr>
<tr>
<td>$\gamma_{\text{deg}}$</td>
<td>–</td>
<td>degeneracy factor</td>
</tr>
<tr>
<td>$\gamma_{\text{BGN}}^2$</td>
<td>–</td>
<td>band gap narrowing factor</td>
</tr>
<tr>
<td>$\eta$</td>
<td>–</td>
<td>energy conversion efficiency</td>
</tr>
<tr>
<td>$\eta_c$</td>
<td>–</td>
<td>carrier collection efficiency</td>
</tr>
<tr>
<td>$\eta_{\text{fill}}$</td>
<td>%</td>
<td>fill factor</td>
</tr>
<tr>
<td>$\eta_{\text{QE}}$</td>
<td>–</td>
<td>external quantum efficiency</td>
</tr>
<tr>
<td>$\lambda$</td>
<td>nm</td>
<td>wavelength of light</td>
</tr>
<tr>
<td>$\mu$</td>
<td></td>
<td>mean value</td>
</tr>
<tr>
<td>$\mu_{\text{e,h}}$</td>
<td>cm$^2$ s$^{-1}$ V$^{-1}$</td>
<td>electron or hole mobility</td>
</tr>
<tr>
<td>$\nu$</td>
<td>s$^{-1}$</td>
<td>frequency of light</td>
</tr>
<tr>
<td>$\rho$</td>
<td>C cm$^{-3}$</td>
<td>space-charge density</td>
</tr>
<tr>
<td>$\sigma$</td>
<td></td>
<td>standard deviation</td>
</tr>
<tr>
<td>$\tau$</td>
<td>s</td>
<td>lifetime</td>
</tr>
<tr>
<td>$\tau_{\text{eff}}$</td>
<td>s</td>
<td>effective lifetime</td>
</tr>
<tr>
<td>$\Xi$</td>
<td>–</td>
<td>geometry factor</td>
</tr>
</tbody>
</table>
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