Abstract: In the present paper, a multiobjective optimal control problem governed by a linear parabolic advection-diffusion-reaction equation is considered. The optimal controls are computed by applying model predictive control (MPC), which is a method for controlling dynamical systems over long or infinite time horizons by successively computing optimal controls over a moving finite time horizon. Numerical experiments illustrate that the proposed solution approach can be successfully applied although some of the assumptions which are necessary to conduct the theoretical analysis cannot be guaranteed for the studied tests.
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1. Introduction

Model predictive control (MPC) is a method for controlling dynamical systems over long or infinite time horizons by successively computing optimal controls over a moving finite time horizon; cf., for example, Reference [1]. The successive re-optimization on the one hand introduces a feedback mechanism, which makes the method attractive as a real-time control scheme and as such it is widely used in industry [2]. On the other hand, MPC provides a method to reduce the complexity of optimal control problems by splitting up problems on long or infinite horizons into smaller subproblems over shorter horizons. As such, MPC can be seen as a model reduction technique in time. Clearly, this approach only makes sense if the solution generated by MPC is in some sense close to the true optimal solution. Fortunately, this approximate optimality property can be rigorously proved for many classes of optimal control problems, see, for example, References [3,4] and the references therein.

In practice, it is often the case that a single optimization criterion is not sufficient for modelling the demands in a given application. This leads to the concept of multiobjective optimal control, in which typically there does not exist a single optimal value but rather a whole set of optimal values, the so called Pareto front. Due to its usefulness in practice it is no surprise that this concept has been used and investigated also in the MPC context, see, for example, References [5–9]. Particularly, in References [10,11] MPC algorithms were presented that allow for rigorous suboptimality estimates also in the multiobjective case. The main feature of this class of algorithms is a particular constraint that depends on the chosen point on the Pareto front when solving the first optimal control problem in the MPC scheme and that is applied in all subsequent optimal control problems. While the examples in References [10,11] are limited to finite dimensional systems, in this paper we show that this idea can be successfully applied also to optimal control problems governed by partial differential equations (PDEs) and that the necessary constraint can be efficiently implemented using a gradient descent scheme. While we will see that some of the assumptions made in References [10,11] are difficult to
satisfy for PDE governed problems, our numerical tests will show that the algorithm nevertheless performs very well.

In the literature there is a vast amount of methods for multiobjective optimization; see for example, References [12,13]. However, in the context of PDE constrained problems there are only a few papers available. We refer, for example, to References [14–18]. In this paper, for computing the Pareto set and/or the Pareto front of the multiobjective optimal control problem (MOCP) we use the Euclidean reference point method, which was introduced in References [19,20] and already used for solving multiobjective optimal control problems with two cost functions in References [21–23].

The paper is organized as follows: In Section 2 we pose the multiobjective optimal control problem (MOCP). The algorithmic approach for multiobjective model predictive control (MOMPC) is explained and analyzed in Section 3. Numerical experiments are presented in Section 4. In the last section we draw a few conclusions.

2. The Multiobjective Optimal Control Problem

Let \( \Omega \subset \mathbb{R}^2 \) be a bounded domain with Lipschitz-continuous boundary \( \Gamma = \partial \Omega \), \( T > 0 \), \( Q = (0, T) \times \Omega \), \( \Sigma = (0, T) \times \Gamma \). Given an initial condition \( y_0 \in L^2(\Omega) \) we consider the following parametrized parabolic advection-diffusion-reaction equation with the diffusion coefficient \( d > 0 \), the advection field \( c \in L^\infty((0, T) \times \Omega; \mathbb{R}^2) \) and the reaction coefficient \( r \geq 0 \):

\[
y_i(t, x) - d \Delta y_i(t, x) + c(t, x) \cdot \nabla y_i(t, x) + ry_i(t, x) = 0 \quad \text{a.e. in } Q, \\
d \frac{\partial y_i}{\partial n}(t, x) = \sum_{i=1}^m u_i(t) b_i(x) \quad \text{a.e. on } \Sigma, \\
y(0, x) = y_o(x) \quad \text{a.e. in } \Omega.
\]

The functions \( b_i \in L^\infty(\Gamma), \ 1 \leq i \leq m \), denote given control shape functions, for example, characteristic functions:

\[
\Gamma = \bigcup_{i=1}^m \Gamma_i, \quad b_i(s) = \chi_{\Gamma_i}(s), \ 1 \leq i \leq m, \ |b_i|_{L^2(\Gamma)}^2 = |\Gamma_i|.
\]

By setting \( H = L^2(\Omega) \) and \( V = H^1(\Omega) \), one can show that (1) has a unique weak solution \( y = y(u, y_o) \in W(0, T) = H^1(0, T; V') \cap L^2(0, T; V) \) for all controls \( u \in L^2(0, T; [\mathbb{R}^m]) =: U \) and all initial conditions \( y_o \in H \). Recall that \( W(0, T) \) is a Hilbert space endowed with its common inner product. Moreover, \( W(0, T) \) is continuously embedded into \( C([0, T]; H) \); cf. Reference [24]. The solution operator \( S : U \times H \to W(0, T) \to L^2(0, T; H) \), which maps any control \( u \in U \) and initial value \( y_o \in H \) to the solution \( y = S(u, y_o) \) of (1), is affine linear and continuous in both components.

Given a fixed initial value \( y_o \in H \) the multiobjective optimal control problem (MOCP) reads

\[
\min_{u \in U} \hat{J}(u, y_o) = \min_{u \in U} \left( \frac{\hat{J}_1(u, y_o)}{\hat{J}_2(u, y_o)} \right), \quad \text{(MOCP)}
\]

where the two objectives \( \hat{J}_1, \hat{J}_2 : U \times H \to \mathbb{R} \) are given by

\[
\hat{J}_i(u, y_o) := \frac{\sigma_i}{2} ||C_i^1 S(u, y_o) - y_o||_{L^2(0,T;H)}^2 + \frac{\sigma_i^2}{2} ||C_i^2 S(u, y_o)(T) - y_i^2||_{H^1}^2 + \frac{\sigma_i^3}{2} ||u||_{L^2(0,T;\mathbb{R}^m)}^2 \quad \text{for } i = 1, 2
\]

for nonnegative weighting parameters \( \sigma_i^1, \sigma_i^2, \sigma_i^3 \) with \( \sigma_1^1 + \sigma_2^1 + \sigma_3^1 > 0 \), linear mappings \( C_i^1 \in \mathcal{L}(L^2(0,T;H)) \) and \( C_i^2 \in \mathcal{L}(H) \) and desired states \( y_i^1 \in L^2(0,T;H) \) and \( y_i^2 \in H \) for \( i = 1, 2 \). Here, for example, \( \mathcal{L}(L^2(0,T;H)) \) denotes the Banach space of all linear and bounded operators mapping from \( L^2(0,T;H) \) into itself.
Problem (MOCP) involves the minimization of a vector-valued objective \( \tilde{f}(\cdot, y_0) : U \to \mathbb{R}^2 \). This is done by using the concept of Pareto optimality; see, for example, Reference [12].

**Definition 1.** The point \( u \in U \) is called Pareto optimal for (MOCP), if there is no other control \( u \in U \) with \( \tilde{f}_l(u, y_0) \leq \tilde{f}_l(a, y_0) \) for \( i = 1, 2 \) and \( \tilde{f}_l(u, y_0) < \tilde{f}_l(a, y_0) \) for at least one \( l \in \{1, 2\} \). The set

\[ \mathcal{U}_{\text{opt}}(y_0) = \{ u \in U \mid u \text{ is Pareto optimal} \} \]

is called the Pareto set, and

\[ \mathcal{J}_{\text{opt}}(y_0) = \tilde{f}(\mathcal{U}_{\text{opt}}, y_0) \]

is called the Pareto front of (MOCP).

3. Multiobjective Model Predictive Control (MOMPC)

In this section we explain how MPC is combined with multiobjective optimal control. Given a final (large) time horizon \( T > 0 \) we use an equidistant time grid

\[ 0 = t_0 < t_1 < \ldots < t_L = T \quad \text{with} \quad t_n = n\Delta t \quad \text{for} \quad n = 0, \ldots, L \quad \text{and} \quad \Delta t = \frac{T}{L}. \]

The open-loop problems in the MPC algorithm are then solved on smaller time horizons \( \ell \Delta t \) with \( 1 < \ell < L \). We set

\[ t_{\text{end}} = t_{L-\ell+1} = (L - \ell + 1)\Delta t \leq T. \]

By the MPC method we will finally compute an optimal control on the time horizon \( [0, t_{\text{end}}] \). For \( n = 0, \ldots, L - \ell \) the optimal control to this problem on the interval \( (t_n, t_n + \Delta t) = (t_n, t_{n+1}) \) is stored and used to compute the next part of the state trajectory on the interval \( (t_n, t_{n+1}) \). Then the time horizon is shifted by \( \Delta t \) and the procedure is repeated until the final time horizon is reached. Notice that the end time for the computed MPC control is \( t_{\text{end}} \).

To deal with this framework we have to consider (1) on subintervals of \([0, T]\). To this end we introduce further notations: For an arbitrary initial time \( t_a \in [0, T) \) and end time \( t_b \in (t_a, T] \), we study the state equation on the time horizon \( \mathcal{I} = (t_a, t_b) \):

\[
y_t(t, x) - d y(t, x) + c(t, x) \cdot \nabla y(t, x) + ry(t, x) = 0 \quad \text{a.e. in } \mathcal{I} \times \Omega,
\]

\[
d \frac{\partial y}{\partial n}(t, x) = \sum_{i=1}^{m} u_i(t) b_i(x) \quad \text{a.e. on } \mathcal{I} \times \Gamma, \tag{3}
\]

\[
y(t_a, x) = y_a(x) \quad \text{a.e. in } \Omega
\]

for some initial value \( y_a \in H \). Again it is possible to show that for each \( u \in U^3 = L^2(\mathcal{I}; \mathbb{R}^m) \) and \( y_a \in H \) there exists a unique weak solution \( y = y(u, y_a) \in W(\mathcal{I}) \) to (3) and that the associated solution operator \( S^3 : U^3 \times H \to W(\mathcal{I}) \) is affine linear and continuous in both components.

The two objectives \( \tilde{f}_1, \tilde{f}_2 : U^3 \times H \to \mathbb{R} \) are given by

\[
\tilde{f}_i(u, y_a) := \frac{\sigma_1^2}{2} ||C_i^1 S^3(u, y_a)||_{L^2(\mathcal{I}; H)}^2 + \frac{\sigma_2^2}{2} ||C_i^2 S^3(u, y_a)(t_b) - y_1^2||_{L^2(\mathcal{I}; \mathbb{R}^2)}^2 + \frac{\sigma_3^2}{2} ||u||_{L^2(\mathcal{I}; \mathbb{R}^m)}^2 \quad \text{for } i = 1, 2
\]

(4)

for \( i = 1, 2 \). Note that we would actually have to write \( C_i^j \in L^2(\mathcal{I}; H) \) for \( i = 1, 2 \) to display the dependence of the operators on the time interval \( \mathcal{I} \). Since we define these operators in a canonical way by

\[
C_i^j f := \left( C_i^j (\mathcal{E} f) \right)_{|\mathcal{I}} \quad \text{for } f \in L^2(\mathcal{I}; H),
\]
where \( \mathcal{E} : L^2(\mathbb{R}; H) \to L^2(0; T; H) \) extends any function \( f \in L^2(\mathbb{R}; H) \) by 0 to a function in \( L^2(0; T; H) \), we omit this dependence on \( \mathcal{I} \) for the purpose of readability.

Throughout we denote by \( U_{\text{opt}}^\mathcal{I}(y_a) \) and \( \mathcal{J}_{\text{opt}}^\mathcal{I}(y_a) \) the Pareto set and Pareto front, respectively, of the MOCP

\[
\min_{u \in U^\mathcal{I}} J^\mathcal{I}(u, y_a) = \min_{u \in U^\mathcal{I}} \left( J_1^\mathcal{I}(u, y_a), J_2^\mathcal{I}(u, y_a) \right). \tag{\text{MOCP}^\mathcal{I}}
\]

Especially for the open-loop problems in the MPC algorithm we make the following notations: Given \( n \in \{0, \ldots, L - \ell \} \) we set \( t_n^\mathcal{I} = t_n + \ell \Delta t \leq T \) for the final time instance and \( U_n^\mathcal{I} = L^2(t_n^\mathcal{I}, t_n^\mathcal{I} + L; \mathbb{R}^m) \). Furthermore, for brevity we define \( S^n = S(t_n^\mathcal{I}, L) \), \( J_n^\mathcal{I} = J(t_n^\mathcal{I}, \ell) \) for \( i = 1, 2 \), and \( U_{\text{opt}}^\mathcal{I}(y_a) = U_{\text{opt}}^\mathcal{I}(y_a) \) as well as \( \mathcal{J}_{\text{opt}}^n(y_a) = \mathcal{J}_{\text{opt}}^n(y_a) \). In the context of MOMPC the notion of external stability turns out to be important, see Reference ([10], Definition 6) and Theorem 2 below.

\textbf{Definition 2.} Let \( \mathcal{I} = (t_a, t_b) \subset [0, T] \) be a time interval and the initial condition \( y_a \in H \) be arbitrary. The set \( J^\mathcal{I}(U^\mathcal{I}, y_a) \) is called externally stable, if for every \( y \in J^\mathcal{I}(U^\mathcal{I}, y_a) \) there is \( g \in \mathcal{J}_{\text{opt}}^\mathcal{I}(y_a) \) with \( g \leq y \). This is equivalent to \( J^\mathcal{I}(U^\mathcal{I}, y_a) \subset \mathcal{J}_{\text{opt}}^\mathcal{I}(y_a) + \mathbb{R}^2_{\geq 0} \).

For the cost functions defined in (4) it is possible to show that the set \( J^\mathcal{I}(U^\mathcal{I}, y_a) \) is externally stable, as the following theorem shows.

\textbf{Theorem 1.} Let \( \mathcal{I} = (t_a, t_b) \subset [0, T] \) be a time interval and the initial condition \( y_a \in H \) be arbitrarily given. We assume that \( \sigma_i^2 > 0 \) for \( i = 1, 2 \). Then the set \( J^\mathcal{I}(U^\mathcal{I}, y_a) \) is externally stable.

\textbf{Proof.} It is possible to show that the Pareto optimal points of \( J^\mathcal{I}(U^\mathcal{I}, y_a) \) and \( J^\mathcal{I}(U^\mathcal{I}, y_a) + \mathbb{R}^2_{\geq 0} \) are the same, that is, it holds \( \mathcal{J}_{\text{opt}}^\mathcal{I}(y_a) = J^\mathcal{I}(U^\mathcal{I}, y_a) + \mathbb{R}^2_{\geq 0} \). So if we show that the set \( J^\mathcal{I}(U^\mathcal{I}, y_a) + \mathbb{R}^2_{\geq 0} \) is externally stable, that is, that it holds \( J^\mathcal{I}(U^\mathcal{I}, y_a) + \mathbb{R}^2_{\geq 0} \subset (J^\mathcal{I}(U^\mathcal{I}, y_a) + \mathbb{R}^2_{\geq 0})_{\text{opt}} + \mathbb{R}^2_{\geq 0} \), we are done, since then we have

\[
J^\mathcal{I}(U^\mathcal{I}, y_a) \subset J^\mathcal{I}(U^\mathcal{I}, y_a) + \mathbb{R}^2_{\geq 0} \subset (J^\mathcal{I}(U^\mathcal{I}, y_a) + \mathbb{R}^2_{\geq 0})_{\text{opt}} + \mathbb{R}^2_{\geq 0} = \mathcal{J}_{\text{opt}}^\mathcal{I}(y_a) + \mathbb{R}^2_{\geq 0}.
\]

According to Reference ([12], Theorem 2.21) we only need to show that \( J^\mathcal{I}(U^\mathcal{I}, y_a) + \mathbb{R}^2_{\geq 0} \neq \emptyset \) and that for all \( y \in J^\mathcal{I}(U^\mathcal{I}, y_a) + \mathbb{R}^2_{\geq 0} \) the set \( (J^\mathcal{I}(U^\mathcal{I}, y_a) + \mathbb{R}^2_{\geq 0}) \cap (y - \mathbb{R}^2_{\geq 0}) \) is compact (this is the notion of \( \mathbb{R}^2_{\geq 0} \)-compactness). It is clear that \( J^\mathcal{I}(U^\mathcal{I}, y_a) \neq \emptyset \) holds.

Since the set \( J^\mathcal{I}(U^\mathcal{I}, y_a) + \mathbb{R}^2_{\geq 0} \) is bounded from below and \( y - \mathbb{R}^2_{\geq 0} \) is bounded from above, the set \( (J^\mathcal{I}(U^\mathcal{I}, y_a) + \mathbb{R}^2_{\geq 0}) \cap (y - \mathbb{R}^2_{\geq 0}) \) is bounded.

The closedness of \( J^\mathcal{I}(U^\mathcal{I}, y_a) + \mathbb{R}^2_{\geq 0} \) follows from the convexity, the continuity and the property

\[
\lim_{\|u\|_{\ell} \to 0} J_i^\mathcal{I}(u, y_a) = \infty,
\]

which follows from \( \sigma_i^2 > 0 \) for \( i = 1, 2 \), of the cost functions \( J_1^\mathcal{I}(\cdot, y_a), J_2^\mathcal{I}(\cdot, y_a) \), and was for example shown in the proof of Theorem 3.35 in Reference [22]. \( \square \)

The pseudocode for a general MOMPC algorithm is shown in Algorithm 1. Here we use a fixed time horizon \( \Delta t \) on which the computed control is applied before a re-optimization is performed. We note that it may be possible to use varying time horizons here, similar as discussed for the single-objective case, for example, in Reference ([4], Section 10.4).
Algorithm 1 Multiobjective model predictive control

Given: Initial state \( y_0 \in H \).

1: Output: MOMPC feedback control \( \mu \).
2: Set \( y_0(\mu_0) = y_0 \).
3: for \( n = 0 \) to \( L - \ell \) do
4: \( t_a = t_n, t_b = t_a + \ell \Delta t \) and \( y_a = y_n(t_n) \).
5: Compute a Pareto optimal control \( \bar{u}_n \in U^u_{\text{opt}}(y_a) \).
6: Set \( y_{n+1}(t) = y_n(t) \) for all \( t \in [0, t_a] \) and compute \( y_{n+1}(t) = S^u(\bar{u}_n, y_a)(t) \) for all \( t \in (t_n, t_{n+1}] \).
7: Set \( \mu(t) = \bar{u}_n(t) \) for all \( t \in (t_n, t_{n+1}] \).
8: end for

The most important question is how to perform step 5 of Algorithm 1. Clearly, one possibility is to compute the entire Pareto set \( U^u_{\text{opt}}(y_a) \), which is nonempty by Theorem 1, and then to choose a control \( \bar{u}_n \in U^u_{\text{opt}}(y_a) \) according to some given preferences. However, this procedure is computationally costly, and thus, infeasible for many applications. On the other hand, one could compute only one Pareto optimal control \( \bar{u}_n \in U^u_{\text{opt}}(y_a) \). Then the question is under which criteria this control should be computed. In Reference [10], the authors allowed an arbitrary choice for \( \bar{u}_0 \in U^u_{\text{opt}}(y_0) \) and used the additional constraint

\[
\bar{f}^n_i(\bar{u}_n, y_a) \leq f^n_i(\bar{u}, y_a), \quad \text{for } i = 1, 2 \text{ and } y_a = y_n(t_n),
\]

for all \( n \in \{1, \ldots, L - \ell\} \), where \( \bar{u} \) is given by

\[
\bar{u}(t) = \begin{cases} \bar{u}_{n-1}(t), & \text{if } t \in [t_n, t^\ell_{n-1}] = [t_n, t_{n-1} + \ell], \\ \kappa(t), & \text{if } t \in (t^\ell_{n-1}, t^\ell_n) = (t_{n-1} + \ell, t_n] \end{cases}
\]

and the feedback \( \kappa \in U^{[t^\ell_{n-1}, t^\ell_n]} \) is chosen such that

\[
\frac{\sigma^1}{2} \| C^1 S(t^\ell_{n-1}, t^\ell_n)(\kappa, y_k) - y^1 \|^2_{L^2(t^\ell_{n-1}, t^\ell_n; H)} + \frac{\sigma^2}{2} \| C^2 S(t^\ell_{n-1}, t^\ell_n)(\kappa, y_k)(t^\ell_n) - y^2 \|^2_H + \frac{\sigma^3}{2} \| \kappa \|^2_{L^2(t^\ell_{n-1}, t^\ell_n; \mathbb{R}^m)} \leq \frac{\sigma^1}{2} \| C^1 S(t^\ell_{n-1}, t^\ell_n)(\bar{u}_{n-1}, y_{n-1}(t_{n-1})) - y^1 \|^2_{L^2(t^\ell_{n-1}, t^\ell_n; H)} + \frac{\sigma^2}{2} \| C^2 S(t^\ell_{n-1}, t^\ell_n)(\bar{u}_{n-1}, y_{n-1}(t_{n-1})) - y^2 \|^2_H,
\]

holds for \( i = 1, 2 \), with \( y_k = S^{u-1}(\bar{u}_{n-1}, y_{n-1}(t_{n-1}))(t^\ell_{n-1}) \). The external stability of the set \( \bar{f}^n(U^n, y_n(t_n)) \) ensures that such a control \( \bar{u}_n \) exists.

Theorem 2. Let \( n \in \{0, \ldots, L - \ell\} \) and \( y_a = y_n(t_n) \). Given \( \bar{u} \in U^n \) there is \( \bar{u}_n \in U^u_{\text{opt}}(y_a) \) such that (5) is satisfied.

Proof. This follows directly from Theorem 1, where it was shown that the set \( \bar{f}^n(U^n, y_a(t_n)) \) is externally stable.

However, the existence of a feedback \( \kappa \in U^{[t^\ell_{n-1}, t^\ell_n]} \) fulfilling (7) cannot be shown in general for our problem, but has to be assumed. Such a feedback exists if and only if the minimal value of the minimization problem

\[
\min_{\kappa \in U^{[t^\ell_{n-1}, t^\ell_n]}} \max_{i \in \{1, 2\}} \left[ \frac{\sigma^1}{2} \| C^1 S(t^\ell_{n-1}, t^\ell_n)(\kappa, y_k) - y^1 \|^2_{L^2(t^\ell_{n-1}, t^\ell_n; H)} + \frac{\sigma^2}{2} \| C^2 S(t^\ell_{n-1}, t^\ell_n)(\kappa, y_k)(t^\ell_n) - y^2 \|^2_H \right] + \frac{\sigma^3}{2} \| \kappa \|^2_{L^2(t^\ell_{n-1}, t^\ell_n; \mathbb{R}^m)} - \frac{\sigma^7}{2} \| C^2 S^{u-1}(\bar{u}_{n-1}, y_{n-1}(t_{n-1}))(t^\ell_{n-1}) - y^2 \|^2_H,
\]

is used.
is smaller or equal than zero. Thus, by solving the minimization problem (8) we can on the one hand check, if such a feedback exists, and on the other hand compute it explicitly.

If the conditions (5) and (7) are fulfilled throughout Algorithm 1 we can show the following performance theorem, compare Reference ([10], Theorem 11), where also the proof was taken from and adapted to our situation.

**Theorem 3.** Let $y_o \in H$ be arbitrary and assume that $\sigma_i^3 > 0$ holds for $i = 1, 2$. Denote by $a_0 \in U_{\text{opt}}^0(y_o)$ the initially chosen Pareto optimal control in Algorithm 1. Furthermore, assume that it is possible to choose a feedback $\kappa \in U(t_n^{t_{n+1}})$ fulfilling (7) for every $n \in \{1, \ldots, L - \ell\}$. Let $\mu \in U^0(t_e)$ be the resulting MOMPC feedback control resulting from Algorithm 1. Then it holds

$$f^{(0)}_{\text{perf}}(\mu, y_o) = \frac{\sigma_i^1}{2} \left| C_1^n S^{(0)}(a_n, y_o) - y_1^n \right|_{L^2(0,t_{\text{end}}; H)}^2 + \frac{\sigma_i^3}{2} \left| \mu \right|_{L^2(0,t_{\text{end}}; \mathbb{R}^m)}^2 \leq f^0(\tilde{a}_0, y_o)$$

for $i = 1, 2$.

**Proof.** Note that it holds $\mu(t) = a_n(t)$ for almost all $t \in (t_n, t_{n+1})$ and all $n \in \{0, \ldots, L - \ell\}$ and that

$$\bigcup_{n=0}^{L-\ell} (t_n, t_{n+1}) = (0, t_{\text{end}})$$

holds true. By defining $y_n = S^{(n)}(a_n, y_o)(t_n)$ for all $n \in \{0, \ldots, L - \ell\}$ we can write

$$\frac{\sigma_i^1}{2} \left| C_1^n S^{(0)}(\mu, y_o) - y_1^n \right|_{L^2(0,t_{\text{end}}; H)}^2 + \frac{\sigma_i^3}{2} \left| \mu \right|_{L^2(0,t_{\text{end}}; \mathbb{R}^m)}^2 \leq \frac{1}{2} \sum_{n=0}^{L-\ell} \left[ \sigma_i^1 \left| C_1^n S^n(a_n, y_o) - y_1^n \right|_{L^2((t_n, t_{n+1}); H)}^2 + \sigma_i^3 \left| a_n \right|_{L^2((t_n, t_{n+1}); \mathbb{R}^m)}^2 \right]$$

$$= \frac{1}{2} \sum_{n=0}^{L-\ell} \left[ \sigma_i^1 \left| C_1^n S^n(a_n, y_o) - y_1^n \right|_{L^2((t_n, t_{n+1}); H)}^2 + \sigma_i^3 \left| a_n \right|_{L^2((t_n, t_{n+1}); \mathbb{R}^m)}^2 \right]$$

$$+ \frac{\sigma_i^2}{2} \left| C_2 S^n(a_n, y_o)(t_{n+1}^f) - y_2^n \right|_H^2 - \sigma_i^1 \left| C_1^n S^n(a_n, y_o) - y_1^n \right|_{L^2((t_n, t_{n+1}); H)}^2$$

for all $n \in \{0, \ldots, L - \ell\}$ with $\tilde{a}_{n+1} \in U(t_n^{t_{n+1}})$ defined as in (6). Due to (6) we find that

$$\left| a_n \right|_{L^2((t_n, t_{n+1}); \mathbb{R}^m)}^2 \leq \left| \tilde{a}_{n+1} \right|_{L^2((t_n, t_{n+1}); \mathbb{R}^m)}^2.$$

**References:**

Moreover, it follows that
\[
\left\| C_1 S^n(\bar{a}_n, y_n) - y_1^f \right\|_{L^2(t_{n+1}, t'_n; \mathcal{H})}^2 + \left\| C_1 S^{n+1}(\bar{a}_{n+1}, y_{n+1}) - y_1^f \right\|_{L^2(t_{n+1}, t'_n+1; \mathcal{H})}^2 = \left\| C_1 S^{n+1}(\bar{a}_{n+1}, y_{n+1}) - y_1^f \right\|_{L^2(t_{n+1}, t'_n+1; \mathcal{H})}^2.
\]

(12)

Plugging (10) into (9) and utilizing (11) and (12) we deduce that
\[
\frac{\sigma_1^2}{2} \left\| C_1 S^{(0, \text{opt})}(\mu, y_o) - y_1^f \right\|_{L^2(0,\text{opt}; \mathcal{H})}^2 + \frac{\sigma_3^2}{2} \left\| \bar{u}_n \right\|_{L^2(0,\text{opt}; \mathcal{H})}^2 + \frac{\sigma_3^2}{2} \left\| \bar{u}_n \right\|_{L^2(0,\text{opt}; \mathcal{H})}^2
\]
\[
\leq \frac{1}{2} \sum_{n=0}^{L-\ell} \left[ \sigma_1^2 \left\| C_1 S^n(\bar{a}_n, y_n) - y_1^f \right\|_{L^2(t_{n+1}, t'_n; \mathcal{H})}^2 + \sigma_3^2 \left\| \bar{u}_n \right\|_{L^2(t_{n+1}, t'_n; \mathcal{H})}^2 + \sigma_3^2 \left\| \bar{u}_n \right\|_{L^2(t_{n+1}, t'_n; \mathcal{H})}^2 \right]
\]
\[
+ \frac{\sigma_3^2}{2} \left\| C_1 S^{n+1}(\bar{a}_{n+1}, y_{n+1}) - y_1^f \right\|_{L^2(t_{n+1}, t'_n+1; \mathcal{H})}^2
\]
\[
- \frac{1}{2} \sum_{n=0}^{L-\ell-1} \left[ \sigma_1^2 \left\| C_1 S^{n+1}(\bar{a}_{n+1}, y_{n+1}) - y_1^f \right\|_{L^2(t_{n+1}, t'_n+1; \mathcal{H})}^2 + \sigma_3^2 \left\| \bar{u}_{n+1} \right\|_{L^2(t_{n+1}, t'_n+1; \mathcal{H})}^2 \right]
\]
\[
+ \frac{\sigma_3^2}{2} \left\| C_1 S^{n+1}(\bar{a}_{n+1}, y_{n+1}) - y_1^f \right\|_{L^2(t_{n+1}, t'_n+1; \mathcal{H})}^2
\]
\[
\leq \frac{1}{2} \left( \left\| C_1 S^{0}(\bar{a}_0, y_0) - y_1^f \right\|_{L^2(0,\text{opt}; \mathcal{H})}^2 + \sigma_3^2 \left\| u_0 \right\|_{L^2(0,\text{opt}; \mathcal{H})}^2 \right)
\]
\[
= f^e_0(\bar{a}_0, y_o).
\]

which is what we wanted to show. □

Remark 1.

(1) The statement from Theorem 3 is important, since it gives us performance bounds on the cost functions values of the MOMPC feedback control $\mu$ already after choosing the initial control $\bar{u}_0 \in U^0_{\text{opt}}(y_o)$, but before performing the MOMPC Algorithm 1. Thus, one strategy is to compute the entire Pareto set $U^e_{\text{opt}}(y_o)$,
which is computationally cheap due to the small time horizon \((t_0, t_0^*)\), and then to choose the initial control \(u_0 \in U^n_{\text{opt}}(y_0)\) according to the desired upper bounds on the cost functions.

(2) Theorem 3 holds for arbitrary \(T > 0\). In particular, by taking the limit \(T \to \infty\), the result can also be shown for the infinite-horizon case.

Now we want to present a gradient descent scheme for computing a control \(u_n \in U^n_{\text{opt}}(y_n)\) fulfilling (5). To this end we use the following result which is taken from for example, Reference ([25], Theorem 2.1), where it is proved for the case of finite-dimensional controls. However, the extension to our infinite-dimensional setting \(U^n = L^2(t_n, t_n^*; \mathbb{R}^m)\) is straightforward, since the proof of Theorem 2.1 in Reference [25] does not explicitly use the finite-dimensionality of the space \(U^n\), but only its property of being a Hilbert space.

**Theorem 4.** Let \(n \in \{0, \ldots, L - 1\}\) and \(\epsilon^3 > 0\) for \(i = 1, 2\). Suppose that \(y_n \in H, u \in U^n\) are arbitrarily given and

\[
\hat{u}^n = \arg \min_{\alpha=(\alpha_1, \alpha_2) \in \mathbb{R}^2} \left\{ \|a_1 \nabla_u J^n_1(u, y_n)\|_U^2 + \|a_2 \nabla_u J^n_2(u, y_n)\|_U^2 \mid \alpha_1, \alpha_2 \geq 0 \text{ and } \alpha_1 + \alpha_2 = 1 \right\}. \tag{13}
\]

Then either

\[
q^n(u) = -\hat{a}_1^n \nabla_u J^n_1(u, y_n) - \hat{a}_2^n \nabla_u J^n_2(u, y_n)
\]

is a descent direction for the cost functions \(J^n_1(\cdot, y_n)\) and \(J^n_2(\cdot, y_n)\), or \(q^n(u) = 0\) holds. Since the cost functions \(J^n_1(\cdot, y_n)\) and \(J^n_2(\cdot, y_n)\) are strictly convex, the latter implies that \(u\) is a Pareto optimal point, c.f. Reference [12].

**Remark 2.** Problem (13) is a quadratic optimization problem in the variable \(\alpha \in \mathbb{R}^2\) with the constraints \(\alpha \in [0, 1]^2\) and \(\alpha_1 + \alpha_2 = 1\). By substituting \(\alpha_2 = 1 - \alpha_1\), this problem can be reformulated as a box-constrained quadratic optimization problem in only one variable, which is easy to solve. In our numerical experiments we utilize the MATLAB routine quadprog.

With Theorem 4 we can set up Algorithm 2, which takes an arbitrary point \(u \in U^n\) as an input and results in a Pareto optimal point \(\tilde{u}\), compare Reference ([26], Algorithm 1).

**Algorithm 2** Multiobjective Gradient Descent Method

Given: Current iterate \(n\), initial control \(u \in U^n\), tolerance \(\epsilon > 0\), Armijo parameter \(0 < \beta < 1\).

1. Set \(k = 0\) and \(y_n = y_n(t_n)\).
2. Get \(\hat{u}^n\) by solving (13) and set \(q^n(u) = -\sum_{l=1}^2 \hat{a}_l^n \nabla_u J^n_l(u, y_n)\).
3. **while** \(|q^n(u)|_{U^n} > \epsilon\) **do**
   4. Set \(k = k + 1\).
   5. Armijo backtracking: determine the step size \(t_k > 0\) as the maximal \(t \in \{(1/2)^l \mid l \in \mathbb{N}_0\}\) with
      \[
      J^n_l(u + t q^n(u), y_n) \leq J^n_l(u, y_n) + \beta t \nabla_u J^n_l(u, y_n) \top q^n(u), \quad i = 1, 2.
      \]
   6. Set \(u^+ = u + t q^n(u)\) and then \(u = u^+\).
   7. Get \(\hat{u}^n\) by solving (13) and set \(q^n(u) = -\sum_{l=1}^2 \hat{a}_l^n \nabla_u J^n_l(u, y_n)\).
8. **end while**
9. Set \(\tilde{u}_n = u\).

From Reference ([26] Lemma 4), it follows that a step length \(t_k > 0\) can always be found in step 5 of Algorithm 2. Moreover, in Reference ([26], Theorem 1) the authors proved the following convergence result. Again, they assumed a finite-dimensional space \(U^n\), but the arguments of the proof transfer directly to our setting \(U^n = L^2(t_n, t_n^*; \mathbb{R}^m)\).
Theorem 5. Every accumulation point of the sequence \((u_k)_{k \in \mathbb{N}}\) produced by Algorithm 2 is a Pareto optimal point.

Remark 3.

1. Note that we cannot prove that the sequence \((u_k)_{k \in \mathbb{N}}\) has an accumulation point in the infinite-dimensional case. However, we will not encounter this problem in our numerical implementation, since the space \(U^n\) will be discretized. Therefore, Algorithm 2 will in practice terminate in a finite number of steps.

2. By construction of the algorithm it holds \(\bar{J}_i^n(\bar{u}_n, y_a) \leq \bar{J}_i^n(u, y_a), i = 1, 2,\) for any initial control \(u \in U^n\), so that (5) is fulfilled, if we choose \(u = \bar{u}\).

Finally, the MOMPC algorithm looks as follows.

Algorithm 3 Multiobjective Model Predictive Control

Given: Initial state \(y_0 \in H\).

1. for \(n = 0\) to \(L_t\) do
2. Set \(y_a = y_n(t_n)\).
3. if \(n == 0\) then
4. Choose an arbitrary initial control \(u \in U_{opt}(y_0)\). Go to step 7.
5. end if
6. Use Algorithm 2 to compute a Pareto optimal control \(\bar{u}_n \in U_{opt}^n(y_a)\) fulfilling (5).
7. Set \(y_{n+1}(t) = y_n(t)\) for all \(t \in [0, t_n]\) and compute \(y_{n+1}(t) = S^n(\bar{u}_n, y_a)(t)\) for all \(t \in (t_n, t_{n+1}]\).
8. Set \(u(t) = \bar{u}_n(t)\) for all \(t \in (t_n, t_{n+1}]\).
9. Compute a feedback \(\kappa\) by solving (8) and set \(\bar{u}\) according to (6).
10. end for

4. Numerical Tests

Throughout the numerical experiments let the domain \(\Omega\) be given by \(\Omega = (0, 1)^2\) with points \(x = (x_1, x_2)\). This domain is discretized by using linear finite elements with 494 degrees of freedom. We choose \(t_{end} = 1\) and \(\Delta t = 1/198\). The number of total time steps \(L\) is set to \(L = 197 + \ell\) in dependence of the smaller time horizons \(\ell\) of the MPC open-loop problems. Accordingly, the final time \(T\) is given by \(T = L \Delta t\). For the time integration of the PDE we use the Crank-Nicolson method. In Algorithm 2 we set the tolerance \(\varepsilon = 10^{-4}\). In Algorithm 3 the initial control \(\bar{u}_0\) is chosen as an element of the Pareto set \(U_{opt}(y_0)\). Therefore, in the following we will always compute a finite approximation \(U_{opt, appr}(y_0)\) of this set, which depends on the MPC horizon length \(\ell\), by the Euclidean reference point method.

We note that in all our examples we use fixed temporal and spatial discretizations. Clearly, this is not necessarily efficient and one may rather prefer to use adaptive discretizations that only use fine grids in space and/or time when this is really relevant for obtaining a sufficiently accurate numerical approximation for the control function. For single-objective PDE governed MPC problems, such methods were developed in, for example, References [27,28]. We conjecture that they could be adapted to the multiobjective setting.

4.1. Example 1

Let the advection field be given by

\[
\begin{align*}
c(t, x) &= \begin{cases} (1, 1)^\top, & \text{if } t \leq 0.5, \\ \sqrt{2} (\cos(2\pi(t - 0.5) + \pi/4), \sin(2\pi(t - 0.5) + \pi/4))^\top, & \text{if } t \in (0.5, 1), \\ (-1, -1)^\top, & \text{if } t \in [1, T], \end{cases}
\end{align*}
\]
that is, it is space-independent and at first constantly pointing into the direction \((1, 1)\) before it then smoothly rotates towards the direction \((-1, -1)\). The diffusion coefficient is set to \(d = 1\), the reaction term is chosen as \(r = 0\), that is, there is no reaction in the system, and the control input \(u \in L^2(0, 1; \mathbb{R}^4)\) acts on all four edges of the domain individually.

Furthermore, we choose \(y_w(x) = 15\),

\[
y_1^f(x, t) := \begin{cases} 15 + x_1x_2 t, & \text{if } t \in [0, 1], \\ 15 + x_1x_2, & \text{if } t \in [1, T], \end{cases}
\]

\[
y_2^f(x) := 15 + x_1x_2 \text{ and set } \sigma_1^2 = 1, \sigma_2^2 = 0.1, \sigma_3^2 = 0.001 \text{ in the cost function } J_1 \text{ and } \sigma_4^2 = 0, \sigma_6^2 = 0, \sigma_7^2 = 1 \text{ in the cost function } J_2. \text{The linear mappings } C_1^f \in \mathcal{L}(L^2(0, T; H)) \text{ and } C_2^f \in \mathcal{L}(H) \text{ are chosen to be the identity, respectively. This is a quite typical framework for MOCPs: the first cost function penalizes the deviation from a desired state, whereas the second cost function measures the control costs.}

Given these data we can apply Theorem 1 and show the external stability of the sets \(\hat{u}^n(U^n, y_w(t_n))\), which implies the feasibility of the steps 4 and 6 in Algorithm 3.

However, we can in general not expect that there is a feedback \(\kappa\) fulfilling (7). The reason for this is that such a \(\kappa\) would have to fulfill the inequality

\[
\frac{1}{2} \| \kappa \|^2_{L^2([t_{n-1}, t_n]; \mathbb{R}^4)} \leq 0,
\]

due to the choices \(\sigma_3^2 = 0\) in the second cost function, which implies \(\kappa = 0\). Plugging this into (7) for \(i = 1\) we see that the inequality is only fulfilled, if the uncontrolled system would move towards the desired temperatures. This is unlikely to happen in our setting, since the desired temperatures are larger than the initial condition and increasing in time. Nevertheless we can still compute a minimizer of (8) and use it to define \(\bar{u}\) in (6). Note that in this case, the assumptions of Theorem 3 are not fulfilled, so that this choice of \(\kappa\) and \(\bar{u}\) is of heuristic nature.

Another heuristic approach for determining \(\bar{u}\) that we want to test in the following is motivated by the criteria used in step 2 of Algorithm 4 in Reference [11], which was designed for problems without terminal condition and translates to our problem as follows: During the \(n\)-th loop iteration of Algorithm 3 \((n \in \{0, \ldots, L - 1\})\) compute \(\kappa \in U_{\text{opt}}^{t_n^f, t_{n+1}^f}(y_n(t_n^f))\) in step 9 such that

\[
\| \kappa \|^2_{L^2([t_{n-1}, t_n]; \mathbb{R}^4)} \leq \| \bar{a}_n \|^2_{L^2([t_{n-1}, t_n]; \mathbb{R}^4)} \tag{15}
\]

holds. Then we set

\[
\bar{u}(t) = \begin{cases} \bar{a}_n(t), & \text{if } t \in [t_{n+1}, t_{n-1}], \\ \kappa(t), & \text{if } t \in (t_{n-1}, t_{n+1}), \end{cases}
\]

(16)

Here we do not impose the inequality (15) on \(\kappa\) explicitly. The reason for this is that demanding (15) would not guarantee us any performance results for our framework, but only increase the computational time.

Therefore, we use again the gradient descent method presented in Algorithm 2 for computing a control \(\kappa \in U_{\text{opt}}^{t_{n-1}^f, t_{n+1}^f}\). As initial control \(u\) we choose

\[
u(t) = \begin{cases} \bar{a}_n(t), & \text{if } t \in (t_{n-1}, t_n), \\ \bar{a}_n(t - \Delta t), & \text{if } t \in (t_n, t_{n+1}). \end{cases}
\]

Again, it can be shown that for any accumulation point \(\bar{u}\) of the sequence \((u_k)_{k \in \mathbb{N}}\) produced by Algorithm 2, it holds \(\bar{u} \in U_{\text{opt}}^{t_{n-1}^f, t_{n+1}^f}(y_n(t_n^f))\). Moreover, although the inequality (15) is not
guaranteed directly by this method, we still get \( J_n^{\ell}(t_n^\ell, y_n(t_n^\ell-1)) \leq J_n^{\ell}(t_n^\ell, y_n(t_n^\ell-1)) \). In particular, this implies
\[
\| \kappa \|^2_{L^2(I_{\ell_n-\ell_n+1}; \mathbb{R}^4)} \leq \| u \|^2_{L^2(I_{\ell_n-\ell_n+1}; \mathbb{R}^4)} = 2 \| n \|^2_{L^2(I_{\ell_n-\ell_n+1}; \mathbb{R}^4)},
\]

since the time grid is equidistant. Therefore, it can be expected that (15) is satisfied in most cases.

**Test 1.** In our first test the main focus is on investigating how well the MOMPC Algorithm 3 performs compared to the open-loop problem on the time interval \([0, 1]\) for different MPC horizons. Therefore, we perform Algorithm 3 with all controls from \( U_{opt,app}(y_0) \) of the Pareto front, which only slightly improves, if the MPC horizon length is increased. So it is not possible to obtain the whole extent of the Pareto front by varying the initial control \( \bar{u}_0 \) in \( U_{opt,app}(y_0) \).

On the other hand, we can see the results of strategy 2 in the bottom row of Figure 1a–c. Let us first note that the inequality (15) is fulfilled in most steps of Algorithm 3 for all initial controls \( \bar{u}_0 \in U_{opt,app}(y_0) \). Only for some initial controls \( \bar{u}_0 \), for which \( J_0(\bar{u}_0, y_0) \) is located on the top left part of the Pareto front \( J_n^{opt}(y_0) \), that is, for initial controls corresponding to the part of the Pareto front, where the main goal is to minimize \( J_0(\cdot, y_0) \) almost regardless of the function values of \( J_2(\cdot, y_0) \), the condition (15) is not fulfilled in some steps of the MOMPC algorithm. The reason for this is the following: When using Algorithm 2 for computing a feedback \( \kappa \in U_{opt,app}^{t_n^\ell, t_n^{\ell+1}}(\cdot, y_n(t_n^\ell-1)) \), the resulting minimizer \( \hat{\kappa} \) of (13) displays the weight of the cost functions \( J_n^{\ell}(t_n^\ell, y_n(t_n^\ell-1)) \) at the Pareto optimal point \( \kappa \in U_{opt,app}^{t_n^\ell, t_n^{\ell+1}}(y_n(t_n^\ell-1)) \). If we start with a point \( \bar{u}_0 \), for which \( J_0(\bar{u}_0, y_0) \) is located on the top left part of the Pareto front \( J_n^{opt}(y_0) \), the weighting of the cost functions will be \( \hat{\kappa} \approx (1, 0)^T \). Therefore, the descent direction \( q^0(u) \) from Algorithm 2 will mostly point in the direction of the negative gradient of the first cost function, which might lead to (15) not being satisfied.

Looking at the results, we observe again that a larger MPC horizon length leads to a better result in the sense that the MOMPC points are closer to the Pareto front. In contrast to strategy 1, we do not see a clustering of MOMPC points in the middle of the Pareto front, but rather in the lower right part of the Pareto front. This clustering improves, if the MPC horizon length is increased, so that the entire scale of the Pareto front is obtained for a horizon length of \( \ell = 99 \).
Figure 1. Results of Algorithm 3 for all initial controls \( \vec{u}_0 \in \mathcal{U}_{\text{opt,appr}}^0(y_o) \) for different horizon lengths. Top: Strategy 1 for computing \( \kappa \). Bottom: Strategy 2 for computing \( \kappa \).

The difference in the clustering behavior of strategy 1 compared to strategy 2 can be seen by looking at the following relation: Every initial control vector \( \vec{u}_0 \in \mathcal{U}_{\text{opt,appr}}^0(y_o) \) is the solution to a weighted-sum problem

\[
\min_{\vec{u} \in \mathcal{U}_0} \alpha_1^{\text{init}} J_{0,1}^l(\vec{u}, y_o) + \alpha_2^{\text{init}} J_{0,2}^l(\vec{u}, y_o)
\]

for some weight vector \( \alpha_1^{\text{init}} \in \mathbb{R}_0^2 \) with \( \alpha_1^{\text{init}} + \alpha_2^{\text{init}} = 1 \); see, for example, Reference [12]. This weight vector can be determined easily when using the Euclidean reference point method to compute \( \mathcal{U}_{\text{opt,appr}}^0(y_o) \); cf. Reference ([19], Lemma 5). After executing Algorithm 3 we can check to which Pareto optimal point \( \hat{\mu} = f_{0,1}^l(\vec{u}, y_o) \in \mathcal{J}_{\text{opt}}^l(y_o) \) the MOMPC point \( \hat{f}_{0,1}^l(\mu, y_o) \) has the smallest distance. Again, \( \vec{u} \) is the solution to a weighted-sum problem

\[
\min_{\vec{u} \in \mathcal{U}_{0,1}} \alpha_1^{\text{end}} J_{0,1}^{l(0,1)}(\vec{u}, y_o) + \alpha_2^{\text{end}} J_{0,2}^{l(0,1)}(\vec{u}, y_o)
\]

for a weight vector \( \alpha_1^{\text{end}} \in \mathbb{R}_0^2 \) with \( \alpha_1^{\text{end}} + \alpha_2^{\text{end}} = 1 \), which can again be determined. The mapping \( \alpha_1^{\text{init}} \mapsto \alpha_1^{\text{end}} \) can be seen in Figure 2 for both strategies.

Since the mapping displays the first weight vector, a small value in the plot corresponds to a small weighting of the first cost function (the tracking term) and a large weighting of the second cost function (the control costs), and vice versa.

Note that the ‘ideal’ result of this mapping would be the identity, since this would imply that the weight \( \alpha_1^{\text{init}} \) of the initial control \( \vec{u}_0 \) remains constant throughout the MOMPC algorithm.

From this plot the clustering of the MOMPC points for both strategies can be deduced. For strategy 1 it can be seen that the clustering of the points happen at a weight of \( \alpha_1^{\text{end}} \in [0.7, 0.8] \) for all MPC horizon lengths. Up to an initial weight of \( \alpha_1^{\text{init}} \approx 0.8 \) all the initial controls lead more or less to the same result of the MOMPC algorithm. Only for initial controls with an initial weight of \( \alpha_1^{\text{init}} > 0.8 \), we observe that the upper part of the Pareto front can be reached.
Figure 2. The mapping $\alpha_1^{\text{init}} \mapsto \alpha_1^{\text{end}}$ for different model predictive control (MPC) horizon lengths.

For strategy 2 the clustering in the lower part of the Pareto front for MPC horizon lengths of $\ell = 25$ and $\ell = 50$ can be deduced, since up to an initial weight of $\alpha_1^{\text{init}} \approx 0.8$, the value of $\alpha_1^{\text{end}}$ stays below a value of 0.1, which means that the resulting MOMPC point is in a region of the Pareto front, where the cost function $\hat{f}_{2}^{(0,1)}(\cdot, y_0)$ is weighted much more in comparison to the first cost function $\hat{f}_{1}^{(0,1)}(\cdot, y_0)$. Moreover, for these two MPC horizons, we can see a clear cut-off behavior at a value of 0.8. If $\alpha_1^{\text{init}}$ is larger than 0.8, the value of $\alpha_1^{\text{end}}$ is larger than 0.9. For an MPC horizon length of $\ell = 99$, we do not observe such a clear cut-off behavior. Although the plot is still far from being the identity, it is visible that one can control the outcome of the MOMPC algorithm more precisely by varying the initial control.

In conclusion we can say that for strategy 2 a larger MPC horizon leads to a better distribution of the MOMPC points on the Pareto front, and that it is possible to approximate the full scale of the Pareto front by choosing different initial controls $u_0 \in U_{0}^{\text{opt}}(y_0)$. Strategy 1, however, seems not to be well-suited for this problem framework, since it is not possible to reach to whole extent of the Pareto front by choosing different initial controls. Quite on the contrary, the MOMPC algorithm steers almost all initial controls to the same region of the Pareto front, independently of the MPC horizon length.

**Test 2.** Now we want to show why the use of MPC in the multiobjective context is needed. For this we consider the following setup: Imagine that we want to compute the Pareto front $J_{\text{opt}}^{(0,1)}(y_0)$. However, there is only a prediction of the advection field available, which is given by

$$c^{\text{pred}}(t, x) = (1, 1)^\top$$

for all $(t, x) \in [0, T] \times \Omega$.

In the end it turns out that the prediction of the advection field is not very accurate, and the true advection is given by the function $c$ in (14), that is, it deviates from the prediction $c^{\text{pred}}$ after $t = 0.5$.

Denote by $U_{\text{opt}, \text{pred}}^{(0,1)}(y_0)$ the Pareto set of the problem (MOCP) using the predicted advection $c^{\text{pred}}$. Again we used the Euclidian reference point method to compute an approximation both of $U_{\text{opt}}^{(0,1)}(y_0)$ and of $U_{\text{opt}, \text{pred}}^{(0,1)}(y_0)$. Figure 3a displays the Pareto front $J_{\text{opt}}^{(0,1)}(y_0)$ together with the function values $\hat{f}(U_{\text{opt}, \text{pred}}^{(0,1)}(y_0), y_0)$. One can clearly see that the controls in $U_{\text{opt}, \text{pred}}^{(0,1)}(y_0)$ are far from being Pareto optimal for the problem with advection $c$, especially in the upper part of the Pareto front. This can be explained by the fact that the changing advection totally changes the strategy that has to be used to come close to the desired temperature, which is not captured by the open-loop problem using the prediction $c^{\text{pred}}$. 
We compare this to the results obtained by using the MOMPC Algorithm 3 together with strategy 2 from the first test, where we assumed that the true advection is known to the open-loop problems in the MPC algorithm. This is reasonable since the MPC horizons are reasonably small to allow a precise prediction of the future behavior of the advection field. Just as an example we look at an MPC horizon length of $\ell = 50$ in Figure 3b and see that in contrast to the predicted Pareto optimal controls $U^{(0,1)}_{opt,pred}(y_0)$ the MOMPC feedback control $\mu$ comes quite close to the true Pareto front. This underlines that the use of MOMPC is necessary in situations, in which there are only predictions of data available.

4.2. Example 2

The parameter choices of the previous experiment imply that the choice of a feedback $\kappa$ fulfilling (7) is not possible. In this section we want to present numerical results for a setup that allows such a feedback in principle.

To this end we choose the following parameter values: The diffusion coefficient is set to $d = 0.5$, the reaction coefficient to $r = 0.5$, and the advection field is chosen as

$$c(t, x) = \begin{cases} (1, 0)^T, & \text{if } x_2 \leq 0.5, \\ (-1, 0)^T, & \text{if } x_2 \geq 0.5. \end{cases}$$

As initial condition we choose

$$y_0(x) = -3 \cdot (1 + \tanh((x_1 - 0.5)/0.2)) + 3,$$

which is a smooth approximation of the discontinuous function

$$x \mapsto \begin{cases} 3, & \text{if } x_1 \leq 0.5, \\ -3, & \text{if } x_1 \geq 0.5. \end{cases}$$

It can be shown that $y = 0$ is a stable steady state of the PDE (1) to the control $u = 0$. Therefore, we choose the desired temperatures $y_1^1 = y_2^1 = 0 \in L^2(0,1; H)$ and $y_1^2 = y_2^2 = 0 \in H$ together with the parameter values $\sigma_1^1 = \sigma_2^1 = 1$, $\sigma_1^2 = \sigma_2^2 = 0.1$ and $\sigma_1^3 = \sigma_2^3 = 0.1$. The linear functionals in the cost functions are given by

(a) Pareto front $J^{(0,1)}_{opt}$ and the function values $\tilde{J}^{(0,1)}(U^{(0,1)}_{opt,pred}(y_0), y_0)$

(b) Results obtained from Algorithm 3 for $\ell = 50$
\[ C_1^1 : L^2(0, 1; H) \to L^2(0, 1; H), \quad f \mapsto f \cdot \left( \chi_{\{ (t,x) \mid x_1 \leq 0.5 \}} + 0.01 \chi_{\{ (t,x) \mid x_1 \geq 0.5 \}} \right), \]
\[ C_1^2 : L^2(0, 1; H) \to L^2(0, 1; H), \quad f \mapsto f \cdot \left( 0.01 \chi_{\{ (t,x) \mid x_1 \leq 0.5 \}} + \chi_{\{ (t,x) \mid x_1 \geq 0.5 \}} \right), \]
\[ C_2^1 : H \to H, \quad f \mapsto f \cdot \left( \chi_{\{ x \mid x_1 \leq 0.5 \}} + 0.01 \chi_{\{ x \mid x_1 \geq 0.5 \}} \right), \]
\[ C_2^2 : H \to H, \quad f \mapsto f \cdot \left( 0.01 \chi_{\{ x \mid x_1 \leq 0.5 \}} + \chi_{\{ x \mid x_1 \geq 0.5 \}} \right). \]

Thus, both cost functions measure the deviation of the state from the steady state \( y = 0 \) together with some control costs. To make the cost functions conflicting, the linear functionals are chosen such that the first cost function penalizes deviations from the steady state mostly in the left half of the domain, whereas the second cost function penalizes the deviation in the right half of the domain.

If we run Algorithm 3 with this parameter setting, we still observe that in many iterations there is no feedback \( \kappa \) fulfilling (7), especially for the larger MPC horizons of \( \ell = 25 \) and \( \ell = 50 \). The reason for this is that the initial Pareto front \( J_{opt}^0(y) \) is quite close or even dominates the Pareto front \( J_{opt}^{(0,1)}(y) \) in some points for a MPC horizon of \( \ell = 25 \) or \( \ell = 50 \), see Figure 4.

![Figure 4. Comparison between \( J_{opt}^{(0,1)}(y) \) and \( J_{opt}^0(y) \) for different MPC horizon lengths.](image)

Since the MOMPC points cannot perform better than any point on the Pareto front \( J_{opt}^{(0,1)}(y) \), it is not possible to achieve the performance result from Theorem 3 in those parts. As all the other assumptions of Theorem 3 are satisfied, the reason for not achieving the performance result has to be that it is not possible to find a feedback \( \kappa \) fulfilling (7) in all steps of the algorithm. This is what we observe numerically.

However, if we look at Figure 5 we see that we still obtain the performance result from Theorem 3 for many points, although a feedback \( \kappa \) cannot be found for all these points. The black lines indicate which performance value \( \hat{J} \) corresponds to which initial cost. Therefore, if the black lines are pointing to the top right (starting from the red point), this means that the performance result is satisfied for this point. We observe that the performance result holds for all points for an MPC horizon length of \( \ell = 13 \) and for most points for \( \ell = 25 \). Even for \( \ell = 50 \) there are some points in the middle of the Pareto front, for which the performance result holds, although there are only very few steps, where a feedback \( \kappa \) fulfilling (7) can be found. Figure 6 indicates that this performance behavior does not change drastically, if we increase the time horizon \( t_{end} \).
The reason for this is that at time $t_{\text{end}} = 1$ the steady state $y = 0$ is almost reached, so that almost no further costs are needed after this point.

If we compare the MOMPC results obtained from Algorithm 3 with the Pareto front $J^{(0,1)}_{\text{opt}}(y_0)$ of the open-loop problem in Figure 7, we observe that increasing the MPC horizon has two positive effects on the results: Firstly, the MOMPC points are located closer to the Pareto front, and secondly, they are spread more evenly over the entire Pareto front. Already for an MPC horizon length of $\ell = 50$ we can see that the Pareto front is almost perfectly approximated.
5. Conclusions and Outlook

In this paper we have adopted the framework of MOMPC presented in References [10,11] for ODEs to parabolic advection-diffusion-reaction equations. A key ingredient for the MOMPC algorithm is a gradient-based descent scheme for multiobjective optimization taken from Reference [25,26]. On the one hand, this scheme results in a Pareto optimal point, and on the other hand, it intrinsically implies that the crucial condition (5) is satisfied. Assuming the existence of a feedback κ satisfying (7) we could show that the performance result from ([10], Theorem 11) also holds for our framework of the MOMPC algorithm. Numerically, it turns out that it is hard to guarantee that such a feedback exists. However, even in the case that such a feedback does not exist, the results of the MOMPC algorithm are comparable with the Pareto optimal points of the full-horizon open-loop problem. Especially when some parameters of the PDE can only be predicted, the MOMPC algorithm turns out to be a useful tool, if we still want to compute many compromises between the cost functions.

Both the analysis in Section 3 and the numerical experiments in Section 4 were only carried out for two cost functions, but it is possible to extend both to an arbitrary number of cost function as long as all cost functions are of the form (2). For the analysis this extension is straight-forward, since all the arguments can be transferred directly to this more general case. On the numerical side we can still use the Euclidean reference point method for computing the initial Pareto set $U_{opt}^0(y_o)$, see for example, Reference [29]. In general, the effort for computing the Pareto set $U_{opt}^0(y_o)$ scales exponentially with the number of cost functions. However, this computation has only to be performed once in step 4 of Algorithm 3, which is in many cases not underlying any time restrictions. While performing the rest of the MOMPC algorithm the number of cost functions only influences the complexity of steps 6 and 9. In step 6 we need to perform Algorithm 2, in which the dimension of the variable space of the minimization problem (13) is equal to the number of cost functions. Since we only have to compute one Pareto optimal control $u_n \in U_{opt}^n(y_a)$ this step is computationally not expensive. In step 9 the number of cost functions in the min-max problem 8 corresponds to the total number of cost functions. Again the effort for solving this problem does not cause complex calculations.

During the MOMPC Algorithm 3 numerous open-loop problems on the MPC horizon have to be solved. Since this involves the solution of the PDE and its associated adjoint equation, this is numerically expensive. Therefore, in a future work one can apply model-order reduction techniques (e.g., the proper orthogonal decomposition method, cf. References [30,31]) for lowering the computational effort. Strategies presented in References [16,17] could be used to show convergence to the full solution.
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- MO: Multiobjective optimization
- MOP: Multiobjective optimization problem
- MOCP: Multiobjective optimal control problem
- MPC: Model predictive control
- MOMPC: Multiobjective model predictive control
- ODE: Ordinary differential equation
- PDE: Partial differential equation
References


© 2020 by the authors. Licensee MDPI, Basel, Switzerland. This article is an open access article distributed under the terms and conditions of the Creative Commons Attribution (CC BY) license (http://creativecommons.org/licenses/by/4.0/).