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Abstract

Flash memories are non-volatile memory devices. The rapid development of flash technologies leads to higher storage density, but also to higher error rates. This dissertation considers this reliability problem of flash memories and investigates suitable error correction codes, e.g. BCH-codes and concatenated codes.

First, the flash cells, their functionality and error characteristics are explained. Next, the mathematics of the employed algebraic code are discussed. Subsequently, generalized concatenated codes (GCC) are presented.

Compared to the commonly used BCH codes, concatenated codes promise higher code rates and lower implementation complexity. This complexity reduction is achieved by dividing a long code into smaller components, which require smaller Galois-Field sizes. The algebraic decoding algorithms enable analytical determination of the block error rate. Thus, it is possible to guarantee very low residual error rates for flash memories.

Besides the complexity reduction, general concatenated codes can exploit soft information. This so-called soft decoding is not practicable for long BCH-codes. In this dissertation, two soft decoding methods for GCC are presented and analyzed. These methods are based on the Chase decoding and the stack algorithm. The last method explicitly uses the generalized concatenated code structure, where the component codes are nested subcodes. This property supports the complexity reduction.

Moreover, the two-dimensional structure of GCC enables the correction of error patterns with statistical dependencies. One chapter of the thesis demonstrates how the concatenated codes can be used to correct two-dimensional cluster errors. Therefore, a two-dimensional interleaver is designed with the help of Gaussian integers. This design achieves the correction of cluster errors with the best possible radius.

Large parts of this works are dedicated to the question, how the decoding algorithms can be implemented in hardware. These hardware architectures, their throughput and logic size are presented for long BCH-codes and generalized concatenated codes. The results show that generalized concatenated codes are suitable for error correction in flash memories, especially for three-dimensional NAND memory systems used in industrial applications, where low residual errors must be guaranteed.
Zusammenfassung

Flashspeicher sind nichtflüchtige Speicherbausteine, deren rasante Entwicklung zu höheren Dichten und damit verbunden zu höheren Fehlerraten führt. Die Dissertation greift diese Problematik auf und untersucht für Flashspeicher geeignete Fehlerkorrekturverfahren, wie BCH-Codes und die verallgemeinerte Codeverkettung.

Zunächst wird auf die Flashzellen eingegangen, deren Funktionsweise und das resultierende Fehlerverhalten erläutert. Die Basis für die Fehlerkorrektur bilden algebraische Codes, deren mathematische Grundlagen beschrieben werden. Im Anschluss wird die verallgemeinerte Codeverkettung vorgestellt.

Verkettete Codes ermöglichen eine höhere Coderate und geringere Implementierungskomplexität im Vergleich zu den bisher noch überwiegend verwendeten BCH-Codes. Die Reduktion der Komplexität folgt aus der Aufteilung langer Codeworte in kleinere Komponenten, die aufgrund der kleinen Galois Feldgröße mit geringem Aufwand decodiert werden können. Ihre algebraische Dekodierung ermöglicht eine analytische Bestimmbarkeit der Blockfehlerrate. Daher können die für Flashspeicher erforderlichen geringen Restfehlerwahrscheinlichkeiten garantiert werden.


Desweiteren widmet sich ein Großteil der Arbeit der Frage, wie diese Codierverfahren möglichst günstig in Hardware implementiert werden können. Sowohl für lange BCH-Codes als auch für die Decodierung der verketteten Codes werden Hardware-Architekturen entworfen, der erzielbare Durchsatz und der Flächenbedarf für die Logikelemente bestimmt. Diese Ergebnisse belegen, dass die verallgemeinerte Codeverkettung für die Fehlerkorrektur in Flashspeichern gut geeignet ist. Dies gilt insbesondere für 3D-NAND Speichersysteme im industriellen Einsatz, die sehr niedrige Restfehlerwahrscheinlichkeiten gewährleisten müssen.
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\( R \) code rate
\( r \) number of redundancy symbols
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\( t, t_a, t_b \) error correction capability
\( \? \) erasure symbol
\( \alpha \) primitive element
\( \varepsilon \) channel error probability
\( \lambda \) channel erasure probability
\( \Omega(x) \) error-value polynomial
\( \sigma(x) \) error-location polynomial
Chapter 1

Introduction

Thousands of years ago, stones were used to store information. Today, storage systems continue their important role on the second most element on the earth crust, silicon (Si), the element from which Flash memories are produced.

Medias are physical information carriers. The most common modern medias can be divided into optical or magnetic discs or tapes and Flash memories. In optical systems, mainly the surface reflection or the transmittance of a photon source is measured. With the magnetic discs used in hard disk drives, the magnetic polarization of a surface is measured with coils. Flash memory uses floating gates, where electrons can be loaded and unloaded into an insulated gate using the tunnel effect. These non-volatile trapped electrons in the floating gate form an electrical field, which can be measured. The advantage of disc-based systems over Flash memory is the absence of moving mechanical elements. At present, it can be observed that the density has increased over time while the reliability of storage systems typically has decreased with each new technology. As the silicon-based structure shrink is reaching its limits given by the lattices, the so-called 3D technology tries to overcome this issue by increasing the layers of the die.

Each of these media share in common the fact that they are not absolutely accurate. Errors can occur during the writing and reading process as well as in idle state. An additional challenge in storage systems is that the sender cannot request retransmit erroneous data using automatic repeat-requests (ARQs), and thus forward error correction (FEC) codes are applied. The error correction ensures that the requirements regarding the reliability for a given application are met. In coding theory, many error correction codes (ECCs) exists with different properties that can be divided into complexity characteristics and their error correction performance. As already mentioned, the provable error correction boundaries are an important property. In order to check whether a code is applicable it can be simulated or analyzed analytically. Simulation is possible if the target error rate is high. If a code has to be tested for a very low error rate, the simulation can exceed all available resources such as time and costs. Algebraic codes are then taken into account. These codes can be decoded with bounded minimum distance (BMD) decoding, where the residual error rate can be calculated. Bose Chaudhuri Hocqenhem (BCH) and Reed-Solomon (RS) codes are the most famous algebraic codes.

NAND flash memories are important components in embedded systems as well as consumer electronics. The flash cells keep their electrical charge without a power supply. However, errors may occur while the information is read. Consequently, error correction coding ECC is required to ensure data integrity and reliability for the user data [51, 63, 16]. In the past, mostly BCH codes with hard-input algebraic decoding were used for error correction [51, 76] and [83].
Reliability information about the state of the cell can significantly improve the ECC performance [17]. Soft-input decoding algorithms are required to exploit the reliability information. For instance, low-density parity check (LDPC) can provide strong error-correcting performance in NAND flash memories [77, 68, 43, 32, 30, 79]. However, the implementation complexity of an LDPC decoder can be high when high data throughput should be achieved. Concatenated codes constructed from long BCH codes can achieve low residual error rates [13, 36, 37], although they require very long codes and hence a long decoding latency, which might not be acceptable for all applications of flash memories. LDPC codes have high residual error rates (the error floor) and are not suitable for applications that require very low decoder failure probabilities [81]. For instance, the Joint Electron Device Engineering Council (JEDEC) standard for solid-state drive (SSD) recommends an uncorrectable bit error rate of less than $10^{-15}$ for client applications and of less than $10^{-16}$ for enterprise solutions [1]. For some applications, block error rates less than $10^{-16}$ are required [41].

1.1 Goals

The initial impulse of this work was the demand of improvements of error correction codes for Flash memories in industrial applications. This impulse triggered a first investigation of several code types and their performances, which led to the design of an ECC candidate and finally its implementation in hardware [81]. The choice of an ECC candidate is determined by the industrial requirements, placing an emphasis on the verifiability of the error correction capability. Additional requirements for mass-storage systems include the ECCs demand for overhead, costs for implementation and throughput.

From this preliminary investigation, the generalized concatenated code (GCC) emerged as a favorite. In this work, the code construction and its underlying theory will be explained and it will be described why this code is suitable for industrial applications. Subsequently, a strong focus of this work lies on the implementation of the necessary algorithms in field programmable gate arrayss (FPGAs) and application-specific integrated circuit (ASIC), where the aspects of area and throughput are highlighted.

We demonstrate that GCC can achieve such low residual error rates. ECC based on GCC has a high potential for various applications in data communication and data storage systems, e.g. for digital magnetic storage systems [20] and non-volatile flash memories [81, 92]. These codes are typically constructed from short inner binary BCH codes and outer RS codes [19, 80]. Hence, the hard-input decoding is based on low-complexity algebraic decoding. New constructions have recently proposed that enable higher code rates [98] and [78], where the inner codes are extended BCH codes. In particular, single parity check (SPC) codes are used in the first level of the GCC. A soft-input decoding algorithm for GCC was proposed in [97], where the decoding is based on sequential stack decoding of the inner codes.

1.2 Thesis Structure

This thesis starts with the brief presentation of several modern storage medias, their functionality and error characteristics in Chapter 2. It then concentrates on Flash memories and describes error models that are used to design ECC codes.

Chapter 3 offers an introduction to algebraic codes and its basis are introduced, namely the Galois fields. This is the preliminary for the GCC encoding decoding scheme as its error bounds and code parameter design, which is described in Chapter 4.
1.2. THESIS STRUCTURE

In Chapter 5, an interleaving concept based on Gaussian integers combined with GCC codes is presented that can decode special shaped burst errors. This work was published in [86, 84, 85].

The algebraic decoder described in chapters 3 and 4 is limited to decoding information with binary quantization, also called hard information. In Chapter 6, techniques and their use for GCC are introduced, which enable higher quantization levels and thus increases the error correction performance. Research in constructing high-rate was published in [97].

Chapters 7, 8 and 9 describe the hardware implementation of the algorithms. In [82, 95, 83], an efficient algebraic decoder for large block size BCH codes are published. Its architecture, impact on complexity and throughput is discussed in Chapter 7. The implementation and its analysis for hard information GCC en- and decoder in very large scale integration (VLSI) is described in Chapter 8. Publications on hard information GCC implementations include [91, 99, 92]. This GCC implementation is then extended by a soft information decoder in Chapter 9, which were published in [96, 87, 93, 94, 98, 101].
Chapter 2

Media and Channel Models

Storage medias are carriers that store information in a non-volatile manner over a period of time. This chapter provides an overview of modern storage medias, its functionality and channel models. In Section 2.2, the focus lies on Flash memories. Using these devices will lead to the problem that the original information is disturbed by several effects that even grow over the lifetime of this memory. In order to encounter the problem of erroneous data that is read back from a device, ECCs are used. A huge variety of ECC types exist with different parameters. A proper choice is essential to address the demands for different areas such as industrial applications where a provable error bound is an important requirement. In Section 2.2.4, channel models are discussed to assess this either analytically or these curves are measured by Monte Carlo simulation. At the end of this chapter, the reader will know why errors in Flash memories occur and how they can be modeled. Because there are similarities with other carriers magnetic and optical carriers are also considered in Section 2.3.

2.1 Storage systems

In systems like mobile phones, cloud storage, different-scaled computers, embedded systems and others, non-volatile memories are integrated. An example combination for Flash storage systems is depicted in Figure 2.1, which shows three components: Flash device, Flash micro controller and a host. The Flash device is connected via the Flash channel with a micro controller’s Flash interface that is connected using the host channel with a host. A standardized Flash interface is specified in [56]. Further examples for links between the host and micro controller are SATA, USB, PCIe or SD, where each standard has different application areas. For data transportation, storage systems with pluggable links like USB-sticks or SD-cards are available. In some cases, the carrier is a removable device that must be read by a reading device, like floppy discs, CDs, MMCs or quick response code (QR) codes on different materials. Therefore, the reading device comprises a micro controller that provides the interfacing between the carrier and other systems. A common Flash micro controller has a CPU running firmware on it that manages the data stored on the devices and controls the communication in both directions between the host and device. Further modules serve features like cryptography, DMA mechanisms, data compression and error correction.

Application areas of memories are manifold. Some examples of data that is stored include measurements, personal data, accounting information, operating systems and programs. A few application examples are the control logic for robot arms, medical instruments, routers, cellphone base stations, large machine control units, drill heads and automotive navigation systems.
Similar to the applications, its requirements are also manifold. High storage capacity and
data density or high reliability and data throughput are some examples. An additional factor
is the data overhead needed for the data management and the redundancy for error correction.
Moreover, data integrity, data encryption and long time storage are subjects that have to be
taken into account. Similar to an ECC, the entire storage system has to be designed depending
on its requirements given by the application.

In order to provide an introduction to storage devices with different carrier materials, the
following sub-sections present four categories of storage devices.

2.2 Flash Memories

Flash memories are silicon-based semiconductors that can store data in a non-volatile manner.
The first models were presented by Fuji Masuoka (Toshiba) in 1984. They are divided
into NAND and NOR technology, where NAND memories are used for mass storage and
NOR traditionally for code storage due to the faster access time. Nowadays development
is proceeding towards higher density by shrinking the silicon structure size and using more
layers, called the 3D-NAND Flash memory.

2.2.1 Flash Cell

Figure 2.2 shows a floating gate (FG) cell. It is similar to a FET and comprises four connecting
elements, source, drain, control gate and the bulk substrate. An additional FG is surrounded
by isolating oxide between the control gate and the substrate. This isolation makes this
FG an electron trap that holds information for a longer time period \([51]\). An FG has three
basic functionalities, namely reading, writing and erasing the FG state. Figure 2.3 depicts
FGs in a NAND matrix. In one dimension, these cells are connected in series. One of these
series comprising several NANDs is called a bit line (BL). In the other dimension, all gates
are connected in parallel to a word line (WL), which represents a page. All pages that are
connected with the same BL are called a Flash block. The ground selector line (GSL) and the
sensing selector line (SSL) are necessary to apply the different read, write and erase modes.
A Flash memory die comprises several Flash blocks.

The cell has a designed ideal load level for a distinct state that represents '1' or '0' for a
single-level cell (SLC). In multi-level cell (MLC) memories, each cell has four designed states
and in triple-level cell (TLC) cells eight states. Flash memories with more than eight states
per cell are already described in literature. However, these states are not accurate, caused by
several effects. This inaccuracy shifts the threshold Voltage \(V_{TH}\). Figure 2.4 briefly depicts
the distribution of \(V_{TH}\) for all TLC states.

The data within a page is organized in several system blocks like 512, 1k, 2k or 4k bytes
with additional system meta information and ECC redundancy. If the FG cells are MLC
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Fig. 2.2: Floating Gate

Fig. 2.3: NAND structure
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<table>
<thead>
<tr>
<th>ERA</th>
<th>A</th>
<th>B</th>
<th>C</th>
<th>D</th>
<th>E</th>
<th>F</th>
<th>G</th>
</tr>
</thead>
<tbody>
<tr>
<td>LP</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>MP</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>UP</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>0</td>
</tr>
</tbody>
</table>

(a)

<table>
<thead>
<tr>
<th>ERA</th>
<th>A</th>
<th>B</th>
<th>C</th>
<th>D</th>
<th>E</th>
<th>F</th>
<th>G</th>
</tr>
</thead>
<tbody>
<tr>
<td>LP</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>MP</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>UP</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
</tr>
</tbody>
</table>

(b)

Tab. 2.1: Flash state level encoding with (a) 1:2:4 and (b) 2:3:2 levels

or TLC, an WL represents a shared page that comprises two or three pages with the same electrical address but different logical addresses with a special arrangement such that a writing causes a low electrical bias [7]. These pages are named lower page (LP), middle page (MP) and upper page (UP). A system block does not cross into different page levels.

The FG states of a TLC are the erased state ERA and the programmed states A, B, C, D, E, F, G. Two exemplar different state-level encodings are shown in Table 2.1. Depending on the page level the reference voltage is between different state levels. In Table 2.1(a), the LP reference is between C and D, and MP between A and B, E and F. Under the assumption of random data, the encoding (a) has a smaller bit error rate (BER) in the LP, a moderate BER in the MP and its highest BER in the UP. An alternative encoding is shown in (b) where, in comparison to (a), the LP and MP has an increased BER but the UP level has a lower BER.

In order to understand the electrical circuit of a NAND Flash memory, we briefly present the basic access functions for the FGs:

Read In the read operation, the cell gates in an WL that is read is put to \( V_{READ} \) while all other WL are tied to \( V_{PASS,R} \). Only the electrical load from the FG cell that is in read mode affects the current that flows through the BL. This current is measured using an integrator circuit and a configurable threshold voltage \( V_{TH} \).

\( V_{TH} \) has to be determined by either a built-in mechanism inside the Flash memory or with single state reads from the Flash controller. With these single state reads, the controller scans the changes of ones to zeros with fine-grained \( V_{TH} \) steps. For symmetric error probabilities, the optimal \( V_{TH} \) for a distinct state level is where the change from one to zero between two \( V_{TH} \) steps is minimal.

If information is read with additional reliability information, several offsets per state level are read. This results in soft bits for each information (hard) bit. Because the distributions of the state levels vary, it also holds interest which state level was read. This information is converged by the level indicator bits. Figure 2.4 shows the \( V_{TH} \) distribution and Figure 2.6 exemplar soft information thresholds for one level.

Program The programming operation tunnels electrons onto the FG using the Fowler-Nordheim tunneling (FNT). An electron injection is triggered with the following configuration. All unselected gates in the BLs are in passing mode with \( V_{PASS,P} \), the selected gates within a WL are connected to a much higher gate voltage \( V_{PRG} \). Those BLs that are programmed are tied to \( GND \) and all others are on \( V_{DD} \). An
WL is programmed at once. Because this process does not load the FG to an accurate state, the programmed cells are verified in terms of whether the desired charge level is reached. If not, the program process of those cells is repeated. This is a so-called program and verify procedure.

The pages can only be written in sequential order without biased data to avoid inter cell interference. In MLCs and TLCs, the lower pages are programmed first, then the middle and optionally the upper pages are written.

Erase A Flash block comprises a Flash matrix with a sharing bulk substrate and thus all cells are connected with the p-well plain. In contrast to the page-wise read and program operation, the cells can only be erased within an entire Flash block. Similar to the programming, the erase operation is undertaken using the FNT. A negative voltage is not needed. Instead, the p-well is on a high erasing voltage $V_{ERASE}$ and the gates are tied to GND. The erasing process is not a per cell-based individual erase and verify operation and thus the erased state has a higher deviation (see Figure 2.4).

2.2.2 Error Characteristics

In practice, the information stored on a FG cell is inferred by imperfections from various causes, which results in the state variance shown in Figure 2.4. Due to the imperfection, the distribution area of a written state crosses the threshold level and the distribution area of the opposite side represents the BER. Errors occurring raise from endurance, retention and read disturb are subject of the ECC.

Endurance The FNT during program and erase cycles cause a defect in the oxide, caused by electron trapping within it. This is a progressive degradation process caused by cycling the cells. This effect can not be reverted.

Retention The definition of non-volatile memory suggests that the load stored in the cells are stable over time. Nevertheless, the oxide is responsible for the FG losing
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Electrons. Practically information stored on other medias suffer the same problem of transience. The time period that can be supported strongly depends on the device temperature. At a normal room temperature of 300K, the error correction capability limit is reached within years. A so-called baked device at 360K reaches this limit within a few days. For testing the degradation in Flash memory devices, special baking procedures are used. In order to reload the FG, a rewrite after a specified time period, which is set in the firmware, is used to refresh the information.

Read disturb The read voltage disturbs neighboring cells due to its electrical field. Unfortunately, the writing process has a higher impact because it has a higher operation voltage, although it occurs less often than cell reads. This read disturb is handled by rewriting cells after a specific number of reads.

Media defect Different causes lead to total defect of an entire die, e.g. the defect of the charge pipes that are needed for \( V_{PRG} \) and \( V_{ERASE} \). This problem is encountered by redundant data storage in different dies or chips using a redundant array of independent disks (RAID).

Radiation Several radiations cause mutations of the cell load and thus a threshold shift [28]. This holds interest in several environments like space, where cosmic ray is much more intensive. Possible correlated errors are thinkable caused by radiation trails. Their influence in GCC is not investigated in this work and might be interesting for further research.

In various publications [38, 60, 8], the investigations of the Flash channel error and its characteristics shows in common a per-bit statistical independence and that an additive white gaussian noise (AWGN) channel model can be assumed.

2.2.3 Flash Layer Design

Figure 2.5 depicts the data flow for writing and reading from a device. First, the data is compressed and thus the entropy increases, which is also necessary for the encryption in the next step. Either before or after channel encoding, the data is scrambled to achieve a bias-free data pattern. If the decoder requires the original pattern read from the flash memory for a channel estimation, then it is essential that the scrambler is applied above the channel code. Because the erased state of the flash memory is a logical '1', an inverter is applied to decode an erased data block as a valid “zero codeword”. Whereas the part above the dashed line in Figure 2.5 is usually implemented in a Flash controller, the part beyond takes place in common Flash memories. The Flash memory does the mapping between the logical page address and its electrical page and level. It contains the components to read, write and erase the FG cells.

2.2.4 Flash Channel Model

In flash memories, the FG transistors store data in the form of a charge level. In order to read out the data, the previously described \( V_{TH} \) is applied to turn on the transistor. The stored charge level changes the \( V_{TH} \) of the transistor. The probability density function of the variation of \( V_{TH} \) is usually modeled by a Gaussian distribution with a variance \( \sigma^2 \), mean \( \mu \), and probability density [71, 40]

\[
f(x) = \frac{1}{\sqrt{2\pi\sigma^2}} e^{-\frac{(x-\mu)^2}{2\sigma^2}}
\]  

(2.1)
Fig. 2.5: Channel abstraction layers
Hence, the channel model for flash cells is equivalent to an AWGN channel where the noise variance $\sigma^2$ depends on the stored bit, i.e. the mean $\mu$ of the charge level. Furthermore, a flash memory with reliability information can be considered as a channel with quantized channel values.

In order to obtain reliability information, the cell is read several times with small changes of the threshold voltages. Figure 2.6 shows the probability distribution with five threshold voltages, where the reading threshold voltages are denoted by $\delta_i$ with $\delta_1 < \delta_2 < ... < \delta_k$. We have $k + 1$ different voltage intervals $l_i$ with $i \in \{0, ..., k\}$. Hence, in Figure 2.6 $\delta_3$ denotes the reference voltage for the hard decision and the intervals $l_2, l_3$ correspond to the most unreliable input values. In this case, we can calculate the conditional probability of observing a value in the interval from level $\delta_i$ and $\delta_{i+1}$ given the charge level with mean $\mu$ as

$$w_i(\mu, \sigma) = \int_{\delta_i}^{\delta_{i+1}} f(x)dx$$

(2.2)

where $\sigma$ is standard deviation of the distribution. Assuming that information bits '0' and '1' are stored with equal probability, we obtain the conditional error probability given that we observe a value in the interval $l_i$

$$p_i = \begin{cases} \frac{w_i(\mu_0, \sigma_0)}{w_i(\mu_0, \sigma_0) + w_i(\mu_1, \sigma_1)}, & i \leq \frac{k}{2} \\ \frac{w_i(\mu_1, \sigma_0)}{w_i(\mu_0, \sigma_0) + w_i(\mu_1, \sigma_1)}, & i > \frac{k}{2} \end{cases}$$

(2.3)

Here, $\mu_0$ and $\mu_1$ are the mean values for the information bit '0' and '1' that is inferred with the particular reading. Likewise, $\sigma_0$ and $\sigma_1$ denote the corresponding standard deviations. The variance depends on the charge level, i.e. some charge levels are less reliable. Moreover, the error probability is not equal for zeros and ones. Note that this model is a simplification of the Gaussian mixture model presented in [31], where we assume that the probabilities $p_i$ only depend on the two charge levels adjacent to the considered reference threshold. The reliability information is typically represented by log-likelihood ratios, where we have the log-likelihood ratio (LLR) for the interval $l_i$

$$LLR_i = \log \left( \frac{1 - p_i}{p_i} \right).$$

(2.4)

Methods to estimate the LLR values are presented in [31, 67, 25].
2.3 Other Modern Storage Systems

In order to provide an introduction to storage devices with different carrier materials, the following subsections present an outtake of four storage devices.

**Magnetic Device**  The hard disc drive (HDD) is a successor of the magnetic tape. Its media is constructed as a constantly-rotating disk that is coated with a thin magnetic layer on which the information is stored by the magnetic polarization. The data is arranged in concentric circles, which are called tracks. A read/write head arm can be moved between different tracks to read or write blocks in a random order. Depending on the position of a requested block, the head has to wait until the sector is beyond. This read/write head is air buffered by the airflow induced by the disc rotation. Nowadays, with HDDs the air gap between the flying head and the rotating disc is around 10nm [53]. For further developments for higher densities like 1Tbit/inch, a 2nm gap [3] is believed to be necessary. This means that an object equal to or larger than this gap might cause damages. Because the entire mechanical structure is covered in a dust-proof but not airtight housing, scratches are not expected. The mechanics are very sensible against accelerations. An additional disadvantage is the energy-consuming motor, which also rotates in idle states to keep the air gap up.

A magnetic devices suffers from several noise sources. [21] describes sources of disturbances as material imperfections that appears “through fluctuations concentrated close to the recorded transition centers” and “the random micro structural properties”. Furthermore, [21] describes electronics noise that occurs in the surrounding electronic circuits, which is responsible for the analog signal acquisition and processing. Transition jitter noise also exists due to timing imperfections, inter track interference and thermal asperities. An ECC solution similar to the one described in this work is discussed in [21].

**Optical Devices**  Optical discs comprises a similar mechanical construction compared with the previously-described HDDs, although they are usually designed as a removable single media. Similar to the HDD, the disc rotates and a moving head can access the information written on the disc. Instead of measuring magnetic polarization, the reflection of photons is determined. An optical disc comprises multiple photo layers, which are covered with a protective layer. Inside this protection comprises the first interference layer, the phase-change layer, the second interference layer and finally the reflective metal layer. The interference layers act as an optical contrast enhancement. In the phase-change layer, the information is stored in forms of pits and lands. Usually, the CD is designed to be written only once (e.g. CD-ROM) or a few times (CD-RW). The data is stored in one long snail track [50].

The optical channel of optical discs is considered as a “good-quality channel” because the system is “designed to operate slightly beyond the resolution limit”. [46] further describes that optical discs can be manufactured with a BER around $10^{-6}$ but low-end CDs and CDROMs are in the range of a BER around $10^{-5}$ to $10^{-4}$. 
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In contrast to HDDs, the CDs underlie different physical stress like scratches and dust. Most of these irritations draw an erroneous line over the stored data, which leads to an error burst characteristic. A radial-oriented scratch tends to generate single errors over several blocks, whereas concentric scratches tend to create burst errors. Depending on the orientation of the same scratch shape, there are drastic differences for the error correction demands. A classical approach to encounter this problem is interleaving.

CD audio was introduced in the early-1980s by Philips and Sony. It deploys the Cross-interleaved Reed-Solomon Code (CIRC). This specific RS code comprises 255 symbols with a size of eight bits and can correct up to four symbol errors or eight as defect declared symbols. In order to avoid larger burst errors, interleaving is used.

Solid State Devices (SSDs) are successors of the HDDs. The name solid stands for storing data on semiconductor materials instead of drives with moving parts, tubes, relays, etc. This makes it robust against mechanical stress. Because SSDs are developed as successors of HDDs their form factor and interface are similar but not necessarily the same. Their random access time is less than the HDD because a readjustment of the reading head is not necessary. Overall they have a higher throughput. As SATA interfaces were common, faster PCIe are upcoming to the end of the 2010s, which is the result of the performance increase.

In contrast to other Flash memory storage systems like CF cards, SD cards and USB sticks the SSD is designed for large storage capacity. An SSD system comprises a Flash controller with a multi-core processor, serving several Flash dies in multiple Flash channels. Common systems comprises four or eight channels, each with eight, sixteen or more dies. In enterprise systems, the flash controller manages 128, 256 or 512 Flash dies [52].

Matrix Barcodes are two-dimensional codes. A famous example of such a code is the QR code, which has different levels of error correction capability. They are applied to various objects made of different materials like paper, metal, synthetics, etc. Some considerations on how to apply GCC with an optimal interleaving mechanism on this code class are discussed in Chapter 5.

2.4 Summary

This chapter has provided a brief introduction to storage systems. In particular, the Flash memory was explained, which was the state-of-the-art storage media when this work was written in 2018. Its functionality was described, including the property that Flash memories are erroneous channels and their reliability suffer from production defects, endurance and retention. In general, their error characteristics are assumed as independent and equal distributed. It was also described how data is arranged within the memory and how it can be accessed.

Own measurements have shown that with some Flash memory models the errors are not equal distributed per page. Plotting the page error number in their sequence, which also represents the local relation, show bumps within a block. Thus, an interleaving covering
several pages would increase the decoding performance. Because the data is then distributed over different pages the performance will suffer.

From a coding theorist perspective, it would be highly efficient to apply multi-level coding to achieve higher error correction performance. Multi-level codes can be applied using the threshold voltage as an amplitude shift keying (ASK). At present, there are no Flash memories on the market that support such a multilevel coding. The structure of the existing shared pages is historically grown. This topic should be targeted in future research.

Finally other storage media, their components and challenges in data reliability were discussed. Similar to the Flash memory, they suffer from an erroneous channel and ECCs are applied. For this and further work they hold interest due to their two-dimensional information arrangement. In the case of correlated errors techniques from Chapter 5 could be used to increase the error correction capability.
Chapter 3
Preliminaries for Channel Coding

A channel model that represents the Flash memory can be modeled by a source emitting information, the transmission channel that adds noise and a receiving sink. In Chapter 2 the Flash memory and its error sources were discussed. In order to encounter the data corruption at the sink, channel codes that correct errors by adding redundancy are applied. Several channel code classes exist, which in turn also have a high range of decoding algorithms with different properties. The effect of channel codes is that the number of errors of a received message is reduced. This chapter provides a basic introduction to algebraic codes that can be decoded with BMD and thus an analytical determination of the residual error rate can be made. The aim of this chapter is to offer an introduction to algebraic codes. An important base is the Galois field (GF), which enables basic operations on finite symbols. Section 3.1 provides an overview of GF with some examples and implementation approaches. Section 3.2 explains the algebraic code. Based on this, a basic error model is presented in Section 3.3.

3.1 Galois Fields

GF provide the mathematical operations that are necessary for algebraic codes over a finite set of symbols.

A group \( \mathcal{A} \) is a set of elements combined with an operand \(*\), iff:

I Closure \( \forall a, b \in \mathcal{A} : a \ast b \in \mathcal{A} \)
II Associativity \( \forall a, b, c \in \mathcal{A} : a \ast (b \ast c) = (a \ast b) \ast c \)
III Identity element \( \exists e \in \mathcal{A} : \forall a \in \mathcal{A} : a \ast e = a \)
IV inverse element \( \forall a \in \mathcal{A} : \exists b \in \mathcal{A} : a \ast b = e \)

If commutativity \( \forall a, b \in \mathcal{A} : a \ast b = b \ast a \) holds, it is called an Abelian group.

Definition 2. Ring [6]
A set \( \mathcal{A} \) combined with two operands \(+\) and \(\cdot\) is a ring, iff:

I \( \mathcal{A} \) is an Abelian group regarding \(+\)
II Closure with respect to \(\cdot\) in \( \mathcal{A} : \forall a, b \in \mathcal{A} : a \cdot b \in \mathcal{A} \)
III Associativity of \(\cdot\) : \( \forall a, b, c \in \mathcal{A} : a \cdot (b \cdot c) = (a \cdot b) \cdot c \)
IV Distributivity : \( \forall a, b, c \in \mathcal{A} : a \cdot (b + c) = a \cdot b + a \cdot c \)
Definition 3. Field [6]
A is a field, iff:

I Abelian group with respect to addition

II A without the zero element is an Abelian group with respect to multiplication

III Distributivity: \( \forall a,b,c \in A: a \cdot (b + c) = a \cdot b + a \cdot c \)

Definition 4. Prime field [6]
The GF is a field with finite number of elements. Let \( p \in \mathbb{N} \) be prime. The set of elements \( \{0, 1, \ldots, p - 1\} \) with the operations \( (+, \cdot) \mod p \) satisfies the axioms of a field and is called a prime field and denoted with \( GF(p) \).

Table 3.1 shows the truth table for the addition and multiplication operation. For \( GF(2) \), an exception is that addition \( \oplus \) and subtraction is equivalent to the boolean XOR function, whereas \( GF(2) \) multiplication \( \otimes \) is equivalent to the boolean AND operation. An example of non-binary symbols is shown in Figure 3.2.

![Truth Table](image)

Table 3.1: GF \( p = 2 \)

<table>
<thead>
<tr>
<th></th>
<th>0</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
</tr>
</thead>
<tbody>
<tr>
<td>+</td>
<td>0</td>
<td>1</td>
<td>2</td>
<td>3</td>
<td>4</td>
</tr>
<tr>
<td></td>
<td>0</td>
<td>1</td>
<td>2</td>
<td>3</td>
<td>4</td>
</tr>
<tr>
<td></td>
<td>1</td>
<td>2</td>
<td>3</td>
<td>4</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>3</td>
<td>4</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>4</td>
<td>0</td>
<td>1</td>
<td>2</td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>0</td>
<td>1</td>
<td>2</td>
<td>3</td>
</tr>
</tbody>
</table>

(a)  

<table>
<thead>
<tr>
<th></th>
<th>0</th>
<th>1</th>
</tr>
</thead>
<tbody>
<tr>
<td>+</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>1</td>
<td>0</td>
</tr>
</tbody>
</table>

(b)  

Table 3.2: GF \( p = 5 \)

<table>
<thead>
<tr>
<th></th>
<th>0</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
</tr>
</thead>
<tbody>
<tr>
<td>+</td>
<td>0</td>
<td>1</td>
<td>2</td>
<td>3</td>
<td>4</td>
</tr>
<tr>
<td></td>
<td>0</td>
<td>1</td>
<td>2</td>
<td>3</td>
<td>4</td>
</tr>
<tr>
<td></td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>2</td>
<td>3</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>0</td>
<td>2</td>
<td>4</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>0</td>
<td>3</td>
<td>1</td>
<td>4</td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>0</td>
<td>4</td>
<td>3</td>
<td>2</td>
</tr>
</tbody>
</table>

(a)  

<table>
<thead>
<tr>
<th></th>
<th>0</th>
<th>1</th>
</tr>
</thead>
<tbody>
<tr>
<td>+</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>1</td>
</tr>
</tbody>
</table>

(b)  

Extension fields \( GF(p^m) \) over the base field \( GF(p) \) can be constructed with a degree \( m \). In digital applications like channel coding, the use of binary extension fields \( GF(2^m) \) is applied because binary symbols can be mapped without gaps. The electrical logic elements are binary.

Definition 5. Irreducible Polynomial [6]
A polynomial \( p(x) \) over \( GF(p) \) is irreducible over \( GF(p) \) if \( p(x) \) is not divisible by any other polynomial over \( GF(p) \) of degree less than the degree of \( p(x) \) but greater than zero.

Definition 6. Primitive Polynomial
An irreducible polynomial \( p(x) \) is primitive if all powers of \( \alpha \) generate all elements of an extension field.

Definition 7. Extension field \( GF(p^m) \) [6]
Let \( p(x) \) be irreducible over \( GF(p) \) and \( \alpha \notin GF(p) \) a root of \( p(x) \) with the degree \( p(x) = m \), then \( GF(p^m) \) is the smallest field that contains \( GF(p) \) and \( \alpha \).
In the context of coding theory, sometimes a polynomial is expressed as a vector. Therefore, the bijective relation is used as

\[ a = (a_0, a_1, \ldots, a_{n-1}) \leftrightarrow a(x) = a_0 + a_1 x + \ldots + a_{n-1} x^{n-1}. \quad (3.1) \]

**Definition 8.** discrete Fourier transformation (DFT)

The DFT for a polynomial \( A(x) \) with coefficients \( \alpha \) from \( GF \) is:

\[ a_i = A(\alpha^i), i = 0, \ldots, n - 1 \quad (3.2) \]

and its inverse discrete Fourier transformation (IDFT) is:

\[ A_j = n^{-1} \cdot a(\alpha^{-j}), j = 0, \ldots, n - 1 \quad (3.3) \]

The elements of a GF can be expressed in exponential form and in its components. In Table 3.3, an example of \( GF(2^3) \) is given with the primitive polynomial \( p(x) = x^3 + x + 1 \). In hardware, the components are represented as bits that are either set or cleared. The implementation of the \( GF(2^m) \) addition \((a(x) + b(x)) \mod 2 = c(x)\) operator is achieved by bitwise XOR.

**Example 1.** A bit sequence \( a = 010 \) is interpreted as the polynomial \( a(x) = \alpha = x \) and \( b = 110 \) as \( b(x) = \alpha^4 = x^2 + x \), then

\[ c(x) = (a(x) + b(x)) \mod 2 \]
\[ = (x + x^2 + x) \mod 2 \]
\[ = (x^2 + 2x) \mod 2 \]
\[ = x^2. \]

Thus \( c(x) = x^2 = \alpha^2 \) is the binary sequence \( c = (100) \).

In Chapter 7, the implementation of an algebraic code and its \( GF \) operations are discussed. A software multiplication for binary extension fields \( GF(2^m) \) is implemented using look-up tables (LUTs) that first translate the bit component representation into the exponential form. Subsequently, the exponents are added and rebuilt to a component representation using the inverse LUT. A hardware multiplication can be realized by a slow but less complex linear feedback shift register (LFSR) or a fast full-parallel multiplier that needs more logic [42].
3.2 Channel Coding Basics

Channel codes expand information with additional redundancy and are used to protect the information against errors such that they can be decoded by FEC. There are two main different approaches. The first domain is formed by the convolutional codes where the message bits depend on $\mu$ previous data bits. They have their strength in correcting correlated errors. The other code domain is block codes, which convert information of $k$-bits into a block codeword of $n$ bits. It has its strength in decoding statistically-independent errors. In this work, ECC is used to correct errors that occur in flash memories that are considered as independent errors. Thus, for this work algebraic block codes like BCH and RS codes are relevant.

3.2.1 Linear Block Codes

A linear block code is used to correct errors by adding redundancy to the original information. The block code has an overall length of $n$ symbols comprising $k$ information symbols. The number of redundancy symbols is the difference $r = n - k$. The code rate is $R = \frac{k}{n}$.

**Definition 9. Hamming weight** [6] The Hamming weight of a symbol $c_j$ is:

$$\text{wt}(c_j) = \begin{cases} 0, & c_j = 0 \\ 1, & c_j \neq 0 \end{cases} \quad (3.5)$$

and the weight of a codeword $c$ is

$$\text{wt}(c) = \sum_{j=0}^{n-1} \text{wt}(c_j) \quad (3.6)$$

**Definition 10. Hamming distance** [6] The Hamming distance of two codewords $a$ and $c$ is:

$$\text{dist}(a, c) = \text{wt}(a - c) \quad (3.7)$$

**Definition 11. Minimal Hamming distance** [6] The minimal distance of a code is the minimal distance between two different codewords:

$$d = \min_{a, c \in \mathcal{C}} \{\text{dist}(a, c)\} \quad (3.8)$$

**Definition 12. Linear block code** [45]

A code $\mathcal{C} \subset GF(p^m)^n$ is linear if for any two codewords $c_1, c_2 \in \mathcal{C}$ the following is satisfied:

$$ac_1 + bc_2 \in \mathcal{C}, \quad a, b \in GF(p^m) \quad (3.9)$$

3.2.2 Reed-Solomon Codes

RS codes are popular ECCs and they are applied to many telecommunication applications. These codes form the basis of the introduction in algebraic codes in this thesis. In the next step, the BCH codes are derived based on RS codes. In this work, we define the RS codes using the DFT.
### 3.2. CHANNEL CODING BASICS

**Definition 13. Reed-Solomon codes [6]**
Let \( \alpha \in GF(p^m) \) be an element of order \( n \), then the RS code \( C \) is defined by the set of polynomials \( A(x) \) with a degree less than \( k \): \( A(x) = A_0 + A_1x + A_2x^2 + \ldots + A_{k-1}x^{k-1}, A_i \in GF(p^m), k \leq n \).

\[
C := \{ a | a_i = A(\alpha)_i, i = 0, 1, \ldots, n - 1, \text{degree } A(x) < k \} \tag{3.10}
\]

In definition 13, the RS code is defined using the DFT as \( F(a(x)) = A(x) \). This shows a relation between the codeword \( a = (a_0, a_1, \ldots, a_{n-1}) \) and the information in \( A = (A_0, A_1, A_2, \ldots, A_{k-1}, 0, \ldots, 0) \).

Alternatively, an information polynomial \( i(x) \) is encoded using the generator polynomial \( g(x) \) such that \( a(x) = i(x)g(x) \). The RS generator polynomial follows from definition 13 as:

\[
g(x) = \prod_{j=k}^{n-1}(x - \alpha^{-j}) \tag{3.11}
\]

#### 3.2.3 Bose-Chaudhuri-Hocquenghem Codes

We consider the binary BCH codes. It is convenient to represent the BCH codewords \( b \) as a codeword polynomial \( b(x) \). A BCH code can be either defined by the cyclotomic coset or similar to the RS code using the DFT.

**Definition 14. BCH code using DFT [6]**
The primitive BCH code \( C \) of length \( n = 2^m - 1 \) and the designed minimum distance \( d \), is:

\[
C := \{ a | a(x) = F^{-1}(A(x)), A_{n-1} = \ldots = A_{n-d+1} = 0, \forall i : A_i^2 = A_{2i} \} \tag{3.12}
\]

The symmetry relation \( A_i^2 = A_{2i} \) guarantees that the coefficients \( a(x) \) are in the base field of \( GF(2) \) as \( a_i \in GF(2) \). Now we define the BCH code defined using the cyclotomic coset \( K_i \).

**Definition 15. Cyclotomic Coset**
Let \( n = q^m - 1 \). The cyclotomic coset \( K_i \) is:

\[
K_i := \{ i \cdot q^j \mod n, j = 0, 1, \ldots, m - 1 \} \tag{3.13}
\]

**Definition 16. BCH code using cyclotomic coset [6]** Let \( K_i \) be the cyclotomic coset of \( n = 2^m - 1 \), \( \alpha \) the primitive element of \( GF(2^m) \) and \( \mathcal{M} \) the union of arbitrary cyclotomic cosets \( \mathcal{M} = K_{i_1} \cup K_{i_2} \cup \ldots \). A primitive BCH code has the length \( n = 2^m - 1 \) and the generator polynomial:

\[
g(x) = \Pi_{i \in \mathcal{M}}(x - \alpha^{-i}), \mathcal{M} = \bigcup_{i=0}^{t-1} K_i . \tag{3.14}
\]

The parameter \( t = \lfloor \frac{d-1}{2} \rfloor \) in 3.14 is the error-correcting capability and in this case the number of correctable bits of the codeword, \( \alpha \) is a primitive element of the Galois field \( GF(2^m) \), \( K_i \) is the cyclotomic coset, and the index \( i \) denotes the coset numbering [54]. Like the BCH definition in 14, definition 16 generates the same code with coefficients in \( GF(2) \) using the conjugate complex elements that follows from the cyclotomic coset in 15. Similar to an RS code, a BCH codeword \( b(x) = i(x)g(x) \) can be generated by multiplication of the information polynomial \( i(x) \) with the coefficients in \( GF(2) \) and the generator polynomial \( g(x) \).

The generator polynomial \( g(x) \) embeds zero positions into the DFT domain of a codeword. An RS and a BCH codeword \( u(x) \) of length \( n \) can be either encoded systematically (see
where the information \( i(x) \) with the length \( k \) itself is part of the codeword, or non-systematically, where the original information has to be decoded to retrieve the original information.

\[
u(x) = i(x) \cdot x^{(n-k)} + i(x) \cdot x^{(n-k)} \mod g(x)
\] (3.15)

### 3.2.4 Algebraic Decoding

Consider the received vector \( r(x) = u(x) + e(x) \) with the error vector \( r(x) \). A vector \( r(x) \) can be algebraically decoded using its syndromes. These syndromes \( S(x) \) are calculated by Equation 3.16 and they depend only on the errors \( e(x) \) that occurred in a received vector.

\[
S_i = r(\alpha^{i+1}), i = 0, \ldots, 2t - 1
\] (3.16)

From \( A_i^2 = A_{2i} \) in definition 14 follows that in contrast to the syndrome values of an RS codeword, the even values of the BCH syndromes are linear dependent on the odd values.

The received codeword \( r(x) \) is assumed to be a valid codeword if \( S(x) = 0 \). If \( S(x) \neq 0 \) the so-called key equation has to be solved, e.g. using the Berlekamp-Massey algorithm (BMA) \([48, 9, 44, 54] \). This results in the error-location polynomial \( \sigma(x) \). The roots of this polynomial indicate the error positions if the actual number of errors is less or equal \( t \). The next decoding step, the Chien search, evaluates \( \sigma(x) \) to determine the roots \( \sigma(\alpha^{-l}) = 0 \) where \( l \) corresponds to an error position \([12, 4] \).

For the RS decoding, the syndrome \( S(x) \) and the error locations can be determined as for BCH codes. However, given that this code is not binary it is not sufficient to calculate the error positions. Additionally, the error value \( \delta_l \) has to be calculated with the so-called Forney algorithm, i.e. we first calculate the error-value polynomial \( \Omega(x) \) that solves the so-called Berlekamp-Forney key equation

\[
\sigma(x)S(x) = -\Omega(x) \mod x^{2t}.
\] (3.17)

Next, the error value \( \delta_l \) is determined

\[
\delta_l = \frac{\Omega(x)}{\sigma'(x)} \bigg|_{x=\alpha^{-l}}.
\] (3.18)

The derivative \( \sigma'(x) \) can easily be calculated as a by-product from the Chien search and does not require additional logic. The error-value polynomial \( \Omega(x) \) can be derived with an expanded BMA \([35] \).

### 3.3 Basic Error Models

In order to design an ECC and its parameters, the channel should be known and modeled for either a simulative or an analytical analysis. In this section, the binary symmetric channel (BSC) followed from the underlying analogs and quantized channel, which is given from the flash model, is described. An extension from memoryless to correlated errors is made in Chapter 5.

Figure 3.1a shows the BSC. It has two main properties, namely the symmetry and the fact that errors are independent. It distinguishes between two boolean states false ‘0’ and true ‘1’ with each two transitions, a correct and an erroneous one. The erroneous transition has the probability \( \varepsilon \) and is also known as the raw bit error rate (RBER). This BSC model is extended
in Figure 3.1b by an additional erasure in the binary symmetric error and erasure channel (BSEEC). With the probability \( \lambda \) an erasure '?' occurs if a bit is detected as undetermined. This additional information can be used to improve the decoding capability.

Based on the BSC and a code with a designed distance \( d \), the frame error rate (FER) is determined by the binomial distribution.

\[
FER_{\text{error only}} = 1 - \sum_{j=0}^{t} \binom{n}{j} \epsilon^j (1 - \epsilon)^{n-j}
\]  

(3.19)

An algebraic code that supports erasure decoding can decode a number \( e \) of erasures, where \( 2t + e = d - 1 \). The binomial distribution 3.19 is extended to a multinomial distribution that covers all possible error and erasure combinations.

\[
FER \leq 1 - \sum_{j=0}^{t} \sum_{k=0}^{d-j-1} \binom{n}{j} \binom{n-j}{k} \epsilon^j \lambda^k (1 - \epsilon - \lambda)^{n-j-k}
\]  

(3.20)

Considering flash memories the binary model underlies a channel that can be modeled by the AWGN [31, 8],

\[
f(y|x = j) = \frac{1}{\sqrt{2\pi\sigma_j^2}} e^{-\frac{(y-m_j)^2}{2\sigma_j^2}}
\]  

(3.21)

where \( j \) is the original symbol, which is +1 for the false and −1 for the true state. In practice, this channel is quantized with one, three or six thresholds.

### 3.4 Summary

In this chapter, we have provided an introduction to algebraic coding. First the GF arithmetic for algebraic codes was described, before the channel codes were introduced in Section 3.2. The definition of RS and BCH codes were described, as well as the basic idea concerning how they can be decoded algebraically. Later in this work, in Chapter 7 and 8, this is used for the discussion of the hardware implementation. Finally, the basic error models were described, which are later used in Sections 4.2 and 4.3 to design GCC parameters to analyze the possibilities of this construction and whether they can meet the requirements to support particular Flash memories.
Chapter 4

Construction of high-rate Generalized Concatenated Codes for Flash Memories

Code concatenation enables possibilities to combine codes with different characteristics. Forney describes his view on concatenation first in [22]. This very intuitive view extends the channel model shown in 4.1 with an additional outer encoder and decoder block as can be seen in Figure 4.2. The outer code considers the inner coder as a super channel. The same setup but with a different view is described by Blokh-Zyablov. They consider both inner and outer codes as a single code. This type of code concatenation is called generalized concatenated code (GCC).

A famous example for code concatenation is the DVB-T Standard. In its first version an inner convolution code is used which is concatenated with an outer RS code. The successor version, DVB-T2 standard, uses an inner LDPC and outer BCH code. Each of these inner codes supports soft decision decoding like the Viterbi algorithm for the convolutional decoding and the belief propagation algorithm for the LDPC code. Soft decision decoding reaches a higher gain than hard decision if the channel supports more than binary quantized values. In contrast to the convolutional code which produces in most error cases burst errors the LDPC code returns independent bit errors. The Reed Solomon code has good burst error correction capabilities and thus it is used in combination with convolutional codes. The BCH code has its advantages in independent error correction and is used in addition to the LDPC code as an outer code. RS and BCH codes have good error correction performance in hard decision decoding algorithms. Another famous combination of inner convolution and outer RS code is also used in the voyager program which started in 1977 [15] called Reed-Solomon/Viterbi (RSV).

One aspect of using concatenated codes in flash controllers is the fact that the component codes have small decoding complexity. The component codeword size is smaller and thus a smaller GF arithmetic is necessary. Furthermore, the component codes need less error

\[ i(x) \xrightarrow{\text{channel enc}} u(x) \xrightarrow{\oplus} r(x) \xrightarrow{\text{channel dec}} \hat{i}(x) \]

Fig. 4.1: Transmission Channel Model
correction capability to reach the same overall block error probability as a long code, thus the decoders have a smaller complexity.

For industrial applications a provable error correction capability is recommended, which BMD codes provide. Therefore GCC with inner BCH and outer RS codes are investigated in the following sections. First the codeword construction will be discussed. In order to prepare the basics for the hardware implementation, which is presented in Chapter 8 and 9, the encoding and decoding process is presented in Section 4.1.1 and 4.1.2. In this chapter we extend the multi-level code construction by erasure decoding, that is possible by using the SPC. From that point we discuss the error bounds of this construction. In Section 4.3 we present a technique how parameters can be determined properly depending on the channel and application requirements.

The novelties in this work are:

- The use of erasure decoding that is possible by applying SPC for the inner component code and thus reaching high-rate codes.
- The investigation and description of the error bounds of GCCs including erasures.
- A technique to determine proper GCC parameters to reach a designed FER.

Parts of this chapter are published in [98, 94].

4.1 GCC Preliminaries

The GCC is a multi-level code with two component codes for each dimension. Figure 4.4 shows the GCC codeword matrix. In vertical direction each column is protected using a nested BCH code. Depending on the outer $GF$ size $2^{m_a}$, where $m_a$ is the degree of the primitive polynomial used, each set of rows is protected with the outer RS, i.e. $m$ data bits in the same column
form a symbol for the RS code. An information vector has first to be reshaped into this matrix form while keeping the redundancy bit zero before it can be encoded.

In [6] an exemplar GCC is described that uses a parity-check code $A$ and a repetition code $B$. For this work we use RS and BCH codes. We start to describe the encoding scheme in Section 4.1.1 to gain an understanding of the GCC structure. In Section 4.1.2 the decoding steps are discussed. A detailed discussion can be found in [19].

### 4.1.1 Encoding

Figure 4.5 shows the encoding process. First an empty GCC codeword matrix has to be formed where the information is stored at distinct positions. The redundancy positions (gray area) have to be kept blank. The encoding process begins by encoding the rows with the outer RS code. Once the entire matrix is encoded with the outer code, each column is processed with inner nested BCH codes. Each column is the sum of $L$ codewords of nested linear BCH codes. This GCC encoding is not systematic. In order to read the information the codeword has to be re-imaged.

$$B^{(L-1)} \subset B^{(L-2)} \subset \ldots \subset B^{(0)}$$ (4.1)

A higher level code is a sub-code of its predecessor, where the higher levels have a higher error-correcting capability, i.e. $t_{b,L-1} \geq t_{b,L-2} \geq \ldots \geq t_{b,0}$, where $t_{b,i}$ is the error-correcting capability of the BCH code used in level $i$. The codeword of the $j$-th column is the sum of $L$ codewords. These codewords $b_{j}^{(i)}$ are formed by encoding the symbols $a_{j,i}$ for $0 \leq i < L$ with the corresponding sub-code $B^{(i)}$. For this encoding $(L - i - 1)m$ zero bits are prefixed onto the symbol $a_{j,i}$. Figure 4.6 illustrates the resulting column codewords for three levels, where $p_{j,i}$ denotes the parity of the codeword $b_{j}^{(i)}$. The final column codeword is

$$b_{j} = \sum_{i=0}^{L-1} b_{j}^{(i)}.$$ (4.2)

Due to the linearity of the nested codes, $b_{j}$ is a codeword of $B^{(0)}$.

In the following we use the well known notation $C(2^{m}, n, k, d)$ to denote a code $C$ of length $n$ and dimension $k$ over the Galois field $GF(2^{m})$. The last parameter $d$ denotes the minimum Hamming distance of the code $C$. The overall generalized concatenated code $C$ has length $n = n_{a}n_{b}$. The dimension is $k = m\sum_{i=0}^{L-1} k_{a,i}$ and the overall minimum distance is $d = \min\{d_{a,i}d_{b,i}\}$, where $d_{a,i}$ and $d_{b,i}$ denote the minimum Hamming distance of the outer and inner code of the $i$-th level.
4.1. GCC PRELIMINARIES

Fig. 4.5: GCC encoding

\[ b_j^{(2)} \in B^{(2)} \]

\[ b_j^{(1)} \in B^{(1)} \]

\[ b_j^{(0)} \in B^{(0)} \]

\[
\begin{array}{|c|c|c|}
\hline
a_{j,2} & p_{j,2} \\
\hline
0 & a_{j,1} & p_{j,1} \\
0 & 0 & a_{j,0} & p_{j,0} \\
\hline
\end{array}
\]

\[ b_j^{(0)} + b_j^{(1)} + b_j^{(2)} = b_j \in B^{(0)} \]

Fig. 4.6: Nested BCH codeword. Reproduced by permission of the Institution of Engineering & Technology [92]
CHAPTER 4. CONSTRUCTION OF HIGH-RATE GENERALIZED CONCATENATED CODES FOR FLASH MEMORIES

<table>
<thead>
<tr>
<th>level (j)</th>
<th>(k_{b,j})</th>
<th>(d_{b,j})</th>
<th>(k_{a,j})</th>
<th>(d_{a,j})</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>117</td>
<td>2</td>
<td>84</td>
<td>69</td>
</tr>
<tr>
<td>1</td>
<td>108</td>
<td>4</td>
<td>130</td>
<td>23</td>
</tr>
<tr>
<td>2</td>
<td>99</td>
<td>6</td>
<td>136</td>
<td>17</td>
</tr>
<tr>
<td>3</td>
<td>90</td>
<td>8</td>
<td>142</td>
<td>11</td>
</tr>
<tr>
<td>4-12</td>
<td>81</td>
<td>12</td>
<td>148</td>
<td>5</td>
</tr>
</tbody>
</table>

Tab. 4.1: Parameters of the code from example 3. \(k_{b,j}\) and \(d_{b,j}\) are the dimension and minimum Hamming distance of the binary inner code of level \(j\). \(k_{a,j}\) and \(d_{a,j}\) are the dimension and minimum Hamming distance of the outer RS codes.

**Example 2.** We use two outer RS codes over \(GF(2^{10})\): \(A_0(2^{10}, 508, 353, 156)\) and \(A_1(2^{10}, 508, 477, 32)\) to construct a two level GCC. The inner codes are binary BCH codes: \(B_0(2, 20, 20, 1)\) and \(B_1(2, 20, 10, 5)\). The overall code has length \(n = 20 \cdot 508 = 10160\), dimension \(k = 10(477 + 353) = 8300\), and minimum distance \(d = 156\).

**Example 3.** We consider a GCC suitable for error correction in flash memories. The GCC is designed for 2kbyte information blocks, i.e. a code which can be used to store 2kbyte of data plus 4 bytes of meta information. For this GCC we use thirteen levels with inner nested BCH codes over \(GF(2^7)\) and outer RS codes over \(GF(2^9)\). In the first level, we apply SPC codes. Hence, all inner codes are extended BCH codes of length \(n_b = 13 \cdot 9 + 1 = 118\).

The outer RS codes are constructed over the Galois field \(GF(2^9)\). Hence, the dimension of the inner codes is reduced by \(m = 9\) bits with each level. The GCC is constructed from \(L = 13\) outer RS codes of length \(n_a = 152\). The parameters of the codes are summarized in Table 4.1, where we use the same RS code in the level 4 to 12. The code has overall dimension \(k = m \sum_{j=0}^{L-1} k_{a,j} = 16416\) and length \(n = n_a \cdot n_b = 17936\). The code has a code rate \(R = 0.915\). The design of this code will be discussed later on.

### 4.1.2 Decoding

Let \(r\) be the faulty received binary \(n_b \times n_a\) data matrix. The decoding procedure operates level by level starting in the lowest level \(i = 0\), where we first process the inner code \(B\) and then the outer code \(A\). Hence, in the first step we decode the column \(r_j\) with respect to the first inner code \(B(0)\) which results in an estimate for the codeword \(b_j\). For the outer decoding, we have to infer the code symbols \(a_{j,0}\) from the vectors \(b_j\).

Figure 4.7 depicts the GCC decoding flow graph. First the GCC matrix \(r\) is decoded by the BCH or SPC decoder \(B(0)\). Because the inner code is a nested BCH code it must be re-imaged to retrieve the original codeword of the outer code \(A(0)\). This is achieved by re-encoding the received information \(a_{j,i}\) and subtracting the entire codeword from the column with \(L > i \geq 0\). After decoding \(A(0)\) the partial codeword \(\hat{a}_0\) is ready. In order to enter the next decoding level this partial result and its corresponding inner codeword \(\hat{b}_{j,0}\) has to be subtracted using re-encoding it with \(B(0)\) from the received GCC matrix \(r\). Then, the next level is ready for decoding using the same work flow but increasing the index \(i\) of \(A(i)\) and \(B(i)\). This is repeated for each level of the codeword \(C\). Once all level codes are subtracted from \(r\) and the correction was successful, the remaining GCC data matrix only contains the errors that occurred in the channel. When all \(\hat{a}_i\) are available they are joined together to obtain the complete codeword.
4.2. ERROR BOUNDS

In industrial applications a deterministic system error probability is required. To design a code for file systems using flash memories a maximum uncorrectable block error rate $FER$ must be guaranteed. Using algebraic codes and BMD the error bounds can be determined using the binomial distribution. Given a specific codeword size $n$, the target $FER$, the channel bit error probability $\varepsilon$, which represents the erroneous flash memory and the code parameters $t$, the code rate $R$ can be determined. Equation 3.19 delivers the block error rate for a single codeword. In this section, we extend this equation to determine the $FER$ of the GCC.

The generalized concatenated code comprises several inner and outer codes. Each level is indicated with the index $i$. First the column error rate $P_{b(i)}$ has to be determined with Equation 4.3. The column code error correction parameters $t_{b,i}$ are given from the nested BCH code. The column size $n_a$ corresponds to the GCC matrix height. An uncorrectable column means a symbol error for the outer row code.

$$P_{b(i)} \leq 1 - \sum_{j=0}^{t_{b,i}} \binom{n_a}{j} \varepsilon^j (1 - \varepsilon)^{n_a-j} \quad (4.3)$$

In a second step the row error rate $P_{row(i)}$ is determined using the Equation 4.4. The row code size is defined by $n_b$ and the error correction capability of each outer code is represented by $t_{a,i}$.

$$P_{a(i)} \leq 1 - \sum_{j=0}^{t_{a,i}} \binom{n_b}{j} P_{b(i)}^j (1 - P_{b(i)})^{n_b-j} \quad (4.4)$$
In order to reach high-rate codes, erasure decoding in the RS decoder is used. Thus a parity-check code in the lowest level leads to an improvement. In this case, 4.4 has to be extended to calculate the erasure probability $\lambda_b$ and the error probability $P_b$ of the inner code $B$ separately. In the case that an SPC is used in level 0 an error occurs if the number of errors is even, whereas an erasure is declared if the number of errors is odd. Hence, we can calculate the error probability of the inner codes of the first level as

$$P_b(0) \leq \sum_{j=2,4,6,...}^{n_b} \binom{n_b}{j} \varepsilon^j (1-\varepsilon)^{(n_b-j)} \quad (4.5)$$

and

$$\lambda_b(0) \leq \sum_{j=1,3,5,...}^{n_b} \binom{n_b}{j} \varepsilon^j (1-\varepsilon)^{(n_b-j)} . \quad (4.6)$$

In general, a decoding error with inner decoding occurs only if the number of errors in the $j$-th column is greater or equal to $t_{b,l}+2$, whereas a decoding failure occurs for $t_{b,l}+1$ errors. Hence, we can bound the error and erasure probabilities for the inner code of the other levels by

$$P_b(l) \leq \sum_{j=2l+1}^{n_b} \binom{n_b}{j} \varepsilon^j (1-\varepsilon)^{(n_b-j)} \quad (4.7)$$

and

$$\lambda_b(l) \leq \sum_{j=2l+1}^{n_b} \binom{n_b}{j} \varepsilon^j (1-\varepsilon)^{(n_b-j)} . \quad (4.8)$$

Thus we obtain an outer code error probability $P_a,l$ per level $l$ of

$$P_a,l \leq \sum_{j=0}^{d_{a,l} - 2j - 1} \sum_{k} \binom{n_a}{j} \binom{n_a-j}{k_a} P_{b,l}^j \lambda_{b,l}^k (1 - P_{b,l} - \lambda_{b,l})^{(n_a-v-k_a)} . \quad (4.9)$$

Finally the sum of all row error probabilities $P_{\text{row}}^{(i)}$ is the overall block error FER rate of the GCC codeword.

$$\text{FER} \leq \sum_{i=0}^{L-1} P_a^{(i)} . \quad (4.10)$$

As already mentioned in practice $\varepsilon$, the codeword size and FER are given and the appropriate parameters $n_a$, $n_b$, $t_{a,i}$ and $t_{b,i}$ have to be found. The optimum parameters cannot be determined analytically. This means that a search algorithm is needed to solve this problem, which is presented in the next Section 4.3. First a target block size (e.g. 1k, 2k, 4k ...) is chosen. Based on this decision a combination consisting of number of levels and number of columns must be selected. Depending on the number of columns the proper $GF(2^{m_b})$ size for the outer code has to be selected such that $n_b \leq 2^{m_b} - 1$ is true. Based on the number of levels and the symbol size $m_b$ of the outer code, the column code size is $m_i = n_a$. Starting with an $R = 1$ inner code each $t_{b,i}$ is defined by the maximum ability of the nested BCH code. The outer code error correction capability $t_{b,i}$ has to be found such that each level reaches a $P_{\text{row}}^{(i)} \leq \text{FER}$ and the condition in Equation 4.10 is satisfied.

Iteration above $\varepsilon$ shows the code rate characteristics of the GCC with the chosen parameters Levels, outer GF size and the error correction capability of the first inner code $t_{a,0}$. Adjustments can be made by changing the amount of $L_{\text{GCC}}$ and $t_{a,0}$.
The concatenation comprises several codes and thus it is possible to construct a code with a so-called unequal error protection like \([34, 58]\) by adjusting the error correction capability of individual levels. Because the outer code has quantization steps in the error correction capability it is likely to have not an optimal equal error protection.

### 4.3 Code Parameters

First of all, we want to define the requirements, which are given by the channel and the use case of non-volatile Flash memory for industrial environments. These memories have a specific page-size that determines together with the physical block size \(k\) the demands of a file system, the maximum size of the codeword \(n\) and its available space for redundancy \(r\) that defines a lower bound of the code rate \(R\). On the other hand, the property of the floating gates defines the channel error probability \(\varepsilon\) that varies over the lifetime. Additionally, the application sets the requirements for a maximum FER which we assume in this work to be \(FER \leq 10^{-16}\) at the specified end of lifetime (EOL) of a Flash memory. The task in this section is to find the code parameters for a given codeword size and channel signal to noise ratio (SNR) that satisfy the designed \(FER\) and the code rate \(R\) boundaries.

The GCC comprises the two-dimensional codeword matrix that have the size \(n_a\) and \(n_b\). Its product forms the GCC codeword size \(n\). A shorter column size \(n_b\) leads to more columns \(n_a\). As the column sizes shrinks, the number of errors in this column also declines. In this case, the outer codeword size increases and thus the row code needs a higher codeword distance to meet the \(FER\) condition that leads to a lower \(R\).

An additional aspect of how to determine the column size is the error correction capability of the inner levels. This depends on the constructibility of inner algebraic codes because the column code is limited to \(n_b \leq 2^{m_b} - 1\). For the different levels of \(l\), we have \(l \cdot m_a + r_0\) redundancy bits available. The cyclotomic cosets determine the error correction capability that is achievable in the corresponding level \(l\). Furthermore, the number of columns \(n_a\) determines the GF size \(m_a\) of \(A\). A larger \(n_a\) leads to a larger \(m_a\) and thus the distance gap between the inner levels of \(B\) will increase.

We propose a search algorithm in 1. Given the parameters \(k\), \(FER\), \(\varepsilon\), \(n_b\) and \(d_b\) we can determine \(R\), \(n_a\) and \(d_a\).

In case of soft-decoding, the block error \(P_{b,l}\) respectively erasure rate \(\lambda_{b,l}\) of those levels \(l\) that are soft decoded have to be determined simulative and replaces the results of the binomial distribution. Example measurements of different soft-decoding performances of inner codes will be described in Chapter 6.

Because Algorithm 1 optimizes regarding \(R\) with a fixed codeword size, a plot over \(E_s/N_0\) and \(R\) can be drawn as in Figure 4.8. This enables the comparison of the code rate efficiency for several codes. In this case, the comparison of soft and hard decoding. In the region \(0.91 \leq R \leq 0.95\) the soft-decoding presented later leads to a gain of about 1\(dB\).

Figure 4.9 shows a plot of the \(FER\) over \(E_s/N_0\) for each level code \(A_l\). In this example the GCC code has twelve levels. In order to increase the decoding capability by using soft decoding, the first three hard decoding levels are replaced by a bit-flipping algorithm and the Chase decoder, both will be described in Section 6.3. The overall GCC \(FER\) is the union bound of all level codes \(A_l\), which corresponds to the envelope curves in Figure 4.9. In Figure 4.9 the code parameters are optimized for \(FER = 10^{-16}\) in the soft-decoding mode. The curve has a error floor like shape with a bend around the designed \(FER\).

**Example 4.** The target \(FER\) is \(10^{-16}\) at \(\varepsilon = 3.8 \cdot 10^{-3}\). We use the Galois field
Algorithm 1: search code parameters for hard decoding and error correction only

\begin{algorithm}
begin
\begin{align*}
    n_a &\leftarrow \lceil \frac{k}{n_b} \rceil - 1 ; \\
    \text{repeat} \\
    &\begin{aligned}
        n_a &\leftarrow n_a + 1 ; \\
        \text{for } l \text{ in } 0 : L - 1 \text{ do} \\
        &\begin{aligned}
            P_{b,l} &\leftarrow 1 - \sum_{j=0}^{l_{b,l}} \binom{n_b}{j} \varepsilon (1 - \varepsilon)^{n_b - j} ; \\
            t_{a,l} &\leftarrow -1 ; \\
            \text{repeat} \\
            &\begin{aligned}
                t_{a,l} &\leftarrow t_{a,l} + 1 ; \\
                P_{a,l} &\leftarrow 1 - \sum_{j=0}^{t_{a,l}} \binom{n_a}{j} P_{b,l} (1 - P_{b,l})^{n_a - j} ; \\
            \end{aligned}
        \end{aligned}
    \end{aligned}
    \end{aligned}
    \text{until } P_{a,l} \leq \text{FER} ; \\
    k &\leftarrow n_a \cdot n_b - 2 \sum_{i=0}^{L-1} t_{a,i} - n_a r_{b,0} ; \\
    \text{until } k \geq \text{blocksize} ;
\end{align*}
\end{algorithm}

Fig. 4.8: Code rate estimation example
4.4 Summary

In this chapter, the idea of GCC has been discussed. Because single block codes suffer from code rate and complexity for higher error correction capability, the GCC approach promises to overcome this by combining smaller component codes. For the later understanding on how the overall error correction capability is determined, the encoding and decoding scheme of this codes was described. Therefore, the idea of nested BCH codes was introduced that uses the linearity of this code type to form several subcodes. The steps to decode a GCC codeword comprises:

- decode inner code \( \mathcal{B}^{(i)} \)
- re-image to outer code \( \mathcal{A}^{(i)} \)
- decode outer code \( \mathcal{A}^{(i)} \)
- re-encode results of \( \mathcal{A}^{(i)} \) with \( \mathcal{B}^{(i)} \) and subtract from GCC matrix

\( \text{Fig. 4.9: Block error rate example. Reproduced by permission of the Institution of Engineering & Technology [101]} \)

\( GF(2^6) \) for the inner BCH codes and \( GF(2^9) \) for the outer RS codes. With these parameters the GC code needs \( L = 4 \) levels and has \( n_b = 482 \) rows. The inner codes are \( \mathcal{B}^{(0)}(2; 42, 36, 3), \mathcal{B}^{(1)}(2; 42, 27, 5), \mathcal{B}^{(2)}(2; 42, 18, 9) \) and \( \mathcal{B}^{(3)}(2; 42, 9, 13) \). The outer codes are \( \mathcal{A}^{(0)}(2^9; 482, 414, 69), \mathcal{A}^{(1)}(2^9; 482, 466, 27), \mathcal{A}^{(2)}(2^9; 482, 474, 9) \) and \( \mathcal{A}^{(3)}(2^9; 482, 478, 5) \). The resulting code rate is \( R = 0.81 \). For a 2-kByte sector size this codeword has a size of 20268 bits.
In principle the component codes of GCC are not necessary algebraic codes but the GCC with algebraic codes enable an analytical error correction analysis based on the BMD property of its component codes, which is one of the important requirement of this work.

This GCC construction has the parameters:

- number of levels \( L \)
- GCC matrix dimension \( n_a \) and \( n_b \)
- the GF field for the inner \( B \) and outer \( A \) component code
- error correction capabilities of each level for both component codes \( t_{a,l} \) and \( t_{b,l} \)

These parameters depend on each other and an optimal combination for a designed channel state has to be searched e.g. with the proposed Algorithm 1 that still needs some manual intervention.
Chapter 5

Interleaver Construction Based on Gaussian Integer

Codes over finite Gaussian integer fields were first studied by Huber in [33]. In this chapter set partitioning of Gaussian integer constellations is considered. Set partitioning and multi-level coding is a common technique to combine coding and modulation. With this method the signal constellation is split into subsets of equal size and the numbering of the subsets is then encoded with different codes. For ordinary Gaussian integer fields, there exist no signal set partitions, because the number of field elements is a prime. In [24, 23], it was demonstrated that the concept of set partitioning can be applied to Gaussian integer rings of size $m = c \cdot d$, where $c$ and $d$ are primes of the form $c \equiv d \equiv 1 \mod 4$, respectively. This construction is based on additive sub-groups of the ring constellation. Such constellations do not exist for integers $m$ that have any prime factor congruent to 3 modulo 4.

This work extends the results from [24, 23] to Gaussian integer constellations that are constructed from the extension field $GF(p^2)$. In fact, the new construction is applicable for arbitrary integers $p$, therefore we consider two-dimensional $\mathbb{Z}$-modules over integer rings $\mathbb{Z}_p$. The presented set partitioning is useful for the design of two-dimensional interleavers. Such interleavers can be utilized to correct clusters of errors, which occur for instance in magnetic or optical storage systems.

In contrast to most publications on two-dimensional interleavers, we consider error clusters that have a cyclic structure. Such interleavers may be useful for transmission with orthogonal frequency-division multiplexing (OFDM) over frequency selective channels. The corresponding channel transfer functions typically lead to circularly correlated channel coefficients and therefore cyclic error patterns [59]. To the best of our knowledge, similar error clusters and interleavers were only considered by De Almeida and Palazzo in [14], where the interleaving was designed based on the set partitioning of a $p \times p$ array. The partitioning was obtained by optimizing the minimum squared Euclidean distance in the subsets. In this work, we demonstrate that the Mannheim metric is a suitable distance measure for the set partitioning of circular square arrays. Therefore, we propose a set partitioning based on the Mannheim metric. The interleaver design for square arrays presented in [5] is also based on the partitioning of lattices. This approach was later generalized to rectangular arrays [29]. However, the proposed partitioning optimizes the Manhattan distance in the subsets, which does not regard cyclic structures. Therefore, the construction in [5] cannot be directly applied to circular arrays.

Parts of this chapter are published in [86].
5.1 Preliminaries

Gaussian integers are complex numbers such that the real and imaginary parts are integers. The modulo function of a complex number $z$ is defined as

$$\mu(z) = z \mod \lambda = z - \left\lfloor \frac{z \lambda^*}{\lambda \cdot \lambda^*} \right\rfloor \cdot \lambda,$$  \hspace{1cm} (5.1)

where $\lambda^*$ is the conjugate of the complex number $\lambda$. $\lfloor \cdot \rfloor$ denotes rounding to the closest Gaussian integer, i.e. for a complex number $z = a + ib$, we have $\lfloor z \rfloor = [a] + i \lfloor b \rfloor$. Primes $p$ of the form $p \equiv 1 \mod 4$ can be decomposed into two complex numbers $\lambda$ and $\lambda^*$, i.e. $p = \lambda \cdot \lambda^*$. In this case, the complex modulo function is an operation-preserving isomorphism for the finite integer field $\mathbb{Z}_p = \{0, 1, \ldots, p - 1\}$ and hence $G_p = \{\mu(z) | z \in \mathbb{Z}_p\}$ is also a finite field with respect to complex addition and complex multiplication modulo $\lambda$.

In his seminal work [33], Huber presented Gaussian integer fields that are constructed from extension fields $GF(p^2)$ for primes $p$ of the form $p \equiv 3 \mod 4$. For these constellations we use the modulo function with $\lambda = p$. Hence, we have

$$\mu(z) = z \mod p = z - \left\lfloor \frac{z}{p} \right\rfloor \cdot p.$$ \hspace{1cm} (5.2)

The set $G_{p^2}$ is obtained as

$$G_{p^2} = \{\mu(k + i \cdot l) | k, l \in \mathbb{Z}_p\}.$$ \hspace{1cm} (5.3)

We will also consider the case where $p$ is not a prime and therefore $\mathbb{Z}_p$ is a ring over integers. In this case, $G_{p^2}$ is a module, which is a generalization of the notion of a vector space such that the scalars are the elements of an arbitrary ring.

The L1-norm (Manhattan norm) of a complex number $z = a + ib$ is $||z|| = |a| + |b|$. We define the Mannheim weight of a Gaussian integer $z$ by

$$wt_M(z) = ||\mu(z)||.$$ \hspace{1cm} (5.4)

The Mannheim distance between two Gaussian integers $y$ and $z$ is

$$d_M(y, z) = wt_M(y - z).$$ \hspace{1cm} (5.5)

Note that this definition coincides with the original definition introduced by Huber in [33]. However, this definition of the Mannheim distance is not a proper distance for all possible Gaussian integer constellations, because the triangle inequality might not hold [47]. This issue occurs if there are Gaussian integers $z$ with $||z|| < ||\mu(z)||$, i.e. the L1-norm of $z$ is smaller than the norm of its representative in the finite set. In the following, we will show that $d_M$ fulfills the metric axioms for Gaussian integer sets $G_{p^2}$ as defined in Equation (5.3).

**Lemma 1.** For any module $G_{p^2}$ with modulo function $\mu(\cdot)$ and for any Gaussian integer $z$ we have

$$||\mu(z)|| \leq ||z||.$$ \hspace{1cm} (5.6)

**Proof.** Let $a$ and $b$ be the real part and the imaginary part of $\frac{z}{p}$. Then, with (5.1) we have

$$\mu(z) = \frac{z}{p} - \left\lfloor \frac{z}{p} \right\rfloor = a - \lfloor a \rfloor + i(b - \lfloor b \rfloor).$$
Due to rounding we have $|a - \lfloor a \rfloor| \leq |a|$ and $|b - \lfloor b \rfloor| \leq |b|$. Consequently, we obtain

$$\|\mu(z)\|_p \leq \|z\|_p = |a| + |b|$$

and therefore $\|\mu(z)\| \leq \|z\|$.

**Theorem 1.** The Mannheim distance $d_M$ defines a distance over $G_{p^2}$.

**Proof.** Let $a, b, c$ be three elements from $G_{p^2}$. We have to prove that the triangular inequality is satisfied. Consider $x = \mu(a-c)$ and $y = \mu(c-b)$. We have $\mu(a-b) = \mu(x+y)$ and therefore $d_M(a,b) = \|\mu(a-b)\| = \|\mu(x+y)\|$. From Lemma 1 follows

$$\|\mu(x+y)\| \leq \|x+y\| \leq \|x\| + \|y\|.$$  

With $d_M(a,c) = \|x\|$ and $d_M(c,b) = \|y\|$ we obtain

$$d_M(a,b) \leq d_M(a,c) + d_M(c,b).$$

**5.2 Set Partitioning**

In the following, we will construct subsets of the module $G_{p^2}$, i.e. we partition $G_{p^2}$ into $p$ disjoint subsets $G_{p^2}^{(k)}, k = 0, \ldots, p-1$ with $p$ elements. Each subset should have a large minimum distance, where we consider the Mannheim distance as distance measure. We define the minimum intra-partition distances $\Delta^{(k)}$ of $G_{p^2}^{(k)}$ as

$$\Delta^{(k)} = \min_{x,y \in G_{p^2}^{(k)}, x \neq y} d_M(x,y).$$  

(5.7)

The overall minimum Mannheim distance is the minimum of all intra-partition distances

$$\Delta = \min_{k=0,\ldots,p-1} \Delta^{(k)}.$$  

(5.8)

For the minimum Mannheim distance we have the following sphere-packing bound.

**Theorem 2.** Let $\Delta$ be the minimum Mannheim distance in any of $p$ subsets $G_{p^2}^{(k)}$ with $k = 0, \ldots, p-1$. The number of subsets $p$ satisfies

$$p \geq \begin{cases} \frac{\Delta^2+1}{2} & \text{for odd } \Delta \\ \frac{(\Delta-1)^2+1}{2} & \text{for even } \Delta \end{cases}$$  

(5.9)

**Proof.** Let $\Delta$ be the minimum Mannheim distance in any subset $G_{p^2}^{(k)}$. Now consider any set of points (sphere) where every point has at most Mannheim distance $t = \lceil \frac{\Delta-1}{2} \rceil$ to a center point. All of these points belong to different subsets, because the distance between any two points in this sphere is smaller than $\Delta$. Consequently, the number of subsets has to be greater or equal to the number of points in the sphere. We bound $p$ by counting the number of points
in a sphere of radius \( t \). Note that there are at least \( 4j \) points with distance \( j \) to the center. Therefore, the total number of points in a sphere of radius \( t \) is

\[
N \geq 1 + 4 \sum_{j=1}^{t} j = 2t^2 + 2t + 1. \tag{5.10}
\]

If \( \Delta \) is odd, then \( t = \lfloor \frac{\Delta - 1}{2} \rfloor = \frac{\Delta - 1}{2} \). With \( p \geq N \) we have

\[
p \geq 2t^2 + 2t + 1 = 2 \left( \frac{\Delta - 1}{2} \right)^2 + 2 \left( \frac{\Delta - 1}{2} \right) + 1 = \frac{\Delta^2 + 1}{2}.
\]

Similarly, for even values of \( \Delta \) we have \( t = \lfloor \frac{\Delta - 1}{2} \rfloor = \frac{\Delta}{2} - 1 \) and

\[
p \geq 2t^2 + 2t + 1 = \frac{(\Delta - 1)^2 + 1}{2}.
\]

\( \square \)

Note that the sphere-packing bound of Theorem 2 can be fulfilled with equality. Therefore, we define the notion of a perfect set partitioning in analogy to perfect error-correcting codes.

**Definition 17.** Let \( \Delta \) be the minimum Mannheim distance in any subset \( G_{p^2}^{(k)} \). This set partitioning is perfect, if

\[
\Delta = \sqrt{2p - 1}. \tag{5.11}
\]

Next, we construct set partitions with good minimum Mannheim distance. We first consider the case, where \( p \) is an arbitrary prime. Note that we can consider the extension field \( GF(p^2) \) as a two-dimensional vector space (Euclidean geometry) over the base field \( Z_p \) [42]. The mapping \( \mu(\cdot) \) is operation-preserving with respect to addition and multiplication with elements from the base field. Therefore, \( G_{p^2} \) is also a two-dimensional Euclidean geometry. We will denote the corresponding base field by

\[
G_p = \{ \mu(k) | k \in Z_p \}. \tag{5.12}
\]

In the following we construct set partitions as lines (1-flats) in \( G_{p^2} \). We use bold symbols to denote elements \( a \in G_{p^2} \), i.e. points in the Euclidean geometry. Let \( a \in G_{p^2} \) be a non-zero point. Then, the \( p \) points \( \{ \mu(\beta a) | \beta \in G_p \} \) form a line that passes through the origin (the zero point). Let \( a_0 \) and \( a \) be two linearly independent points in \( G_{p^2} \), i.e. \( \beta_0 a_0 + \beta a \neq 0 \) unless \( \beta_0 = \beta = 0 \). Then, the \( p \) points \( \{ \mu(\beta a + a_0) | \beta \in G_p \} \) form a line through the point \( a_0 \). The two lines \( \beta a \) and \( \beta a + a_0 \) are parallel lines, i.e. they have no common points. The set \( \{ \mu(\beta a + a_0) | \beta \in G_p \} \) is a coset of \( \{ \mu(\beta a) | \beta \in G_p \} \). For any line through the origin there are \( p - 1 \) parallel lines. We use this fact to form the partitions of the set \( G_{p^2} \). Clearly choosing \( a_k = \mu(k), k \in Z_p \) as an element of the base field and \( a \in G_{p^2} \) with non-zero imaginary part, the two points \( a_k, a \) are linearly independent. Hence, we obtain the \( p \) subsets for \( k = 0, \ldots, p - 1 \)

\[
G_{p^2}^{(k)} = \{ \mu(\beta a + a_k) | \beta \in G_p \} \tag{5.13}
\]

Now, we consider the general case. If \( p \) is not a prime, then \( G_p \) is a ring and \( G_{p^2} \) is a module. In this case, Equation (5.13) defines a coset if the real part and imaginary part of \( a \) are no zero divisors.

We chose \( a = c + id \) to construct the set of parallel lines, where \( c, d \in N, c \geq d \) are the two largest integers satisfying \( c^2 + d^2 \leq p \). This construction generates all perfect partitions with respect to the minimum Mannheim distance. In order to prove this result we require the following lemmas.
Lemma 2. Consider the partition of the module $G_{p^2}$ into the $p$ subsets $G_{p^2}^{(0)}, \ldots, G_{p^2}^{(p-1)}$. The minimum intra-partition distances $\Delta^{(k)}$ for $k = 0, 1, \ldots, p - 1$ satisfy

$$
\Delta^{(k)} = \min_{z \in G_{p^2}^{(k)} \setminus \{0\}} ||z||.  \quad (5.14)
$$

Proof. Consider two elements $z \neq z'$ from the same subset. With $z'' = \mu(z-z')$, the Mannheim distance is

$$
d_M(z, z') = ||\mu(z-z')|| = ||z''||, \quad z'' \neq 0, z'' \in G_{p^2}^{(0)}
$$

Hence, we have

$$
\delta^{(k)} = \min_{z, z' \in G_{p^2}^{(k)}, z \neq z'} ||z-z'||^2 = \min_{z'' \in G_{p^2}^{(0)}, z'' \neq 0} ||z''||^2.
$$

which holds for all parallel lines (cosets).

Next, we bound the minimum distance in the subsets of $G_{p^2}$. However, we consider only integers $p$ that satisfy the following Diophantine equation $p = c^2 + d^2$ for integers $c$ and $d$.

Construction 1 Let $p$ be an integer satisfying $p = c^2 + d^2$ with $c, d \in \mathbb{N}$, where $c$ and $d$ are relatively prime. Furthermore, neither $c$ nor $d$ is a zero divisor. We obtain the $p$ subsets for $k = 0, \ldots, p - 1$ according to Equation (5.13) with $a = c + id$ and $a_k = \mu(k), k \in \mathbb{Z}_p$.

Theorem 3. Consider the partition of the module $G_{p^2}$ into the $p$ subsets $G_{p^2}^{(0)}, \ldots, G_{p^2}^{(p-1)}$ according to Construction 1. The minimum Mannheim distance $\Delta$ satisfies

$$
\Delta \geq c + d.  \quad (5.15)
$$

Proof. For integers of the form $p = c^2 + d^2$, $p$ can be decomposed as $p = \lambda \lambda^*$ with $\lambda = c + id$, where $\lambda$ is a Gaussian prime, because $c$ and $d$ are relatively prime. Now note that all elements $z \in G_{p^2}^{(0)} \setminus \{0\}$ are multiples of $\lambda = c + id$, i.e. $z = \beta \cdot \lambda$ with $\beta \in G_p \setminus \{0\}$. Therefore, we have

$$
\mu(z) = \beta \lambda - \left\lfloor \frac{\beta \lambda}{p} \right\rfloor p
= \lambda \left( \beta - \left\lfloor \frac{\beta \lambda}{p} \right\rfloor \lambda^* \right)
= \lambda \cdot A, \text{ with } A = \left( \beta - \left\lfloor \frac{\beta \lambda}{p} \right\rfloor \lambda^* \right).
$$

Note that $\mu(z) \neq 0$ implies that $A$ is a non-zero Gaussian integer. Moreover, any non-zero Gaussian integer has a norm of at least one. Hence, we have

$$
||\mu(z)|| = ||\lambda|| \cdot ||A|| \geq ||\lambda|| = c + d.
$$

Using Lemma 2, we conclude that $\Delta \geq c + d$ holds for all parallel lines.

Combining the results from Theorem 2 and Theorem 3, we note that the upper bound may coincide with the lower bound.
Table 5.1 presents all integers up to 145 that fulfill the condition of Construction 1. The bold numbers indicate perfect partitions.

### Tab. 5.1: Number of subsets, parameters for best partitioning, lower and upper bounds on the minimum Mannheim distance. Bold numbers indicate perfect set partitions.

<table>
<thead>
<tr>
<th>$p = \delta$</th>
<th>$c$</th>
<th>$d$</th>
<th>$\Delta$</th>
<th>upper bound</th>
</tr>
</thead>
<tbody>
<tr>
<td>5</td>
<td>2</td>
<td>1</td>
<td>3</td>
<td>3</td>
</tr>
<tr>
<td>10</td>
<td>3</td>
<td>1</td>
<td>4</td>
<td>4</td>
</tr>
<tr>
<td>13</td>
<td>3</td>
<td>2</td>
<td>5</td>
<td>5</td>
</tr>
<tr>
<td>17</td>
<td>4</td>
<td>1</td>
<td>5</td>
<td>5</td>
</tr>
<tr>
<td>25</td>
<td>4</td>
<td>3</td>
<td>7</td>
<td>7</td>
</tr>
<tr>
<td>26</td>
<td>5</td>
<td>1</td>
<td>6</td>
<td>7</td>
</tr>
<tr>
<td>29</td>
<td>5</td>
<td>2</td>
<td>7</td>
<td>7</td>
</tr>
<tr>
<td>34</td>
<td>5</td>
<td>3</td>
<td>8</td>
<td>8</td>
</tr>
<tr>
<td>37</td>
<td>6</td>
<td>1</td>
<td>7</td>
<td>8</td>
</tr>
<tr>
<td>41</td>
<td>5</td>
<td>4</td>
<td>9</td>
<td>9</td>
</tr>
<tr>
<td>50</td>
<td>7</td>
<td>1</td>
<td>8</td>
<td>9</td>
</tr>
<tr>
<td>53</td>
<td>7</td>
<td>2</td>
<td>9</td>
<td>10</td>
</tr>
<tr>
<td>58</td>
<td>7</td>
<td>3</td>
<td>10</td>
<td>10</td>
</tr>
<tr>
<td>61</td>
<td>6</td>
<td>5</td>
<td>11</td>
<td>11</td>
</tr>
<tr>
<td>65</td>
<td>7</td>
<td>4</td>
<td>11</td>
<td>11</td>
</tr>
<tr>
<td>73</td>
<td>8</td>
<td>3</td>
<td>11</td>
<td>12</td>
</tr>
<tr>
<td>74</td>
<td>7</td>
<td>5</td>
<td>12</td>
<td>12</td>
</tr>
<tr>
<td>82</td>
<td>9</td>
<td>1</td>
<td>10</td>
<td>12</td>
</tr>
<tr>
<td>85</td>
<td>7</td>
<td>6</td>
<td>13</td>
<td>13</td>
</tr>
<tr>
<td>89</td>
<td>8</td>
<td>5</td>
<td>13</td>
<td>13</td>
</tr>
<tr>
<td>97</td>
<td>9</td>
<td>4</td>
<td>13</td>
<td>13</td>
</tr>
<tr>
<td>106</td>
<td>9</td>
<td>5</td>
<td>14</td>
<td>14</td>
</tr>
<tr>
<td>113</td>
<td>8</td>
<td>7</td>
<td>15</td>
<td>15</td>
</tr>
<tr>
<td>130</td>
<td>9</td>
<td>7</td>
<td>16</td>
<td>16</td>
</tr>
<tr>
<td>145</td>
<td>9</td>
<td>8</td>
<td>17</td>
<td>17</td>
</tr>
</tbody>
</table>

**Corollary 1.** For $p$ of the form $p = c^2 + d^2$ with $c = d + 1$, the partition according to Construction 1 of the module $G_{p^2}$ into the $p$ subsets $G^{(0)}_{p^2}, \ldots, G^{(p-1)}_{p^2}$ is a perfect set partitioning. Furthermore, the resulting partitions for $d = 1, 2, 3, \ldots$ are the only perfect set partitions.

**Proof.** With $c = d + 1$ we have $p = c^2 + d^2 = 2d^2 + 2d + 1$. Furthermore, with $\Delta = c + d = 2d + 1$ we have

$$\frac{\Delta^2 + 1}{2} = 2d^2 + 2d + 1 = p$$

and therefore $\Delta = \sqrt{2p-1}$. Finally, note that $d = 1, 2, 3, \ldots$ generates all possible integer solutions to $p = 2d^2 + 2d + 1$. \qed

Table 5.1 presents all integers up to 145 that fulfill the condition of Construction 1. The bold numbers indicate perfect partitions.

Construction 1 is only applicable for integers $p$ that satisfy the Diophantine equation $p = c^2 + d^2$ for integers $c$ and $d$. For other integers, we suggest a simple search algorithm to find the line $a$ that achieves the maximum minimal distance.
5.3. INTERLEAVER DESIGN

Construction 2

1. Initialize $\Delta = 0$ and $c_{\text{max}} = \lfloor \sqrt{2p-1} \rfloor + 1$

2. for $c := 1$ to $c_{\text{max}}$ and for $d := 1$ to $c_{\text{max}}$ repeat the following calculation:
   - set $a' = c + id$
   - construct the set $G_p(0) = \{ \mu(\beta a') | \beta \in G_p \}$.
   - determine $\Delta' = \min_{z \in G_p(0) \setminus \{0\}} \|z\|_1$.
   - if ($\Delta' > \Delta$) then set $a = a'$ and $\Delta = \Delta'$.

The algorithm requires $c_{\text{max}}^2 \approx 2p$ iterations. The construction of the set $G_p(0)$ as well as the calculation of the minimum norm require $O(p)$ operations in standard $O$ notation. Hence, the algorithm has complexity $O(p^2)$. According to Lemma 2 the minimum distance is determined by the norm of the elements of the set $G_p(0) \setminus \{0\}$. In order to find the line $a$ that achieves the maximum minimal distance in all subsets, it is sufficient to consider all values of $c$ and $d$ with $c, d \in [1, c_{\text{max}}]$, because according to Theorem 2, the minimum Mannheim distance satisfies $\Delta \leq \sqrt{2p-1} + 1$.

5.3 Interleaver Design

An application of the presented set partitioning is the design of two-dimensional interleavers that can be used to correct clusters of errors. Such errors occur in magnetic or optical storage systems. We consider error clusters that have a square and possibly cyclic shape. Similar error clusters and interleavers were presented by De Almeida and Palazzo in [14]. De Almeida and Palazzo designed the interleaving based on the set partitioning of a $p \times p$ array. However, the partitioning is obtained by optimizing the minimum squared Euclidean distance in the subsets. We will demonstrate that the cyclic error patterns considered by De Almeida and Palazzo can be characterized with the Mannheim distance. Therefore, we propose to use the Mannheim distance for the design of the interleavers.

Figure 5.1 depicts $5 \times 5$ square arrays with two examples for two-dimensional clusters of errors. In Figure 5.1 a) the center of the cluster lies in the center of the array. The cluster represents a sphere with radius one, i.e. all elements of the cluster have Mannheim distance one to the center point. Similarly, Figure 5.1 b) depicts a cluster with a cyclic structure where the center point is in the right bottom corner of the square array. Again, the cluster represents a sphere with radius one with respect to the Mannheim distance.

The aim of the interleaving is to distribute all points in an error cluster to different rows and columns of the array. Therefore, the errors can be corrected by applying error-correcting codes to each row or column of the array. In order to design the interleaver, we consider the elements of the module $G_p$ as indices of a $p \times p$ square array, i.e. the real part of $z \in G_p$ can be interpreted as column index and the imaginary part as row index. Hence, the interleaver is defined by a bijective mapping $G_p \rightarrow G_p$. To obtain an interleaving as depicted in Figure 5.1, all indices of one row of the array (all elements of $G_p$ with the same imaginary part) should be mapped to the same coset of $G_p$. Similarly all indices of one column of the array should be mapped to the same coset of $G_p$. Such a mapping can be constructed as follows:
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We choose two Gaussian integers \( a_1 = c + id \) and \( a_0 = d + ic \) in \( G_{p^2} \) such that \( a_1 \) maximizes the minimum Mannheim distance in all subsets and \( c^2 - d^2 \) is non-zero and has a multiplicative inverse in \( \mathbb{Z}_p \). The interleaver design is based on the following mapping

\[
z = a + ib \rightarrow \tilde{z} = \tilde{a} + i\tilde{b} = \mu (a a_1 + b a_0) \quad \forall z \in G_{p^2} \quad (5.16)
\]

with the inverse mapping

\[
\tilde{z} = \tilde{a} + i\tilde{b} \rightarrow z = a + ib \forall \tilde{z} \in G_{p^2} \quad (5.17)
\]

\[
a = \mu \left( \frac{\tilde{a} c - \tilde{b} d}{c^2 - d^2} \right), \quad b = \mu \left( \frac{\tilde{b} c - \tilde{a} d}{c^2 - d^2} \right)
\]

Theorem 4. Consider the module \( G_{p^2} \) with a partitioning according to Construction 3 with minimum Mannheim distance \( \Delta \). The inverse mapping according to Equation (5.17) maps all elements of a cluster of radius

\[
t = \left\lfloor \frac{\Delta - 1}{2} \right\rfloor \quad (5.18)
\]

to different rows and different columns (elements of \( G_{p^2} \) with different real and different imaginary part).

Proof. The mapping defined in Construction 3 is bijective, if the inverse mapping exists, i.e. if \( c^2 - d^2 \) is non-zero and has a multiplicative inverse in \( \mathbb{Z}_p \), where \( c^2 - d^2 \neq 0 \) follows from \( c > d \).

Note that for \( c, d \in G_p \) with \( c > d > 0 \) the two points \( a_1 \) and \( a_0 \) are linearly independent. Therefore, all elements of \( G_{p^2} \) with the same imaginary part are mapped to the same coset of \( G_{p^2} \). Similarly all elements of \( G_{p^2} \) with the same real part are mapped to the same coset of \( G_{p^2} \). This guarantees that all elements with the same real or imaginary part have a Mannheim distance of at least \( \Delta \) after interleaving.

Now, assume an error cluster (sphere) of radius \( t \). Any two elements of this cluster have a Mannheim distance smaller than \( \Delta \). Therefore, all elements of this cluster lie in different
cosets. Consequently, the inverse mapping according to Equation (5.17) maps all elements of the cluster to different rows and different columns.

Example 5. We consider the module $G_{5^2}$. Construction 1 obtains a perfect partitioning with $a = 2 + i$ and minimum Mannheim distance $\Delta = 3$. Using this partitioning, Construction 3 results in the interleaving depicted in Figure 5.1. The mapping according to Equation (5.16) maps any element of the same row to a different coset. For example, all elements with real part equal to zero are mapped to $G_{5^2}(0)$. With $\Delta = 3$ the de-interleaving maps all elements of a cluster of radius $t = 1$ to different rows and different columns.

Example 6. For $p > 29$, optimization according to the squared Euclidean distance or the minimum Mannheim distance typically results in different partitions. Consider for instance $p = 113$. For $p = 113 = 8^2 + 7^2$, Construction 1 results in a perfect partitioning (with respect to the minimum Mannheim distance) with $a = 8 + 7i$, $\Delta = 15$, and $\delta = 113$. However, this partitioning is not optimal with respect to the minimum squared Euclidean distance. The algorithm of Construction 2 (using the minimum squared Euclidean distance) results in $a' = 11 + 2i$ with minimum squared Euclidean distance $\delta' = 11^2 + 2^2 = 125$, but $\Delta' = 13$. A sphere with respect to the best possible squared Euclidean distance $\delta = 125$ contains 97 points, whereas we have 113 points in a sphere with respect to the Mannheim distance $\Delta = 15$. Moreover, the sphere with respect to the Mannheim distance covers the complete sphere with respect to the squared Euclidean distance, i.e. every point in the sphere with respect to the squared Euclidean distance is also a point in the sphere with respect to the Mannheim distance.

In the last example, the sphere with respect to the Mannheim distance covers a larger number of points than the sphere with respect to the squared Euclidean distance. This motivate the optimization of the partitioning with respect to the Mannheim distance. Unfortunately, this observation is not fulfilled in general. Consider for instance the constellations presented in Tab. 5.1. For all values of $p > 29$ with the exception of 53 the optimization with respect to the Mannheim distance leads to a sphere that contains more points than the sphere with respect to the squared Euclidean distance. Moreover, all constellations except of 73 and 97 cover the complete sphere with respect to the Mannheim distance.

Finally, we provide an example that demonstrates that a partitioning which optimizes the minimum Manhattan distance, does not necessarily result in an optimal circular interleaving.

Example 7. We refer to Example 2.3 from [5] which is an $8 \times 8$ interleaver obtained with $a = 5 + i$. Each of the eight subsets has minimum Manhattan distance 4. However, it is easily verified that the minimum Mannheim distance is only three. Note that $\mu(2a) = 2 + 2i$. This is the vector with minimum Mannheim weight among the multiples of $a$. However, $2$ is a zero divisor in $\mathbb{Z}_{10}$. Therefore, the multiples of $2+2i$ do not generate the complete coset. According to Construction 2, we find $a = 3 + i$. This leads to a set partition with minimum Mannheim distance $\Delta = 4$.

5.4 GCC for Correcting Two-Dimensional Cluster Errors and Independent Errors

Two-dimensional interleavers can be used to correct clusters of errors. The shape of the clusters can be taken into account by using an appropriate metric for the interleaver design. Such interleavers are based on the set partitioning of an $n \times n$ array, where the partitioning is obtained by optimizing the minimum distance in the subsets. For instance, interleavers
for circular clusters were presented by De Almeida and Palazzo in [14] using the squared Euclidean distance. In [86], we considered error clusters that have a square and possibly cyclic shape applying the Mannheim metric (The Mannheim distance is similar to the taxicab distance between two points located on a grid, where an allowed path considers only vertical or horizontal lines.).

Let \( V = \{(i,j)| 0 \leq i < n, 0 \leq j < n \} \) be the set of all indices of an \( n \times n \) matrix, where \( i \) denotes the row index and \( j \) the column index, respectively. An interleaver is a bijective mapping \( M : V \rightarrow V \). Such a mapping can for instance be defined by a matrix multiplication \( \tilde{v} = vM \), \( \tilde{v}, v \in V \) where addition and multiplication are performed modulo \( n \) [14]. For example, Figure 5.1 depict 5 \( \times \) 5 square arrays with examples for a two-dimensional interleaver and a two-dimensional cluster of errors. In Figure 5.1 a) the center of the cluster lies in the center of the array. The cluster represents a sphere with radius one, i.e. the elements \((2,1), (3,2), (2,3), (1,2)\) of the cluster have Mannheim distance one to the center point \((2,2)\). The interleaving is obtained with

\[
M = \begin{pmatrix}
2 & 1 \\
1 & 2
\end{pmatrix}.
\]

(5.19)

Hence, the errors are mapped to the positions \((0,4), (3,2), (1,1), (2,3), (4,0)\), i.e. all errors in the cluster are interleaved to different rows and different columns. Similarly, Figure 5.2 a) and d) depict 61 \( \times \) 61 square arrays. Here an error cluster and some additional independent errors are depicted. The channel interleaving guarantees that all bit errors within a cluster of errors are interleaved to independent rows of the matrix [86]. Therefore, these errors can be corrected with interleaved codes, where binary error-correcting codes are applied independently to each row. For the examples presented in Figure 5.1 and 5.2 single-error correcting codes are sufficient to correct the cluster errors. In general, employing a \( T \) error-correcting code in each row, these \( n \) interleaved codes can decode \( T \) clusters of errors. However, additional independent errors that occur outside the clusters (cf. Figure 5.2 b)) may lead to decoding errors in some rows. Subsequently, we will demonstrate that such errors can be corrected with an additional outer code in a generalized concatenated coding scheme.

### 5.4.1 Generalized Concatenated Codes

In this section, we provide a brief introduction to GCC, before we discuss the multistage decoding algorithm for GCC and derive the error correction capability with respect to cluster errors. In the following we use the well known notation \( C(2^m, n, k, t) \) to denote a code \( C \) of
length $n$ and dimension $k$ over the Galois field $GF(2^m)$. The last parameter $t$ denotes the error-correcting capability of the code $C$.

In contrast to the GCC in Chapter 4, we do not necessarily use outer encoding in all levels. Therefore, we can also omit the restriction $k_i,j = lm$. Note that an interleaved code is a special case of the GCC coding scheme, where we use no outer encoding and the information is encoded with $n$ parallel inner encoders for the same code $B(2, n_i, k_i, t_i)$. Assuming proper interleaving, this interleaved code can correct $t_i$ error clusters. However, if $t_i$ error clusters occur, a single independent error may cause a decoding failure, because one row of the codeword matrix may contain more than $t_i$ errors. Such an error event could be corrected with a single outer code with $t_o = 1$. We demonstrate the basic concept with the following example.

Example 8. To construct a code for cluster error correction, we use binary BCH codes as inner codes: $B^{(1)}(2, 31, 26, 1)$ and $B^{(2)}(2, 31, 21, 2)$. However, we only use one outer RS code over $GF(2^5)$: $A^{(1)}(2^5, 31, 29, 1)$ to form five columns of the matrix. These five bits per row are encoded with the code $B^{(1)}(2, 31, 26, 1)$ where the remaining 21 = 26 - 5 bits are set to zero. The remaining 21 columns of the codeword matrix are filled with information bits without outer encoding. These information bits are encoded with the inner code $B^{(2)}(2, 31, 21, 2)$. Finally, the rows of the codeword matrix are obtained by adding all corresponding codewords from $B^{(1)}$ and $B^{(2)}$. Due to $B^{(2)} \subset B^{(1)}$, every row is a codeword of $B^{(1)}$. The overall code has length $31^2 = 961$, dimension $k = 5 \cdot 29 + 31 \cdot 21 = 796$ and requires only ten additional redundancy bits compared to an interleaved code with $B^{(1)}(2, 31, 26, 1)$.

$n = 31$ is sufficiently large to interleave a cluster of radius 3 (cf. [86]). Such a cluster contains up to 25 bit errors. Hence, the code can correct any single-error cluster with at most 25 bits. However, an additional independent error may cause a row in the codeword matrix with two errors. Therefore, decoding of the corresponding row will lead to a decoding error after the inner decoding. Such a decoding error affects at most one symbol of the outer RS code. Hence, the outer code can be decoded correctly. Once, the code symbols of the outer code are known, we can start a second round of inner decoding. In this decoding step we can use the nested inner code $B^{(2)}(2, 31, 21, 2)$. Hence, the row containing two errors can be corrected in the second decoding round.

5.4.2 Code Constructions

Construction 1 We construct a GCC with $L$ levels and with an $n \times n$ codeword matrix that corrects $T$ clusters of errors and $t \leq L$ independent errors. For inner encoding we use the nested binary BCH codes $B^{(L)} \subset B^{(L-1)} \subset \ldots \subset B^{(1)}$ of length $n$ with $t_{i,j} = T + j - 1, j = 1, \ldots, L$. As outer codes we use RS codes with

$$t_{o,j} = \left\lfloor \frac{t}{j} \right\rfloor. \quad (5.20)$$

For interleaving we apply a two-dimensional channel interleaver as proposed in [86].

Theorem 5. The GCC according to Construction 1 corrects $T$ clusters of errors and additionally $t$ independent bit errors.

Proof. The channel interleaving guarantees that all bit errors within a cluster of errors are interleaved to independent rows of the codeword matrix [86]. Therefore $T$ cluster errors cause at most $T$ errors in each row of the codeword matrix. This $T$ errors can be corrected in the first decoding round by the inner code $B^{(1)}$ if no additional errors occur.
We prove the proposition for \( t \) independent errors by induction. For the base case, note that any independent error can cause a row with \( T + 1 \) or more errors. However, there are at most \( t \) such rows and therefore at most \( t \) symbol errors in the first outer code. Hence, \( A^{(1)} \) can be decoded correctly.

For the inductive step, we assume that all outer codes up to level \( j \) were decoded correctly. Thus, the round \( j + 1 \) of decoding can be performed with the inner code \( B^{(j+1)} \) that corrects \( T + j \) errors. Now, note that \( t \) independent errors can result in at most \( \lfloor \frac{T + j}{j+1} \rfloor \) rows with more than \( T + j \) errors and thus at most \( \lfloor \frac{T + j}{j+1} \rfloor \) errors in the outer code \( A^{(j+1)} \). However, from condition (5.20) we conclude that these errors can be corrected by the outer code \( A^{(j+1)} \).

Most known code constructions (including Construction 1) consider only the worst case, where an error cluster contains the maximum number \( P \) of errors. However, if we assume that errors within a cluster occur not with probability one, but with probability \( p \), the expected number of errors \( pP \) might be significantly smaller than \( P \). Next, we construct a code that can correct two clusters of errors, where we assume that one cluster contains only a few bit errors.

**Construction 2** We construct a GCC with two levels and with an \( n \times n \) codeword matrix that corrects one cluster with up to \( e_1 \leq P \) errors and one cluster with at most \( e_2 < P \) errors. For inner encoding we use the nested binary BCH codes \( B^{(2)} \subset B^{(1)} \) of length \( n \) with \( t_{1,1} = 1 \) and \( t_{1,2} = 2 \). We use one outer RS code with \( t_o = e_2 \). The information bits for the second level are not encoded with an outer code. For interleaving we apply a two-dimensional channel interleaver as proposed in [86].

**Theorem 6.** The GCC according to Construction 2 corrects two clusters of errors, where one cluster may contain \( e_1 \leq P \) and the second cluster at most \( e_2 < P \) errors.

**Proof.** Without loss of generality we assume \( e_1 \geq e_2 \). Again, the channel interleaving guarantees that all bit errors within a cluster of errors are interleaved to independent rows of the codeword matrix [86]. Therefore any cluster error causes at most one error in each row of the codeword matrix. Therefore, \( e_1 - e_2 \) rows contain at most one error and can be corrected in the first decoding round by the inner code \( B^{(1)} \). Furthermore, there are at most \( e_2 \) rows, which contain two errors. These rows may cause symbol errors in the outer code \( A^{(1)} \). However, the number of symbol errors is at most \( e_2 \) and can therefore be corrected by the outer code. Thus, the second round of decoding can be performed with the inner code \( B^{(2)} \) that corrects two errors. Consequently, all rows containing two errors can be corrected in the second decoding step.

Actually, a code according to Construction 2 may correct many error patterns with \( e_1 \geq e_2 > t_o \). To demonstrate this, assume that two independent clusters with \( e_1 \geq e_2 \) errors occurred. We consider the conditional probability \( p(j, e_1, e_2) \) that \( j \) rows of the codeword matrix contain two errors. Note that there are \( \binom{n}{e_2} \) possibilities to place \( e_2 \) errors in \( n \) rows. Similarly, there are \( \binom{e_1}{j} \) possibilities, where \( j \) errors from cluster two are mapped to the same row as one of the \( e_1 \) errors of cluster one. For each of these patterns, there are \( \binom{n-e_1}{e_2-j} \) possible patterns for the remaining \( e_2 - j \) errors. Hence, we have

\[
p(j, e_1, e_2) = \frac{\binom{e_1}{j} \binom{n-e_1}{e_2-j}}{\binom{n}{e_2}} \quad (5.21)
\]
5.4. GCC FOR CORRECTING TWO-DIMENSIONAL CLUSTER ERRORS AND INDEPENDENT ERRORS

Now, note that a code according to Construction 2 can correct any error pattern, where the number of rows containing two errors is less or equal to \( t \), i.e. the fraction

\[
\sum_{j=0}^{t_o} p(j, e_1, e_2)
\]  

of all error patterns with two clusters with \( e_1 \geq e_2 \) errors.

**Example 9.** We consider a code according to Construction 2 with \( n = 31 \). We use binary BCH codes as inner codes: \( B^{(1)}(2, 31, 26, 1) \) and \( B^{(2)}(2, 31, 21, 2) \). We only use one outer RS code over \( GF(2^5) \): \( A^{(1)}(2^5, 31, 23, 4) \). According to Theorem 6 this code can correct any two cluster errors with \( e_1 \) up to 25 and \( e_2 \) at most 4. However, this code can correct 99.5% of all errors with \( e_1 = 12 \) and \( e_2 = 5 \). The corresponding conditional probabilities \( p(j, e_1, e_2) \) are plotted in Figure 5.3.

5.4.3 Simulations

In order to compare the performance of the constructed GCC to interleaved codes, we consider a Monte Carlo simulation for a channel with two-dimensional errors. For the simulation we use codes of size \( 31 \times 31 \). Such a code could be used for instance for QR codes [65]. For the interleaved codes we use 31 BCH codes with error-correcting capability one or two. Hence, the two codes have code rate 0.84 or 0.68, respectively. For the GCC, we use the code from Example 9 with code rate 0.8. For the channel we assume that one cluster with at most 25 errors occurs. The center is placed randomly and the probability of a bit error within the cluster is 0.5. Additionally, independent bit errors occur with probability \( p \). The corresponding simulation results are depicted in Figure 5.4, where the curves represent FER after decoding. The GCC outperforms the interleaved code with similar rate. Furthermore, we observe that the performance of the GCC is close to that of the two-cluster error-correcting code for \( p < 0.005 \). We conclude that the GCC obtains the same results as interleaved codes for \( t = 2 \) at medium-low error probability, whereas the code rate of the GCC is much higher.
Fig. 5.4: Simulation results for interleaved codes and the GCC of Example 9 for a channel that produces one cluster of errors and independent errors with probability $p$. Reproduced by permission of the Institution of Engineering & Technology [86]
5.5 Conclusions

In this chapter, we have introduced the concept of partitioning of Gaussian integer modules $G_{p^2}$. We have shown that Huber’s original definition of the Mannheim metric satisfies the distance axioms over the considered class of Gaussian integers. Furthermore, we have derived upper bounds on the minimum distance for the set partitioning. Next we have presented two constructions for the set partitioning. Both constructions achieve optimum or close to optimum set partitions. In particular, we have demonstrated that perfect set partitions with respect to the sphere packing bound are attainable. This set partitioning enables multi-level code constructions over Gaussian integers. Furthermore, we have demonstrated that this set partitioning can be applied to an interleaving technique for correcting two-dimensional cyclic clusters of errors.
Chapter 6

Soft-Decoding for Generalized Concatenated Codes

In this chapter, we describe soft-decoding techniques for the GCC. This promises an increase of the error correction capability by considering more channel information using a quantized information of an FG as described in Section 2.2.1. In [21], the author stated that it is in principle possible to extend the inner algebraic decoder of the GCC decoder by a more complex decoding algorithm employing soft-decoding. The soft-decoding algorithms lead to increased complexity. For instance, the trellis representation requires for a block code $O(2^{\min\{Rn,(1-R)n\}})$ states and thus the memory complexity grows exponentially with the error correction capability. Nevertheless, in the literature exists a large variety of soft-decoding algorithms. In this chapter the stack algorithm and Chase decoding algorithm are presented and investigated for their application in GCC and Flash memories. For the stack algorithm, or also called sequential decoder, we propose a less complex supercode decoding algorithm and show its relation to the subcodes of the nested BCH codes.

The novelties in this chapter are:

- Sequential stack decoding of nested BCH codes using supercodes [96].
- Applying different soft-decoding algorithms to decode the inner block codes in the GCC.

6.1 Sequential Stack Decoding

In this section, we describe sequential decoding procedures using the stack algorithm for block codes. These decoding methods are used to decode the binary inner codes. In Section 6.1.2 the supercode decoding is introduced that reduces the trellis and thus the decoding complexity.

6.1.1 Sequential Stack Decoding using a Single Trellis

First, we consider the sequential decoding procedure as presented in [2]. All algorithms considered in this section are based on this decoding method which uses a trellis to represent the code. Later on, we will present improvements to this decoding algorithm.

The stack decoding procedure uses the trellis representation. A trellis $\mathcal{T} = (\mathcal{S}, \mathcal{W})$ is a labeled, directed graph, where $\mathcal{W} = \{w\}$ denotes the set of all branches in the graph and $\mathcal{S} = \{\sigma\}$ is the set of all nodes. The set $\mathcal{S}$ is decomposed into $n + 1$ disjoint subsets $\mathcal{S} = \mathcal{S}_0 \cup \mathcal{S}_1 \cup \ldots \cup \mathcal{S}_n$ that are called levels of the trellis. Similarly, there exists a partition...
of the set $W = W_1 \cup W_2 \cup \ldots \cup W_n$. A node $\sigma \in S_t$ of the level $t$ may be connected with a node $\tilde{\sigma} \in S_{t+1}$ of the level $t+1$ by one or several branches. Each branch $w_t$ is directed from a node $\sigma$ of level $t-1$ to a node $\tilde{\sigma}$ of the next level $t$. We assume that the end levels have only one node, namely $S_0 = \{\sigma_0\}$ and $S_n = \{\sigma_n\}$. A trellis is a compact method of presenting all codewords of a code. Each branch of the trellis $w_t$ is labeled by a code symbol $v_t(w_t)$. Each distinct codeword corresponds to a distinct path in the trellis, i.e. there is a one-to-one correspondence between each codeword $v$ in the code and a path $w$ in the trellis: $v(w) = v_1(w_1), \ldots, v_n(w_n)$. We denote code sequence segments and path segments by $v[i,j] = v_i, \ldots, v_j$ and $w[i,j] = w_i, \ldots, w_j$, respectively. The syndrome trellis, can be obtained using its parity-check matrix $[70]$. The syndrome trellis is minimal inasmuch as this trellis has the minimal possible number of nodes $|S|$ among all possible trellis representations of the same code.

The sequential decoding procedure as presented in [2] is a stack algorithm, i.e. a stack is required to store interim results. The stack contains code sequences of different lengths. Let $v_t$ denote a code sequence of length $t$, i.e. $v_t = v_1, \ldots, v_t$. Each code sequence is associated with a metric and a node $\sigma_t$. The node $\sigma_t$ is the node in the trellis that is reached if we follow the path corresponding to the code sequence through the trellis. The metric rates each code sequence and the stack is ordered according to these metric values where the code sequence at the top of the stack is the one with the largest metric value. There exist different metrics in the literature to compare code sequences of different length. In the following, we consider the Fano metric which is defined as follows. Let $v_i$ be the $i$-th code bit and $r_i$ the $i$-th received symbol for transmission over a discrete memoryless channel. The Fano metric for a code bit $v_i$ is defined by

$$M(r_i|v_i) = \log_2 \frac{p(r_i|v_i)}{p(r_i)} - B \quad (6.1)$$

where $p(r_i|v_i)$ is the channel transition probability and $p(r_i)$ is the probability to observe $r_i$ at the channel output. The term $B$ is a bias term that is typically chosen to be the code rate $R$ [49]. The Fano metric of a code sequence $v_t$ is

$$M(r_t|v_t) = \sum_{i=1}^{t} M(r_i|v_i) \quad (6.2)$$

where $r_t$ is the sequence of the first $t$ received symbols. Note that the Fano metric according to Equation (6.1) is only defined for discrete memoryless channels (DMC). We consider the quantized AWGN channel which is a DMC. Binary block codes typically have no tree structure. Consequently, the Fano metric is not necessarily the best metric for all binary block codes. For instance, in [62] a metric with variable bias term was proposed for linear block codes. However, in our simulations for binary BCH codes we found that $B = R$ provides good results for all considered channel conditions.

We demonstrate Algorithm 2 in the following example, where for simplicity we assume transmission over a binary symmetrical channel.

**Example 10.** Consider for instance the code $B = \{(0000), (1110), (1011), (0101)\}$ with parity-check matrix

$$H = \begin{pmatrix} 1 & 1 & 0 & 1 \\ 0 & 1 & 1 & 1 \end{pmatrix}.$$  

The corresponding trellis is depicted in Figure 6.1a). We assume transmission over a binary symmetrical channel with error probability 0.1. Hence, we have

$$M(r_i|v_i) \approx \begin{cases} 0.3 & \text{for } r_i = v_i \\ -2.8 & \text{for } r_i \neq v_i \end{cases}$$
Algorithm 2: Sequential stack decoding using a single trellis.

Data: received word \( r \)
Result: estimated codeword \( \hat{v} \)

1. Sequential decoding starts in the first node \( \sigma_0 \) of the trellis;
2. Calculate the metric values for \( v_1 = 0 \) and \( v_1 = 1 \);
3. Insert both paths into the stack according to their metric values;

while the top path has not approached the end node \( \sigma_n \) do

1. Remove the code sequence \( v_t \) at the top from the stack;
2. If the branch \( v_{t+1} = 0 \) exists in the trellis for the node \( \sigma_t \) corresponding to the top path \( v_t \) then
   1. Calculate the metric \( M(r_{t+1} | v_{t+1}) = M(r_t | v_t) + M(r_{t+1} | v_{t+1} = 0) \);
   2. Insert the code sequence \( v_{t+1} = (v_t, 0) \) into the stack;
3. If the branch \( v_{t+1} = 1 \) exists in the trellis for the node \( \sigma_t \) corresponding to the top path \( v_t \) then
   1. Calculate the metric \( M(r_{t+1} | v_{t+1}) = M(r_t | v_t) + M(r_{t+1} | v_{t+1} = 1) \);
   2. Insert the code sequence \( v_{t+1} = (v_t, 1) \) into the stack;

4. Return the codeword \( \hat{v} \) corresponding to the top path in the final iteration;

The following tables represent the stack for the received sequence \( r = (0010) \).

|   | \( v_t \) | \( M(r_t | v_t) \) | \( v_t \) | \( M(r_t | v_t) \) |
|---|-----------|-----------------|---|-----------------|
| 1st iteration | 0.3 | -2.8 |
| 2nd iteration | 00 | 0.6 | 01 | -2.5 |
| 3rd iteration | 1 | -2.8 |
| 4th iteration | 0000 | -1.9 | 01 | -2.5 |
|               | 1 | -2.8 |

6.1.2 Supercode Decoding for nested BCH Codes

For codes with larger redundancy, the trellis that has to be stored in a memory exploding exponentially. To overcome this, we first describe the supercode decoding in this section. Subsequently, we discuss the proposed application of supercode decoding for the nested BCH codes that are used in the GCC code. A supercode is a superset \( B_1 \) of the original code \( B \subset B_1 \).

In order to decode the original code \( B \), two supercodes \( B_1 \) and \( B_2 \) have to be constructed such that \( B_1 \cap B_2 = B \). The supercodes have fewer redundancy bits and thus fewer trellis states. The supercodes can be constructed such that each code has half of the original redundancy bits. This reduces the number of states from \( O(2^r) \) to \( O(2^{r/2}) \) in standard order notation, where \( r \) is the number of parity bits. The concept of supercode decoding is well suited for decoding of GCCs, because the higher levels of the nested BCH codes are supercodes of the lower levels (cf. Equation (4.1)).
A supercode $\mathcal{B}_i$ of the block code $\mathcal{B}$ is a code containing all codewords of $\mathcal{B}$. For a linear code $\mathcal{B}$ with parity-check matrix $\mathbf{H}$, we can construct two supercodes $\mathcal{B}_1$ and $\mathcal{B}_2$ such that $\mathcal{B} = \mathcal{B}_1 \cap \mathcal{B}_2$. Let $\mathbf{H} = \begin{pmatrix} \mathbf{H}_1 \\ \mathbf{H}_2 \end{pmatrix}$ be the parity-check matrix of the code $\mathcal{B}$, this means that $\mathbf{H}_1$ and $\mathbf{H}_2$ are two sub-matrices of $\mathbf{H}$. Then, the sub-matrices $\mathbf{H}_1$ and $\mathbf{H}_2$ define the supercodes $\mathcal{B}_1$ and $\mathcal{B}_2$, respectively.

**Example 11.** Consider the code $\mathcal{B}$ from Example 10. We obtain

$$
\mathbf{H}_1 = \begin{pmatrix} 1 & 1 & 0 & 1 \end{pmatrix} \quad \Downarrow \quad \mathcal{B}_1 = \{(0000), (1100), (1110), (0010), (1011), (1001), (1011), (0101)\}
$$

and

$$
\mathbf{H}_2 = \begin{pmatrix} 0 & 1 & 1 & 1 \end{pmatrix} \quad \Downarrow \quad \mathcal{B}_2 = \{(0000), (1000), (0110), (1110), (1011), (1101), (0011), (0101)\},
$$

where the underlined vectors are the codewords of the code $\mathcal{B}$. The corresponding supercode trellises are depicted in Figure 6.1b) and 6.1c).

Next we state the proposed sequential decoding algorithm. Any path stored in the stack is associated with a metric value as well as two states $\sigma_{t,1}$ and $\sigma_{t,2}$ which are the states in the trellis for supercode $\mathcal{B}_1$ and $\mathcal{B}_2$, respectively.
Algorithm 3: Sequential stack decoding using supercode trellises.

**Data:** received word \( r \)

**Result:** estimated codeword \( \hat{v} \)

sequential decoding starts in the nodes \( \sigma_{0,1} \) and \( \sigma_{0,2} \) of the supercode trellises;
calculate the metric values for \( v_1 = 0 \) and \( v_1 = 1 \);
insert both paths into the stack according to their metric values;

while the top path has not approached the end nodes \( \sigma_{n,1} \) and \( \sigma_{n,2} \) do

remove the code sequence \( v_t \) at the top from the stack;

if the branch \( v_{t+1} = 0 \) exists in the trellis for both nodes \( \sigma_{t,1} \) and \( \sigma_{t,2} \) corresponding to the top path \( v_t \) then

- calculate the metric \( M(r_{t+1} | v_{t+1}) = M(r_t | v_t) + M(r_{t+1} | v_{t+1} = 0) \);
- insert the code sequence \( v_{t+1} = (v_t, 0) \) into the stack;

if the branch \( v_{t+1} = 1 \) exists in the trellis for both nodes \( \sigma_{t,1} \) and \( \sigma_{t,2} \) corresponding to the top path \( v_t \) then

- calculate the metric \( M(r_{t+1} | v_{t+1}) = M(r_t | v_t) + M(r_{t+1} | v_{t+1} = 1) \);
- insert the code sequence \( v_{t+1} = (v_t, 1) \) into the stack;

return the codeword \( \hat{v} \) corresponding to the top path in the final iteration;

We demonstrate decoding Algorithm 3 in the following example, where we consider the same setup as in Example 10.

**Example 12.** The following tables represent the stack for the received sequence \( r = (0010) \) for the proposed algorithm.

| 1st iteration \( v_t \) | \( M(r_t | v_t) \) | 2nd iteration \( v_t \) | \( M(r_t | v_t) \) |
|---|---|---|---|
| 0 | 0.3 | 00 | 0.6 |
| 1 | -2.8 | 01 | -2.5 |

| 3rd iteration \( v_t \) | \( M(r_t | v_t) \) | 4th iteration \( v_t \) | \( M(r_t | v_t) \) |
|---|---|---|---|
| 001 | 0.9 | 000 | -2.2 |
| 000 | -2.2 | 01 | -2.5 |
| 01 | -2.5 | 1 | -2.8 |

| 5th iteration \( v_t \) | \( M(r_t | v_t) \) |
|---|---|
| 0000 | -1.9 |
| 01 | -2.5 |
| 1 | -2.8 |

Note that the stack in the third iteration differs from Example 10, because the code sequence 001 exists in both supercode trellises but not in the actual code. This code sequence is deleted in the next iteration, because it cannot be extended in both supercode trellises.

As the previous example demonstrates, the time complexity of the proposed algorithm may be larger than with Algorithm 2. This results from code sequences that exist in the super codes, but are not valid in the actual code. Nevertheless, both algorithms result in the same codeword.
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Theorem 7. Algorithm 2 and Algorithm 3 result in the same estimated codeword.

Proof. Both algorithms differ only with respect to the representation of the code. To prove the proposition it is sufficient to verify that both representations are equivalent. We first prove by induction that the estimated codeword corresponds to a valid path in both supercode trellises, i.e. it is a codeword in both supercodes. The base case is the initial step where the code bits 0 and 1 are inserted in the stack. Note that a linear code has no code bit positions with constant values. Hence, the transitions $v_1 = 0$ and $v_1 = 1$ exist in both supercode trellises. For the inductive step, we assume that a path for the code sequence $v_t$ exists in both supercode trellises. It follows from Algorithm 2 that this path is only extended if the extended path exists in both supercode trellises. This proves the claim that the estimated codeword corresponds to a valid path in both supercode trellises. Now note that $B = B_1 \cap B_2$, i.e. a path is only valid in both supercode trellises if and only if it is a valid codeword of the code $B$. $\Box$

Algorithm 3 reduces the space complexity required for representing the code. We demonstrate this in the following example.

Example 13. We consider three BCH codes from Table 4.1. All codes have length $n = 60$. In the first level, we use a single-error correcting code. This code has 3,262 nodes in the trellis and is a supercode of the BCH code of the second level. The trellis of the second level has 159,742 nodes. However, utilizing the trellis of the first level code, we require only a single additional supercode trellis with 2,884 nodes to represent the code at the second level. Finally, the code at the third level has a trellis with 7,079,886 nodes. Using supercode decoding, we utilize the trellises of the first and second level and require one additional supercode trellis with 2,410 nodes to represent the third code.

With sequential decoding the number of visited nodes in the trellis (the number of iterations) depends on the number of transmission errors. Note that with the presented codes the time complexity with Algorithm 3 is at most 1.75 times larger than with Algorithm 2. $\Box$

6.1.3 List-of-two Decoding

Next, we present two techniques to improve the performance and the complexity of Algorithm 2. First, we demonstrate that the soft-input decoding can be omitted in cases where the hard decision of the received vector corresponds to a valid codeword. Moreover, we propose a sequential list-of-two decoding algorithm. List-of-two decoding is motivated by the fact that Algorithm 2 is not a maximum-likelihood decoding procedure. Hence, we may search for further codewords to find better candidates than the result of Algorithm 2.

Consider an additive white Gaussian noise channel with binary phase shift keying. A binary code symbol $v_t \in \mathbb{F}_2$ is mapped to the transmission symbol $x_t \in \{+1, -1\}$ by $x_t = 1 - 2v_t$. The transmitted symbol vector $x$ is distorted by a noise vector $n$ such that the received sequence is $r = x + n$. The noise vector $n$ is a vector of independent identically distributed Gaussian random variables with mean zero. Hence,

$$p(r_t \mid x_t = \pm 1) = \frac{1}{\sqrt{2\pi\sigma^2}} \cdot e^{-\frac{(r_t - x_t)^2}{2\sigma^2}},$$

(6.3)

where $\sigma^2$ denotes the variance of the Gaussian distribution. For this channel, it is common practice to use the quadratic Euclidean distance $d^2_E(x, r) = \sum_{t=1}^n |x_t - r_t|^2$ as metric, because

$$\arg\left(\max_{v \in C} P(r \mid v)\right) = \arg\left(\min_{v \in C} d^2_E(x, r)\right).$$

(6.4)
However, we have
\[ d_E^2(x, r) = \sum_{t=1}^{n} x_t^2 - 2 \sum_{t=1}^{n} x_t r_t + \sum_{t=1}^{n} r_t^2 \]  
(6.5)

Let \( \tilde{r}_t = \text{sgn}(r_t) \) denote the sign, i.e. the hard decision, of \( r_t \). Using
\[ \sum_{t=1}^{n} x_t r_t = \sum_{t=1}^{n} |r_t| - 2 \sum_{t: x_t \neq \tilde{r}_t} |r_t| \]  
(6.6)
we obtain
\[ d_E^2(x, r) = n + 4 \sum_{t: x_t \neq \tilde{r}_t} |r_t| - 2 \sum_{t=1}^{n} |r_t| + \sum_{t=1}^{n} r_t^2 \]  
(6.7)

Note that \( \sum_{t: x_t \neq \tilde{r}_t} |r_t| \) is the only term in (6.7) that depends on \( x \). Consequently, instead of minimizing the quadratic Euclidean distance we may also minimize \( \sum_{t: x_t \neq \tilde{r}_t} |r_t| \). Note that \( \sum_{t: x_t \neq \tilde{r}_t} |r_t| = 0 \) if the vector \( \tilde{r} = (\tilde{r}_1, \ldots, \tilde{r}_n) \) corresponds to a valid codeword. Hence, in this case, \( \tilde{r} \) is the maximum-likelihood estimate.

Now we consider list-of-two decoding. In order to enable a trade-off between performance and complexity, we introduce a threshold \( \rho \) for the metric of the estimated codeword.

Algorithm 4: Sequential list-of-two decoding.

<table>
<thead>
<tr>
<th>Data:</th>
<th>received word ( r ), threshold ( \rho )</th>
</tr>
</thead>
<tbody>
<tr>
<td>Result:</td>
<td>estimated codeword ( \hat{v} )</td>
</tr>
<tr>
<td>if ( \tilde{r} ) corresponds to a valid codeword then</td>
<td></td>
</tr>
<tr>
<td>return the codeword ( \hat{v} ) corresponding to ( \tilde{r} );</td>
<td></td>
</tr>
<tr>
<td>else</td>
<td></td>
</tr>
<tr>
<td>calculate a first estimate ( v_1 ) using either Algorithm 2 or Algorithm 3;</td>
<td></td>
</tr>
<tr>
<td>if ( M(r, v_1) \geq \rho ) then</td>
<td></td>
</tr>
<tr>
<td>return the codeword ( \hat{v} = v_1 );</td>
<td></td>
</tr>
<tr>
<td>else</td>
<td></td>
</tr>
<tr>
<td>remove ( v_1 ) from the stack;</td>
<td></td>
</tr>
<tr>
<td>calculate a second estimate ( v_2 ) using either Algorithm 2 or Algorithm 3;</td>
<td></td>
</tr>
<tr>
<td>if ( M(r, v_1) \geq M(r, v_2) ) then</td>
<td></td>
</tr>
<tr>
<td>return ( \hat{v} = v_1 );</td>
<td></td>
</tr>
<tr>
<td>else</td>
<td></td>
</tr>
<tr>
<td>return ( \hat{v} = v_2 );</td>
<td></td>
</tr>
</tbody>
</table>

In Algorithm 4 we apply Algorithm 2 to decode the inner codes at the first level, i.e. the codewords of the code \( B^{(0)} \), whereas we apply Algorithm 3 for the lower levels. Figure 6.2 presents the performance of Algorithm 2 and Algorithm 4 with respect to the residual word error rate (WER) for transmission over the AWGN channel. The code is a one error-correcting binary BCH code of length \( n = 60 \). This code is used later on as inner code in the first level of the GCC. The decoding performance and the number of decoding iterations depend on the threshold \( \rho \). Figure 6.3 presents a comparison with respect to the number of iterations. The value of \( \rho \) were chosen to demonstrate that Algorithm 4 can reduce the word error rate compared with Algorithm 2 with a similar complexity.
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Fig. 6.2: Comparison of Algorithm 2 and Algorithm 4 with respect to the residual word error rate (WER).

Fig. 6.3: Comparison of Algorithm 2 and Algorithm 4 with respect to the number of iterations.
6.2 GCC Decoding and Decoding Error Probability

In contrast to the decoding procedure presented in Section 4.1.2, the algebraic inner code decoder is substituted by a soft decoder and thus different column error probabilities $P_{b,i}$ must be considered.

We consider the code level distances $d_{a,i}$ of the outer code from Example 3. The lowest level needs the highest distance to reach the required $WER$. While the level increases, the higher obtain the inner code distance $d_{b,i}$. Thus, the outer code error correction capability decreases. Applying soft-decoding in the lower levels starting from $i = 0$ leads to a higher improvement in decoding complexity and code rate. However, with increasing codeword distance of the inner code in the level $i = \text{optimal\_complexity}$ gets, the complexity increases for the stack algorithm by $O(n^2)$ and its decoding improvements does not lead to a significant complexity reduction in the outer code, which has a complexity of at least $O(2^n)$. In this section, we focus on the stack decoding algorithm as inner decoder. The next Section 6.3 discusses alternative soft-decoding algorithms.

In the first level $i = 0$ we use soft-input decoding according to Algorithm 2. Starting with the second level, we exploit the structure of the nested BCH codes and use Algorithm 3, where the code at level $i − 1$ can be used as supercode of the code of level $i$. For the implementation, we limit the number of decoding iterations for each inner code. If the number of iterations exceeds a threshold a decoding failure is declared. For the outer RS codes we employ error and erasure decoding [69], where the decoding failures of the inner codes are regarded as erased symbols of the RS code.

In the following, we present an analysis of the probability of a decoding error for the GCC decoder. Subsequently, we present an example that illustrates the performance of the proposed decoding procedure.

6.2.1 Probability of a Decoding Error

The performance of the soft-input decoding of the inner codes can be determined using Monte Carlo simulation. Let $P_{b,i}$ be the error probability for the decoding of the inner code $B^{(i)}$. Furthermore, let $\lambda_{b,i}$ be the corresponding probability of a decoder failure. We can calculate the $WER$ using the formulas in Section 4.2.

**Example 14.** Consider the code from Example 3. This code has a code rate $R = 0.806$ and was designed to guarantee $WER \leq 10^{-16}$ according to (4.10) for $\frac{E_b}{N_0} \geq 4.7\text{dB}$, where soft-input decoding is used in the first three levels and hard-input decoding in the remaining levels.

6.2.2 Comparison Error Correction Performance

We compare the error correction performance of the GCC in different decoding modes with the performance of long BCH codes with hard-input decoding. As performance measure, we use the code rate that is required to guarantee for a given signal to noise ratio an overall word error rate less than $10^{-10}$ or $10^{-16}$, respectively. All codes are constructed similar to the code presented in Example 3. In particular, the inner codes are chosen according to Table 4.1. Whereas the error-correcting capability of the outer codes are adapted to obtain the highest possible code rate for a given signal to noise ratio. Note that in this example, the overall code rate of the GCC is at most $R = 0.9$, due to the choice of the inner code.

Figure 6.4 depicts the code rate versus the signal to noise ratio for $FER = 10^{-10}$, whereas the results for $FER = 10^{-16}$ are presented in Figure 6.5. The GCC with soft-input decoding...
Fig. 6.4: Code rate versus signal to noise ratio for $P_e = 10^{-10}$. 
Fig. 6.5: Code rate versus signal to noise ratio for $P_e = 10^{-16}$. 
outperforms the GCC with hard-input decoding for all error probabilities and the BCH code for code rates below 0.88. The soft-input decoding was simulated with a three-bit quantization. The three curves with soft-input decoding use different decoding strategies, where the soft-input decoding is applied only to the first level, first and the second level, or levels 0 to 2, respectively. The soft-input decoding improves the performance by up to 1.3 dB. For instance, the GCC with code rate $R = 0.8$ achieves a block error rate less than $10^{-16}$ at a signal to noise ratio of $E_b/N_0 = 4.7$ dB which is only 1 dB from the channel capacity of the quantized AWGN channel. For $P_e = 10^{-10}$, the code rate $R = 0.8$ is sufficient for a signal to noise ratio $E_b/N_0 \geq 4.6$ dB. Note that soft-input decoding of the first and second level is sufficient for all SNR values above $E_b/N_0 = 5.5$ dB.

6.3 Other Soft Decoders

The complexity of the stack decoding algorithm is very high and thus not suitable for large inner codes $n_b$. In literature, several soft-decoding algorithms exist. A alternative is the Chase decoder, which is described and investigated in this section. A special case of the Chase decoder is the SPC.

The Chase decoding algorithm in [11] is a reliability based decoding procedure that generates a list of candidate codewords by flipping bits $T$ in the received word $r$. The test patterns for the bit flipping are based on the least reliable positions of the received word. For each test pattern $v_i$, algebraic hard-input decoding $\Psi$ is employed. Finally, the resulting codeword candidate $\hat{x}$ from the list is obtained by minimizing the Euclidean distance between the candidate codewords and the received word. Chase devised three different algorithms. The main difference between the algorithms is the number of test patterns. The complexity of Chase decoding depends on the number of candidates.

Algorithm 5: Chase-II decoder [6]

\begin{verbatim}
begin
  L ← {∅}
  T ← generate test vectors($r, [(d - 1)/2]$)
  i ← 0
  while i < |T| do
    $\hat{x}, failure \leftarrow$ decode($r \oplus v_i \in T$) with $\Psi$
    if !failure then
      if ⟨$r, y$⟩ > max then
        max ← ⟨$r, y$⟩
        L = { $\hat{x}$ }
      i ← i + 1
  return L
\end{verbatim}

Figure 6.6 shows the WER and erasure rate for a BCH code $B(n = 109, k = 101, d = 4)$. There is a coding gain between hard information only BMD and the continuous (cont.) channel. The Flash memory quantization (quant.) shows a relatively small loss regarding the continuous channel.

The SPC code uses one additional bit to keep the codeword weight even. In the case of hard decoding, the SPC decoder is only able to detect errors by checking if the weight is
Fig. 6.6: Chase2 error curve.
odd. In the case of soft-decoding, the SPC code can correct up to a single bit error using the bit-flipping algorithm. If the parity of the column is odd, the least reliable bit position in this column is flipped. In the context of Flash memories, this bit position corresponds to the LLR value with the smallest magnitude. If the parity is odd and the least reliable bit position is not unique, which can occur frequently in the quantized channel, a decoding failure is signaled to the outer decoder. This code is a maximum-likelihood (ML) decoder.

Figure 6.7 shows the hard, quantized and continuous decoding cases. The hard decoding case can only detect errors and has in comparison to the other with soft-decoding the worst error correction performance. In the continuous case the decoder cannot detect errors because it is quasi impossible that two equal values occur.

### 6.4 Summary

In this chapter, we have presented several soft-decoding algorithms for the inner decoder of the GCC. Soft-decoding promises an improvement of error correction capability. We also showed how the inner codes of the GCC can be decoded using supercode decoder and thus a much smaller complexity can be achieved. Additional soft-decoding algorithms like Chase-II and its special case, the SPC bit-flipping algorithm were also investigated. It is possible to simulate these soft-decoders performances of the inner codes and obtain an overall FER as discussed in 4.2, which is essential. Soft-decoding is highly interesting for the lower GCC levels because they have a low complexity and their error correction improvement is relatively high in comparison to the BMD opponent.

A remaining open question is the influence of quantization for these decoding algorithms. Besides the quantization issue, the Flash memory channel has asymmetries that must be investigated. Furthermore, a proper quantization threshold has a influence on the overall error correction performance.
Chapter 7

Implementation of an Algebraic BCH Decoder

In this chapter, we investigate improvements of the common algebraic BCH decoder implementation. This single-block BCH code is the state-of-the-art ECC of nowadays Flash memory controllers, because it has good performance in correcting independent errors. An issue of this code is, that the decoder complexity increases at least quadratically with the error correction capability. There are two significant parameters that lead to this increased implementation complexity. First the degree \( m \) of the \( GF(2^m) \) increases to cover the entire data block in comparison to the component codes of the GCC which are shorter. Besides of the degree \( m \) the choice of the primitive polynomial has a significant impact on the implementation complexity. In section 7.2 the impact of the primitive polynomial is investigated and an example is given. Second, the error correction capability leads to a higher degree of the error-location polynomial \( \sigma(x) \), which is determined by the BMA. Several implementations are proposed in [57, 72]. Its hardware realization is scalable in throughput or logic. After the BMA has found a solution, the degree of the error-location polynomial is known. Thus, a multi degree processing Chien search can be constructed that processes the polynomial with different speeds and with that a trade-off between throughput versus die area can be realized. An approach to a mixed solution is presented in 7.1.

The novelties in this chapter are:

- A mixed parallel and serial BCH implementation design and its analysis. (Published in [82, 95])
- Investigations on Galois field optimizations and its application in mixed GF BCH decoder implementations.

7.1 A Mixed Parallel and Serial BCH Implementation

In this section, we provide an overview of a BCH implementation. It exists several modules that can be scaled differently. Because the decoding complexity grows quadratically with the error correction capability \( t \), modifications in the state-of-the-art BMA and Chien search are discussed to trade-off between speed and die area.

Algebraic decoding of BCH codes consists of the following four steps, which are usually realized in modules in a hardware implementation:
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1. Calculating the Syndrome
2. Calculation of the error-location polynomial (BMA)
3. Evaluation of the error-location polynomial (Chien search)
4. Correcting the erroneous positions

Steps 2 and 3 dominate the computational complexity and therefore the area that is required for a hardware implementation. Both decoding steps can be realized with serial and parallel implementations. A parallel implementation achieves larger throughput but also requires more area than a serial implementation.

7.1.1 Syndrome Computation

In practice the codeword is read word-wise, i.e. 8 or 16 bit per cycle. The decoder calculates the syndrome values in parallel for each syndrome $S_i$ using Horner’s rule, which calculates $n$ codeword bits per iteration. Using Horner’s rule means processing with the most significant bit or degree first.

In common the calculation of the syndrome $S$ can be expressed as a matrix multiplication of the check matrix $H$ and the received codeword $r$, by

$$ S = Hr. \quad (7.1) $$

In order to scale the syndrome calculation between logic complexity and throughput, the partial syndrome vector $S'$ is determined by a reduced $k' \times i$ checkmatrix.

$$ S' = \begin{pmatrix} \alpha^0 & \alpha^1 & \ldots & \alpha^{k'-1} \\ \alpha^0 & \alpha^2 & \ldots & \alpha^{2(k'-1)} \\ \vdots & \vdots & \ddots & \vdots \\ \alpha^0 & \alpha^i & \ldots & \alpha^{i(k'-1)} \end{pmatrix} \cdot \begin{pmatrix} r_0 \\ \vdots \\ r_k \end{pmatrix}. \quad (7.2) $$

$S'$ represents the fraction of the Horner’s rule. This is then added to a feedback register, which is then multiplied by $\alpha^{ik'}$ where $i$ is the index of the syndrome value and $k'$ is the size of the portion of the entire codeword.

In polynomial form it can be expressed as

$$ S_i(\alpha^i) = (\ldots (r_{n-0}\alpha^0 + \ldots + r_{n-k'-1}\alpha^{i(k'-1)})\alpha^{ik'} + r_{n-k'} \ldots r_{n-2k'-1}\alpha^{i(k'-1)}\alpha^{ik'} + r_{n-2k'} \ldots r_{n-3k'-1}\alpha^{i(k'-1)} + \ldots)\alpha^{ik'} + r_{k'}\alpha^0 + \ldots r_0\alpha^{i(k'-1)} \quad (7.3) $$

where the characteristic of the Horner scheme can be recognized.

Due to the symmetry of the binary BCH code the even indexed syndrome values are linear dependent on the odd indexed syndrome values. This property can be used to reduce the implementation complexity. All even indexed syndrome values can be calculated by the square or multiple square of an odd indexed syndrome value, when all odd indexed syndrome values are ready. This technique reduces the number of registers to store the intermediate syndrome values but leads to a higher latency in the case of multiple squaring, which affects only the last cycle and thus can be solved by a multi-cycle path. Alternatively, the even syndrome values $S_{2i}$ can be calculated in the $i$-th iteration of the BMA with a single multiplier but additional multiplexers and thus area and timing are reduced.
7.1.2 Mixed Serial and Parallel BMA

Commonly, hardware implementations for BCH decoding employ the BMA using many GF multiplications. An overview of different parallel implementations is provided in reference [44], which also presents a comparison of the computational complexity of the different realizations. Accordingly, a parallel implementation for a $t$ error-correcting code requires at least $2t$ multipliers and $t$ iterations.

Serial implementations of the BMA require a significantly smaller number of multipliers, but increase the number of iterations [4, 10]. For instance, the serial implementation according to reference [10] requires only three multipliers, but $t^2$ iterations.

In the following we present a concept for a BMA implementation that enables a better trade-off between throughput and area. This concept requires both a parallel and a serial implementation of the BMA, but the parallel implementation is only used to correct up to $t_1 < t$ errors (see Figure 7.1). Hence, it requires only $2t_1$ multipliers and $t_1$ iterations. However, if the number of errors is larger than $t_1$, a serial implementation is used for error correction. A carefully chosen value of $t_1$ allows reducing the required area without a significant effect on the average throughput.

The error correction capability $t$ determines the iteration number of a parallel or serial BMA and is therefore constant. However, in the mixed parallel and serial implementation the iteration number depends on the effective number of errors. Thus, the average number can be calculated. Let $p(t_1, \varepsilon)$ be the conditional probability of the number of errors is more than $t_1$ while at least one error has occurred. Hence, the conditional probability depends on $t_1$ and the bit error rate $\varepsilon$. Thus, the average iteration number $\bar{N}$ comprises the constant parallel part $t + t_1$ and the serial effort $2t^2$ that is weighted by the probability $p(t_1, \varepsilon)$.

$$\bar{N} = \left\lceil \frac{t + t_1}{2} \right\rceil + p(t_1, \varepsilon)t^2 \quad (7.4)$$

for binary BCH codes and

$$\bar{N} = t + t_1 + 2p(t_1, \varepsilon)t^2 \quad (7.5)$$

for non-binary codes. In case of BSC the probability that the serial decoder has to be deployed
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Fig. 7.2: $t - N$ for parallel/serial BMA with $t = 96$

is $p(t_1, \varepsilon)$ which can be approximated by

$$p(t_1, \varepsilon) \approx \sum_{i=t_1+1}^{n} \binom{n}{i} \varepsilon^i (1 - \varepsilon)^{n-i}$$

(7.6)

where the numerator term is the probability that the number of errors is larger than $t_1$ and the denominator term is the probability that at least one error occurs in a word of $n$ bits. To guarantee that the average throughput is not reduced compared with a fully parallel implementation, $N \leq 2t$ should be fulfilled.

**Example 15.** We consider a typical Flash memory to determine the performance of a mixed parallel/serial BMA implementation. In order to support a 1-kByte sector size with additional meta information, a code with $k = 8288$ is required. Because $\varepsilon$ increases during the life cycle of a Flash memory, we consider the highest tolerable bit error rate $\varepsilon_t = 1.13 \cdot 10^{-3}$ to achieve $FER \leq 10^{-16}$. Thus a $t = 96$ bit-error-correcting code is required and the codeword size is $n = 9623$. The value $t_{1,\text{opt}} = 24$ is then the optimal point to switch from the $t_1$ parallel processing BMA to the serial one. The improvement is depicted in Figure 7.2 which shows the reduction of the number of iterations $t - \bar{N}$.

### 7.1.3 Multi Speed Chien Search

In [82] this concept of a mixed serial/parallel implementation was only applied to the BMA. However, this approach can also be applied to the following decoding step, i.e. the Chien search [12].

Chien search evaluates the error-location polynomial and determines its roots. The state-of-the-art implementation is similar to the syndrome calculation using the Horner’s rule. Likewise, the correction of the bit errors is applied byte- or word-wise. In a parallel Chien search,
the errors for \( m \) positions can be checked in one cycle. Therefore the hardware has to evaluate \( m \) times

\[
\sigma(\alpha^{-l}) = \sum_{i=0}^{t} \sigma_i \alpha^{-li}
\]  

(7.7)

This needs \( tm \) multiplications and \( (t + 1)m \) additions, where \( t \) is the error correction capability of the code. Here, a Chien search is proposed that uses two different parallelization degrees. A faster Chien search is used if the detected number of errors is less or equal \( t_1 \). This fast search calculates positions in parallel. Moreover, a slower calculation with error capability \( t \) and with parallelization degree \( m < m_1 \) is used if the number of errors is greater than \( t_1 \).

We illustrate this concept with a simple example with \( t = 4 \) and \( t_1 = 2 \). For instance, for a parallel implementation with parallelization degree \( m_1 = 4 \) the evaluation of

\[
\sigma(\alpha^0), \sigma(\alpha^{-1}), \sigma(\alpha^{-2}), \sigma(\alpha^{-3})
\]

has to be realized in hardware. For the next iteration, the coefficients of the error-location polynomial are multiplied by powers of \( \alpha^{-4} \), which results in the new polynomial

\[\tilde{\sigma}(x) = \sigma_0 + \sigma_1 \alpha^{-4} x + \sigma_2 \alpha^{-8} x^2.\]

(7.8)

This polynomial is used as an error-location polynomial in the next iteration. Therefore, in the second iteration \( \sigma(\alpha^{-4}), \sigma(\alpha^{-5}), \sigma(\alpha^{-6}), \sigma(\alpha^{-7}) \) are evaluated. In slow mode with parallelization \( m \) degree, only two are evaluated. The basic concept is illustrated in Figure 7.3. The modification of the error-location polynomial for the next iteration is implemented for \( m_1 = 4 \). Hence the mode for \( m = 2 \) evaluates only one half of all possible positions. This is resolved by running the Chien search twice: First, with the initial error-location polynomial. In the second run with a modified error-location polynomial, where all coefficients are multiplied with powers of \( \alpha^{-2} \)

\[\tilde{\sigma}(x) = \sigma_0 + \sigma_1 \alpha^{-2} x + \sigma_2 \alpha^{-4} x^2 + \sigma_3 \alpha^{-6} x^3 + \sigma_4 \alpha^{-8} x^4\]

(7.9)

Therefore, the Chien search for \( m = 2 \) requires twice the number of iterations. Alternatively, a mode selection for the modification of the error-location polynomial can be implemented by multiplexing the required powers of \( \alpha^{-m_1} \) or \( \alpha^{-m} \), respectively. Note that in this example the multiplications with \( \alpha^{-3} \) and \( \alpha^{-4} \) are used in both modes, but with different coefficients of the error-location polynomial. In order to utilize the corresponding multipliers in both modes, the coefficients can be selected by using multiplexers. The mode selection and the multiplexing of the coefficients are also illustrated in Figure 7.3.

Because the number of errors is already estimated by the BMA, the decoder can select the fast or slow Chien search based on the degree of the error-location polynomial. This mode selection is indicated in Figure 7.1. Therefore, the number of cycles depends on the actual number of errors. The Chien search requires \( \frac{n}{m_1} \) iterations in fast mode and \( \frac{n}{m} \) iterations in slow mode. Thus, we obtain the average number of iterations for the Chien search as

\[
N = \frac{(1 - p(t_1, \varepsilon))n}{m_1} + \frac{p(t_1, \varepsilon)n}{m}.
\]

(7.10)

Here \( \varepsilon \) denotes the bit error probability of the channel and \( p(t_1, \varepsilon) \) the conditional probability that the number of errors is greater than given that at least one error occurred. This conditional probability can be approximated by Formula 7.6 [82].
7.1.4 Overall Considerations

The average number of iterations for both decoding steps (BMA and Chien search) is therefore

\[
N = \left\lceil \frac{t + t_1}{2} \right\rceil + \frac{n}{m_1} + p(t_1, \varepsilon)(t^2 + \frac{n}{m} - \frac{n}{m_1}) \quad (7.11)
\]

for binary BCH codes and

\[
N = t + t_1 + \frac{n}{m_1} + p(t_1, \varepsilon)(2t^2 + \frac{n}{m} - \frac{n}{m_1}) \quad (7.12)
\]

for non-binary codes (cf. [82] for the average number of iterations for the BMA).

In order to illustrate the performance of the new approach we consider a typical example of error correction in flash memories. To provide a sector size of 1 Kbyte, a code dimension of \( k = 8288 \) bits is required which includes the data bits plus some additional bits used by the flash controller. The error correction should ensure a \( FER \) less than \( 10^{-16} \). Three different BCH codes with different error correction capabilities are considered. The parameters of the codes are summarized in Table 7.1.

Because the crossover probability of flash memories deteriorates with increasing number of read/write cycles, we consider the maximum tolerable crossover probability. In Table 7.1 the value \( p_t \) denotes the maximum crossover probability so that the \( FER \) is less than \( 10^{-16} \) for a given error correction capability.

The value \( t_{1, \text{opt}} \) is the value of \( t_1 \) that achieves an average number of iterations similar to the number of iterations required by a fully parallel BMA implementation and an eight-bit-parallel
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Chien search. This value is calculated for the maximum crossover probability \( p_t \). Moreover, Table 7.1 provides the number of multipliers for a fully eight-bit-parallel Chien search as well as for the combined Chien search with \( m_1 = 8 \) and \( m = 4 \). Table 7.1 demonstrates that a reduction of the number of multipliers in the range of 30\% - 40\% is possible without deterioration of the average decoding time.

However, the number of gates required to realize a multiplier varies. Hence, the number of multipliers allows only a rough estimation of the actual area reduction. Therefore, the whole design was implemented with Verilog HDL and verified on a Xilinx Virtex4 (xc4vlx200) FPGA. For this target a 22 bit parallel BMA requires 11069 LUTs while the serial implementation for 48 bits only requires 3462 LUT. Overall, 14531 LUT are required to implement the mixed serial/parallel BMA for 48 bit errors, whereas an implementation of the parallel BMA for 48 bit errors requires 29655 LUT. Similarly, for the Chien search the number of LUTs is reduced from 29293 to 21831 (cf. Table 7.1). Hence, with the proposed implementation the number of look-up tables is reduced by 38\% without any reduction of the average throughput compared with a fully parallel implementation.

### 7.2 GF Optimization

Hardware implementations of finite fields are explained in [18]. It can be distinguished between serial multipliers using a single LFSR and parallel multipliers. This enables a variable scaling between area and time complexity. The focus in this work is on parallel multipliers. Later in this section, the impact of the complexity is discussed dependent on the primitive polynomial. Finally, the improvement is demonstrated based on a BCH code using variable GF multipliers to enable configurable block length.

As already described in Chapter 3, an extension field is generated by a primitive polynomial \( p(x) \). Based on this, valid operations, which meet the conditions of a field, like addition and multiplication can be implemented using boolean algebra. Remember, addition is realized using a bitwise XOR-logic. On the other hand, a GF multiplication can be expressed as a circular bitwise convolution with additional modulo operation over the primitive polynomial \( p(x) \).

First, we discuss the properties of primitive polynomials with respect to their weight distribution. The weight of a polynomial is defined as the number of all coefficients unequal to zero.
For all possible primitive polynomials, the GF has the property that all appearances of zeros and ones in the coefficients $\alpha^i$ for $i \in 0\ldots2^m-1$ is equal and thus its mean density converge to 0.5. However, if the distribution up to a value $i$ is considered much smaller than $2^m-1$, then there exist a major difference in the mean density between different primitive polynomials. In Figure 7.4 the mean density distribution for different primitive polynomials of degree 14 is shown. The first $m$ GF elements have a mean density of $\frac{1}{14}$. After the 14-th element is a variance between different primitive polynomials. In Figure 7.4 a reduced selection of those primitive polynomials is shown.

Primitive polynomials $p(x)$ determine the partial products in the reduction stage. A coefficient unequal to zero means an addition, which is implemented as a XOR-logic element. However, the primitive polynomial also describes the coefficients used in constant values.

Figure 7.5 shows the schematic of a GF multiplier. The interface comprises two inputs, the multiplicands $a(x)$ and $b(x)$, and one output, the product $y(x)$. Internally the multiplier can be divided into two parts. The multiplication stage that can be understood as a circular convolution of $z(x) = a(x)b(x)$ and the reduction stage $y(x) = z(x) \mod p(x)$.

As can be seen in the Verilog listing 7.1, the multiplication stage comprises element wise multiplication of $a_n$ and $b_m$ using a logical AND. The partial product results are added together using the logical XOR. Finally the reduction stage is applied.
Fig. 7.5: GF multiplier scheme

Listing 7.1: degree 4 GF multiplier in Verilog

```verilog
module multiply_m4(y, a, b);
  input [3:0] a, b;
  output [3:0] y;
  reg [3:0] y;

  wire Z0, Z1, Z2, A3, Z4, Z5, Z6;

  /* multiplication stage */
  assign Z0 = (a[0]&b[0]);
  assign Z1 = (a[0]&b[1]) ^ (a[1]&b[0]);
  assign Z2 = (a[0]&b[2]) ^ (a[1]&b[1]) ^ (a[2]&b[0]);
  assign Z3 = (a[0]&b[3]) ^ (a[1]&b[2]) ^ (a[2]&b[1]) ^ (a[3]&b[0]);
  assign Z4 = (a[1]&b[3]) ^ (a[2]&b[2]) ^ (a[3]&b[1]);
  assign Z5 = (a[2]&b[3]) ^ (a[3]&b[2]);
  assign Z6 = (a[3]&b[3]);

  /* reduction stage */
  always@(Z0 or Z1 or Z2 or Z3 or Z4 or Z5 or Z6)
  begin
    y[0] = Z0 ^ Z4;
    y[1] = Z1 ^ Z4 ^ Z5;
    y[2] = Z2 ^ Z5 ^ Z6;
    y[3] = Z3 ^ Z6;
  end
endmodule
```

Multiplier with a variable input $a(x)$ and a constant input $b(x)$ undergo an optimization in the multiplication stage. There are two possible reductions, which can be explained using boolean algebra. Assume, $b[y_0]$ is a coefficient equal 1, then $a[x_i] \land b[y_0] = a[x_i] \land 1 = a[x_i]$
thus a logical AND is diminished. If the coefficient \( b[n_0] \) is a 0 then the output of the product is \( a[x_i] \land b[y_0] = a[x_i] \land 0 = 0 \). Thus the product and the summation is removed. In the listing four products of \( a[x_i] \land b[y_0] \) can be seen. This means that each of these influences is effected \( m \) times in a GF multiplier.

In the reduction stage are \( m \cdot 2 - 1 \) additions of the partial products of \( z_i \cdot \alpha^i \) for \( i \in 0 \ldots m \cdot 2 - 1 \). This means that the complexity depends on the weight of all coefficients \( \alpha^i \) for \( i \in 1 \ldots 2m - 1 \).

Up to now only GF multipliers are considered that provide a fixed primitive polynomial. In the application there exists also the demand on variable block sizes. This can be achieved by using multi mode GF multipliers that can switch between different predefined primitive polynomials with different degree \( m \). The advantage of combining the multiplier implementation is, that the multiplication stage can be reused. Only the reduction stage has to be extended by a second modulo operation. In the case of a constant multiplier, the coefficients are multiplexed. At each coefficient degree where the constant value is the same, the reduction rules as described are persistent. In the case of a difference in the coefficient value, logic elements cannot be reduced. Based on this metric extension a primitive polynomial pair can be searched.

In order to discuss the potential of this optimization approach a combined BCH code is considered. The implementation can correct up to 96-bit errors in a 1-kByte block size using a \( GF(2^{14}) \) and up to 80-bit errors in 2-kByte block size using a \( GF(2^{15}) \). Three cases are examined to describe its influence in the implementation complexity.

Best primitive polynomial pair:
\[
p_{14}(x) = x^{14} + x^{11} + x^{10} + x^9 + x^6 + x^5 + x^3 + x^1 + 1 \]
\[
p_{15}(x) = x^{15} + x^{14} + 1 \quad (7.13)
\]

Standard MATLAB primitive polynomial pair:
\[
p_{14}(x) = x^{14} + x^{10} + x^6 + x + 1 \]
\[
p_{15}(x) = x^{15} + x + 1 \quad (7.14)
\]

Worst primitive polynomial pair:
\[
p_{14}(x) = x^{14} + x^{12} + x^8 + x^7 + x^4 + x^3 + 1 \]
\[
p_{15}(x) = x^{15} + x + 1 \quad (7.15)
\]

Based on these primitive polynomials, the implementation complexity in the unit of LUTs for the described BCH decoder is listed in Table 7.2. For the implementation Protocompiler and the HAPS-DX evaluation board with a Virtex-7 FPGA was used.

<table>
<thead>
<tr>
<th></th>
<th>Syndrom</th>
<th>BMA</th>
<th>Chien</th>
<th>Sum</th>
</tr>
</thead>
<tbody>
<tr>
<td>best</td>
<td>14674</td>
<td>14079</td>
<td>44779</td>
<td>73532</td>
</tr>
<tr>
<td>MATLAB</td>
<td>15171</td>
<td>13982</td>
<td>48296</td>
<td>77449</td>
</tr>
<tr>
<td>worst</td>
<td>17576</td>
<td>14218</td>
<td>59904</td>
<td>91698</td>
</tr>
</tbody>
</table>

Tab. 7.2: Virtex7 Synthesis LUTs results

As can be seen from this table, the complexity reduction between the best and the worst primitive polynomial pair is about 19.7% for the overall decoder system. The syndrome calculation comprise constant multipliers and has a gain of 17.6% between the best and the
worst primitive polynomial pair. A lower gain can be seen in the BMA because it consists only of full multipliers where takes only an effect in the modulo stage. It can be seen from Table 7.2 that the Chien search has the largest number of constant multipliers, with a gain of 26.5%.

7.3 Summary

This chapter described the improvements for a state-of-the-art flash controller BCH decoder. In Section 7.1 a combination of a mixed parallel and serial BMA and a multi speed Chien search was discussed. Its goal was to handle a trade-off between implementation size and throughput that depends on the RBER. It was shown how an optimal ratio between parallel and serial calculation is determined. We have also shown the area reduction of 38% for an exemplar 48 error-correcting BCH FPGA implementation.

In Section 7.2 the optimization of the GF arithmetic was discussed. The primitive polynomial has an impact on the necessary logic in constant and full multipliers. By means of an example, it was shown that an FPGA synthesis area results between the best and worst case scenario makes a difference of 19.7%.

These optimizations are applicable in the GCC. The BMA of the inner GCC code is a candidate of a mixed parallel and serial implementation. At least one error is occurring relatively often. The highest level of the nested BCH code then determines the \( t_1 \) of the parallel BMA. E.g. \( t_{b,L-1} = 13 \) then \( t_1 = 7 \) is able to correct all single errors in the later described pipelined BMA. If more errors occur in a column, then the pipeline is stopped and the remaining degrees of the error-location polynomial are calculated in a serial BMA implementation.

Because the component codes rely on the GF arithmetic, the GF optimization also affects the size of the overall GCC implementation.
Chapter 8
Implementation of GCC with Hardinformation

In this chapter, the focus is placed on the hardware implementation of the proposed pipelined GCC decoder from Chapter 4. Chapter 7 was a starting point for the implementation of the component BCH codes and in parts of the RS codes. The main difference for the GCC inner BCH codes are the error correction capability, the bit width of the syndrome, Chien search, and the pipelined BMA. Moreover, the outer RS codes need a key equation solver that considers erasures and calculates an additional error-value polynomial. We also describe the GCC encoder whose BCH encoder model is similarly used in the re-imageing and re-encoding step of the decoder. In Section 8.1 we describe a realization of the decoding scheme from Figure 8.1 in hardware. Beside the question of the logic complexity, the requirements for buffers are investigated in Section 8.2. In Section 8.3 a comparison between a state-of-the-art BCH code and the GCC is presented. Finally, in Section 8.4 an outlook of improvements that require further investigations is provided.

The novelties in this chapter are:

- A GCC hardware design for hard information decoding and
- its analysis regarding throughput and area consumption.

Parts of this chapter are published in [88, 91, 92, 99].

8.1 GCC Data Matrix and Pipelined Decoder

In this section, we draw a hardware design of the GCC decoder that is refined step-by-step. Figure 8.1 shows the decoding scheme which serves as implementation guideline. In this figure repeating tasks for the levels can be identified which differ in the code distance parameter. Thus, a received codeword is processed several times by the same decoder modules that are configurable. From this starting point we develop a decoder architecture. In order to achieve a high throughput, a pipelined approach is developed.

Due to the small $GF$ alphabet and the small error correction capability of the BCH codes, the implementation allows an efficient pipelining structure as proposed in Figure 8.1. Except the BMA algorithm for the outer RS codes all decoding components are arranged in a pipelining structure. We explain Figure 8.1 from left to the right.

In order to store the received word the decoder has a data matrix buffer which is implemented as a shift register. This shift register has $n_a + D_{BCH}$ columns where each column is
Fig. 8.1: Implementation Scheme of a Pipelined GCC Decoder. Reproduced by permission of the Institution of Engineering & Technology [92]
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<table>
<thead>
<tr>
<th>components</th>
<th>cycles</th>
</tr>
</thead>
<tbody>
<tr>
<td>BCH syndrome calc.</td>
<td>1</td>
</tr>
<tr>
<td>BCH iBMA</td>
<td>( t_b, L-1 )</td>
</tr>
<tr>
<td>BCH Chien search</td>
<td>1</td>
</tr>
<tr>
<td>BCH re-image</td>
<td>( L - l ), (1)</td>
</tr>
<tr>
<td>RS syndrome</td>
<td>1</td>
</tr>
</tbody>
</table>

Tab. 8.1: First pipeline latencies

\( n_b \) bits wide. The parameter \( D_{BCH} \) is the delay caused by the syndrome calculation and the BMA. This value depends on the error-correcting capability of the code. We choose a constant value for \( D_{BCH} \), i.e. the delay is determined by the maximum error-correcting capability of the BCH codes. \( n_a \times n_b \) bits are required to store the entire codeword. The additional \( D_{BCH} \) columns have a delay function to keep the data synchronized with the decoding process to prevent additional alignment cycles.

In the first iteration the switch \( sw1 \) connects the decoder with the input line and the data is loaded column-wise. Each new input column is fed into the buffer and the BCH decoder. In every pipeline cycle the data matrix buffer is shifted one column to the right. The data matrix buffer loads the columns into the leftmost column and all columns are right shifted until the rightmost column \( (n_a + D_{BCH}) \). The second branch leads into the decoder. Table 8.1 lists the decoder components and the cycle times in the same order as they are used in the first part of the pipeline. The re-image component in this first example uses a register in every level and thus it has a latency of \( L - l \) cycles. The re-image can also be implemented using only combinatorial logic.

### 8.1.1 BCH Decoding

First, the BCH syndrome calculation is applied calculating all \( S_i, i = 0, \ldots, 2t-1 \) syndromes in one cycle. The result is forwarded to the inversionless Berlekamp-Massey algorithm (iBMA). We follow the notation of [35] for the description of the BMA.

The iBMA is a sequential algorithm, where the error-location polynomial is updated within \( t \) iterations. In order to speed up the decoding process, we use a pipelined implementation, i.e. we use an instance of the algorithm for each iteration. In the \( j \)-th instance, the iBMA first calculates the discrepancy \( \Delta \) according to

\[
\Delta_j = \sum_{i=0}^{M^{(j-1)}} \sigma^{(j-1)}_i S_{2j-i-1}. \tag{8.1}
\]

\( M^{(j-1)} \) is the degree of the error-location polynomial \( \sigma^{(j-1)}(x) \) in instance \( j - 1 \). Next the iBMA checks whether the error-location polynomial has to be increased

\[
\delta = \begin{cases} 
1 & , \Delta_j \neq 0 \text{ and } 2M^{(j-1)} \leq j - 1 \\
0 & , \text{otherwise}.
\end{cases} \tag{8.2}
\]
Finally, the iBMA updates $\sigma^{(j-1)}(x)$ according to

$$
\begin{bmatrix}
\sigma^{(j)}(x) \\
\nu^{(j)}(x)
\end{bmatrix} =
\begin{bmatrix}
\theta^{(j-1)} & -\Delta_j x \\
\delta & (1 - \delta)x
\end{bmatrix} 
\begin{bmatrix}
\sigma^{(j-1)}(x) \\
\nu^{(j-1)}(x)
\end{bmatrix}
$$

$$
\theta^{(j)} = \delta \Delta_j + (1 - \delta) \theta^{(j-1)} \quad \text{and} \\
M^{(j)} = \delta(k - M^{(j-1)}) + (1 - \delta)M^{(j-1)}.
$$

(8.3)

Here, $\nu^{(j)}(x)$ is a supporting polynomial that is required for the update of the error-location polynomial. The variable $\theta^{(j)}$ controls the multiplication to avoid inversions.

From these equations follows that the number of multiplications for the discrepancy and the update of $\sigma(x)$ and $\nu(x)$ are growing with the degree $M^{(j)}$ of $\sigma(x)$. Hence, the first stages require fewer finite field multipliers. Moreover, the iBMA has to be configurable to solve the key equation for all possible error-correcting capabilities of the inner codes.

In the next pipeline step, the Chien search checks all roots for each error position in parallel. The evaluation of the error-location polynomial is implemented to solve all multiplications and additions in one cycle. In the same cycle the column codeword is corrected by loading the column $D_{BCH}$ and flipping the bits at the detected error positions. The corrected column codeword is then fed into the BCH re-imaging stages.

The iBMA using the update rule in Eq. (8.3) does not change for even syndrome value due to their linear dependencies. Thus the update rule can be modified such that it takes the even $2i$ and odd $2i + 1$ syndrome values into account

$$
\begin{bmatrix}
\sigma^{(j)}(x) \\
\nu^{(j)}(x)
\end{bmatrix} =
\begin{bmatrix}
(1 - \delta)\theta^{2(j-1)} + \delta \Delta_j \theta^{(j-1)} & -\delta \Delta_j^2 \nu^{(j-1)}(x) \\
\delta x & (1 - \delta)x^2
\end{bmatrix} 
\begin{bmatrix}
\sigma^{(j-1)}(x) \\
\nu^{(j-1)}(x)
\end{bmatrix}
$$

$$
\theta^{(j)} = (1 - \delta)\theta^{(j-1)} + \delta \Delta_j \theta^{(j-1)} \\
L^{(j)} = (1 - \delta)L^{(j-1)} + \delta(k - L^{(j-1)}).
$$

(8.4)

Using Eq. (8.4), the intermediate steps need no registers and thus this solution is smaller and needs half the number of cycles as Eq. (8.3)

### 8.1.2 Re-imaging

The re-imaging process is the inverse mapping of the encoding of a column codeword which is depicted in Figure 4.6. Each re-image stage comprises a direct encoder implementation for the corresponding inner code. Hence, the re-imaging stage is equivalent to the encoding of the inner codes in the GCC encoder. In each clock cycle the codeword is inferred for one level until the desired level is reached. Figure 8.2 shows how the pipelined encoders are implemented in a cascaded form, where the information $a_{j,i}$ of level $i$ is first encoded and then the parity $p_{j,i}$ is subtracted from the column codeword.

After a latency of $L - l$ cycles, which is caused by the re-imaging process, the current RS codeword row $i$ is selected by a de-multiplexer. Subsequently, the RS symbol $a_{j,i}$ is stored in the RS buffer, which stores an entire outer codeword $a_i$. The symbol $a_{j,i}$ is loaded into the next cycle of the RS syndrome calculator.
8.1.3 RS decoding

The syndrome for the RS code is calculated using Horner’s rule

\[ S_i(\alpha^i) = (\ldots (r_n \alpha^i + r_{n-1}) \alpha^i + r_{n-2}) + \ldots \alpha^i + r_0. \] (8.5)

This has three advantages:

- The RS codeword is arriving symbol-wise and the syndroms can be calculated symbol-wise.
- The RS codeword is read in reverse order which simplifies the Chien search and the Forney algorithm.
- Horner’s method only needs a single multiplier and a single adder per syndrome value.
- The Horner’s method can also be partially parallelized such that \( n \) symbols can be calculated at once (see Equation 7.2).

Once the last column has reached the RS syndrome calculation, the pipeline is paused and the RiBMA [57] starts to calculate the error-location polynomial \( \sigma(x) \) and error-value polynomial \( \Omega(x) \) of the outer RS code based on the RS syndrome values. The RiBMA needs \( 6t \) cycles. When \( \sigma(x) \) and \( \Omega(x) \) are ready the second part of the pipeline can be started. First the RS Chien search is loaded with \( \sigma(x) \) and checks one location per cycle. Because the Forney algorithm needs the derivative \( \sigma'(x) \), which can be retrieved from the Chien search, it starts with one cycle delay with respect to the Chien search. If the Chien search has found an error position, the error value is calculated by the Forney algorithm. This value is then applied synchronously to the output of the RS buffer.

After decoding the RS codeword, the information symbols can be shifted to the output. Furthermore, the corrected outer code symbols are re-encoded with the inner code of the actual level and subtracted synchronously from the GCC data matrix buffer. In the next iteration, the switch \( sw1 \) is switched to the feedback line and the result is fed back into the GCC data matrix buffer and the BCH decoder pipeline which continues with the decoding process.

Except for the RiBMA all components of the RS decoder have one clock cycle latency. The total number of cycles can be calculated based on the cycle latency from Table 8.1 as well as Equations (8.6), (8.7), and (8.8). The number \( N_{pipeline} \) of pipeline cycles comprises five cycles for the decoder operations that occur in each iteration and the entire number of columns which are processed in each iteration. This is followed by the iBMA which depends
on the error correction capability of the inner code. Additionally, the pipeline has \( \frac{(L-1)L}{2} \) BCH re-image and \( L - 1 \) BCH re-encoding cycles.

\[
N_{\text{pipeline}} = (5 + n_a)L + 2 \sum_{i=0}^{L-1} t_{b,i} + \frac{(L-1)L}{2} + L - 1 \tag{8.6}
\]

The RiBMA depends on the error correction capability of the outer code.

\[
N_{\text{RiBMA}} = 6 \sum_{i=0}^{L-1} t_{a,i} \tag{8.7}
\]

The total number of cycles is

\[
N_{\text{total}} = N_{\text{pipeline}} + N_{\text{RiBMA}} \tag{8.8}
\]

The pipeline can be instantiated multiple times. Accordingly, the implementation can be either optimized in speed or in the cell area. The RiBMA can furthermore be optimized with its pipelined version pRiBMA [57] that needs only 3\( t \) cycles. In [72], several approaches are investigated. A good choice for error and erasure RS decoder is the universal parallel inversionless Blahut algorithm (UPIBA). It considers erasures and inherently computes the error-value polynomial \( \hat{\Omega}(x) \).

### 8.1.4 Hardware Architecture

Figure 8.3 shows the hard-decoder module. It comprises two inner decoder modules and one outer decoder module. The inner decoder modules are loaded in an alternating sequence at one cycle. \( b_0 \) comprises all columns with an odd index and \( b_1 \) of all columns with an even index. The interaction between the inner decoders and the outer decoder comprises a feedback loop, where the inner decoders estimate RS code symbols \( a_{j,l} \) and receive the corrected symbols \( \hat{a}_{j,l} \) for each level. Because we use the parity-check code, the inner code can detect errors. This erasure information \( \text{era} \) is passed to the outer decoder.

While the input \( b \) is read column-wise, the output \( \hat{a} \) is processed row-wise. This means, that \( m \) bits of a column are written per cycle. In each level the column grows by \( m \) bits until \( k_b^{(0)} \) bits are reached. As we use two instances of the inner decoder, we can process two symbols per cycle and thus can fill up two different columns per cycle.

The reassembling comprises \( \theta_b \) buffers, that also can be implemented as a double buffer to reduce latency. For ASIC memories exists the possibility with the bit write enable (BWE) lines to write only dedicated bits within a memory word of width \( k_b^{(0)} \). This mechanism does not exist in FPGA block memory models but can be solved by using \( L \cdot \theta_b \) parallel memories with a width of \( m \) and depth of \( \lceil \frac{n_a}{\theta_b} \rceil \). In most cases a bit width conversion from \( n_b \) for \( b \) respectively \( k_b^{(0)} \) for \( \hat{a} \) to some power of 2 has to be applied.

The inner decoder is shown in Figure 8.4. This module comprises all parts necessary for decoding BCH codes and for the re-encoding that provides the interface between the BCH and RS codes. In the first level, all columns from the input \( b^{(0)} \) are loaded through the demultiplexer into the GCC buffer and the decoding unit that comprises syndrome calculation, BMA and Chien search. The GCC buffer is a static random-access memory (SRAM) arrangement such that parallel access is enabled [92]. If a resulting error vector is available, the
corresponding erroneous column is loaded from the GCC buffer and the correction is applied. The result is re-imaged regarding the current level and the outer code symbol $a_{j,l}$ is extracted. In the levels $i > 0$ the resulting outer codeword symbol $\hat{a}_{j,l}$ of the previous level is re-encoded to BCH codeword and subtracted from the corresponding column of the GCC buffer. The resulting column is used in the next decoding stage. All of the elements of the inner decoder are arranged in a pipelined structure such that one column can be decoded per cycle. All necessary syndrome values are calculated per cycle. The pipelined BMA needs $t_{b,l}$ cycles to calculate the error-locator polynomial, where $t_{b,l}$ is the error-correcting capability of the inner code in level $i$. Similar to the syndrome calculation the Chien search determines all error positions within one cycle. Moreover, the numbers of estimated error is determined for failure detection. This failure detection is needed for erasure decoding of the RS codes.

If the soft-decoding mode is activated, the inner decoder receives already corrected columns from the first soft-decoding stage. These columns are stored in the GCC buffer and re-imaged for the outer decoder. In the subsequent levels the columns are passed to the soft-decoder module if the syndrome is non-zero. The resulting column codeword is inserted to the re-image stage.

Because the inner codes are binary BCH codes, the even syndrome values are linear dependent on the odd ones. Thus, the inner syndrome calculation module only calculates all odd syndromes and the zero syndrome and needs $t + 1$ multipliers, where $t$ is the largest error-correcting capability of the inner codes. The calculation of all necessary even syndrome values is shifted into the pipelined BMA where $t$ additional multipliers are needed. This shifting saves registers that would be needed to store the syndrome values. The inner Chien search evaluates the error-location polynomial $\sigma_{d}(x)$ and checks all possible roots in parallel in a single cycle. The re-image and re-encoding modules are similar and deliver their result in one cycle. In the re-encoding stage, $\hat{a}^{(l)}$ is re-encoded with $B^{(l)}$.

The implementation of the outer decoder is an RS decoder unit with erasure decoding capability. Thus this module comprises the RS symbol input that expects $\theta_{b}$ symbols per cycle. Like the inner decoder, these symbols are passed to an RS buffer and the syndrome calculation that calculates all syndrome values. Similar to the encoder, the syndrome calculation is usually implemented using an LFSR [66, 54, 35]. While the pipeline is running, erasure signals $era$
can occur. A column position \( j \) that contains an erasure is stored as \( \alpha^{(2^m-n_a+j)} \) for each inner decoder instance in a separate stack, where \( \alpha \) is the primitive element of \( GF(2^m) \).

Based on the syndrome values and the erasure values, the error-locator polynomial \( \sigma_a(x) \) and complementary error-value polynomial \( \hat{\Omega}_a(x) \) are calculated with the so-called Blahut algorithm \[72\]. In particular, we used the UPIBA that calculates \( \sigma_a(x) \) and \( \hat{\Omega}_a(x) \) in two iterations and decreases the number of GF multipliers. As we use shortened outer codes, \( \sigma_a(x) \) and \( \hat{\Omega}_a(x) \) have to be adjusted such that the Forney and Chien search start with the correct position. This is achieved by an additional cycle in the UPIBA when \( \sigma_a(x) \) and \( \hat{\Omega}_a(x) \) are determined, respectively.

Once \( \sigma_a(x) \) and \( \hat{\Omega}_a(x) \) are available, the pipeline process can continue by correcting the RS code. In parallel the Chien search checks and counts the error positions whereas the Forney module calculates the error magnitude. A high-speed implementation of this processing is described in \[39\].

A non-pipelined GF multiplier is sufficiently fast, whereby fewer registers are needed. In the outer decoder module, the GF multipliers of the Chien search, Forney and UPIBA are identical but not used at the same time. Because the UPIBA is idle while the Forney and Chien search are processing and vice versa, these multipliers are shared between these modules by using multiplexers. This is efficient because the Forney algorithm needs \( 2t+1 \) and the Chien search \( 2t \) multipliers which corresponds well with the \( 4t+2 \) multipliers that are needed in the UPIBA module \[72\].

A special requirement for the RS buffer is that it loads new values while it is unloading the symbols for the last level. This is implemented using a dual-port static random-access memory (DP-SRAM). The gap between the read and write process corresponds to the pipeline latency.

---

**Fig. 8.4:** Data flow of the inner decoder module. Reproduced by permission of the Institution of Engineering & Technology [101]
8.2. CODEWORD BUFFER

The encoder performs two tasks: First each row is encoded with the desired RS code then each column is encoded with the nested BCH code. At the beginning the data is loaded into the RS encoder and simultaneously into the correct row of the GCC data matrix. Typically, the encoder is implemented as an LFSR where the coefficients of \( g(x) \) represent the taps of the feedback [44, 66, 54, 35]. Because the GCC consists of several RS codes, it comprises multiple LFSR instances. When finally a row is encoded the multiplexer switches to the next row. If all rows are encoded the GCC data matrix can be read column-wise while each column is encoded with the nested BCH code. Instead of using an LFSR the BCH encoders uses a direct full-parallel parity calculation.

8.2 Codeword Buffer

In this section, we describe an improvement of the GCC codeword buffer that was previously described by a shift register which has major impact on the die area of the ASIC implementation. We first address the problem that comes from the flip-flop circuit shown in Figure 8.1. We show different solutions that can be made more efficient with SRAM modules. The most efficient implementation will be described in further detail. Synthesis results can be found in Section 8.3.

Above a certain size, a register cell requires more area as a memory cell in an SRAM. The requirements for the access of the GCC buffer are:

- column-wise access
- incremental addressing
- two read and one write access with constant column distances

We consider several SRAM constellations with different access mechanisms. There exists single-port static random-access memories (SP-SRAMs) where in each cycle only one single
word can be either read or written. By contrast, DP-SRAMs can access read and write multiple words from or to the SRAM.

Single SP-SRAM A single-port SRAM for the GCC buffer requires a data width of \( n_b \) bits. Its length is \( n_a \) rows. The column positions of the GCC codeword are static with its addressing. This solution is the simplest and smallest. Its disadvantage is that this method requires three independent memory accesses that have to be made in three different clock cycles to serve one pipeline cycle. As the pipeline decoder logic can be clocked with the same frequency as the SRAM this clocking would lead to a performance degradation.

Single DP-SRAM A single dual port SRAM is slightly larger as an SP-SRAM but smaller than shift registers. The columns of the GCC codeword are still static with respect to their physical memory addresses. The three accesses that are needed can be divided in two cycles. For example, one write access in the first cycle and two read accesses in the second cycle. The number of access cycles can be reduced from three down to two cycles with this solution.

Two DP-SRAM A third solution is to divide the shift register into two DP-SRAM. The shift register is split at the column \( D_{BCH} \). Each part of the shift register is then replaced by a DP-SRAM.

In this scenario the functionality is reproduced by two ring buffers. The columns of the GCC codeword are first loaded into the first ring buffer. The tail of this ring buffer is read out and stored in the second ring buffer. Additionally, this column is forwarded into the correction part after the BCH Chien search. The corrected column is fed into the RS syndrome calculation module. When the second part of the pipeline becomes active, the columns are subtracted from the GCC codeword, which are available at the tail of the second ring buffer. The result is inserted into the first ring buffer and the BCH syndrome calculation.

This solution enables each access to be made in the same clock cycle. The disadvantage is that more area is needed than with the SP-SRAM solution.

Three SP-SRAM The solution with three SP-SRAM is investigated in further detail. It uses three SP-SRAM that are simultaneously accessed for reading and writing of the three pipeline access points in a circular scheme. Likewise, the columns of the GCC codeword are distributed in this circular scheme. The mapping between the column number \( j \) and the physical memory page access can be described in the following modulo function.

\[
SRAM_{id} = j \% 3 \tag{8.9}
\]

The mapping from the column number into the SRAM address can be undertaken by:

\[
SRAM_{address} = \frac{j_{current}}{3} \tag{8.10}
\]
8.3 Comparison

The GCC construction is well known in the coding theory community. However, to the best of our knowledge there are no published hardware architectures of GCC encoders and decoders. Therefore, we compare the GCC decoder implementation with a long BCH decoder that has comparable error correction performance.
Fig. 8.7: SRAM access control. Reproduced by permission of the Institution of Engineering & Technology [92]
### 8.3. COMPARISON

<table>
<thead>
<tr>
<th>Module</th>
<th>Slacktime (ns)</th>
</tr>
</thead>
<tbody>
<tr>
<td>BCH syndrome</td>
<td>4.66</td>
</tr>
<tr>
<td>BCH iBMA</td>
<td>6.20</td>
</tr>
<tr>
<td>BCH Chien search</td>
<td>8.80</td>
</tr>
<tr>
<td>BCH re-image</td>
<td>8.67</td>
</tr>
<tr>
<td>RS syndrome</td>
<td>7.87</td>
</tr>
<tr>
<td>RS Chien search</td>
<td>7.39</td>
</tr>
<tr>
<td>RS Forney alg.</td>
<td>4.52</td>
</tr>
<tr>
<td>RS RiBMA</td>
<td>5.26</td>
</tr>
</tbody>
</table>

Tab. 8.2: Slack time @100 MHz

The first example is an implementation of the proposed GCC code. First we describe the code parameters which meet the constraints of FER and BER. Subsequently, we present cell area size and clock frequency measurements. In the second example, a long BCH code is presented, where we explain the code parameters and offer a brief overview of the decoder implementation. Both decoders are implemented in Verilog and are synthesized with the Design Compiler from Synopsys using a 40nm technology with high density standard cells (HVT + SVT).

**Example 16.** For the BCH code we use a 1-kByte information sector. The target FER of $10^{-16}$ at $\varepsilon = 3.8 \cdot 10^{-3}$ requires a 96-bit-error-correcting BCH code. The long BCH code has the parameters $A(2^{14}; 9609, 8280, t = 96)$. The implementation was synthesized with the same tool as in Example 4. In order to build a codeword with $n = 9609$ we need a Galois field $GF(2^m)$ with $m = 14$. This is a disadvantage as the complexity of a multiplier is $O(m^2)$ [18]. The implementation is based on a mixed serial/parallel implementation as proposed in [83].

The smaller Galois fields used in the GCC lead to a much smaller and faster implementation compared to the BCH decoder with an arithmetic in $GF(2^{14})$. The BCH decoder achieves a clock frequency of 100 MHz. Table 8.2 shows the slack times for each module of the GCC decoder. The first seven modules are the pipeline. The pipeline modules and the RS RiBMA can be put in different clock domains. Using a common clock domain the GCC decoder achieves a clock frequency of 180 MHz.

From Equation (8.8) follows that the GCC implementation requires 2 286 cycles. Hence, the decoder achieves a throughput of 1.3 Gb/s, whereas the BCH decoder has a throughput of about 0.6 Gb/s. The worst slack times have the modules BCH syndrome and RS Forney algorithm. In the BCH syndrome module the shorter slack time comes from the calculation of the even syndrome values. These even syndrome values are calculated in the same cycle as squares or higher powers of odd syndrome values. As the iterative iBMA requires only the first syndrome value in the first instance, the calculation of the even syndrome values can be moved in a later cycle without increasing the pipeline latency. Another bottleneck is the RS Forney algorithm. Equation (3.18) shows that first $\Omega(x)$ and $\sigma'(x)$ are evaluated. This needs a parallel multiplication and summation of all products. The final division leads to a second multiplication and causes the small slack time. In order to obtain a shorter critical path the Forney algorithm can be divided into multiple cycles.

The cell area sizes for all modules are listed in Tab. 8.3, where we use a GE as a unit of measure which is the area of a two-input drive-strength-one NAND gate. The decoder logic requires 147 678 GE. Tab. 8.4 lists the cell area sizes for the BCH decoder logic. From these values we observe that the logic of the GCC decoder requires only 30% of the cell area that is required for the BCH decoder.
However, the values of Tab. 8.3 show that the buffers, which are implemented as shift registers, deploy a cell size of 208,661 GE. This represents 58% of the entire GCC implementation (value a) in Tab. 8.3. In order to reduce the cell area, the GCC data matrix can be implemented using SRAM. A significant cell area reduction can be achieved by the approach presented in Section 8.2. The total cell area size for this improved GCC decoder is 199,587 GE (value b) in Tab. 8.3.

### 8.4 Improvements

Thus far, a single-mode GCC has been considered. The described decoding flow is very exhaustive in the case of error-free codewords, given that all steps have to be decoded to detect an error. In this section, we first propose an improvement that enables a very low latency in the error-free case and a processing reduction in the case of few erroneous columns.

#### 8.4.1 Speed

First, a brief overview of a common controller channel stream is provided. Figure 8.8 shows the flash channel, which has two components that need to communicate with each other. The flash memory is depicted on the left side and on the right side the internal program/date memory. In between are the ECC logic and additional cryptography and/or compression modules. The communication between the flash controller and the flash memory is critical. Due to the internal arrangement of the data in pages, it is necessary to read a complete page.
The difficulty is that the data must be transmitted and received across the flash data PHY as a stream, which cannot be interrupted.

The encoding process can satisfy this condition. The information data can be written to the flash memory and the parity be calculated simultaneously. Once the information is sent to the flash and encoder, the parity is ready and can be written to the flash data PHY seamlessly. In the case of reading from the flash memory, the data stream passes the syndrome calculation first and is passed to the internal FIFO. If the data is error less, then the syndrome value calculation is reset and starts to calculate the syndromes for the next block. In the erroneous case, the error correction starts by deploying the BMA and holds the FIFO. Once the error-location polynomial is passed to the Chien search, the data from the FIFO can be corrected and further processed to store this block in the program/data memory. In this case, the data beyond the corrected block is neglected and has to be reread that leads to a significant loss of throughput.

A GCC encoder can easily be designed such that the output stream is seamless. The information data is aligned column-wise. Once a codeword matrix column is filled, it can be encoded using the nested BCH codes. All outer RS codes are processed simultaneously in parallel. The only critical issue occurs in the case that the column size is not a multiple of the data stream from the FIFO.

In contrast to BCH codewords, the GCC codeword is not systematic, which means that it has to be processed by the re-imaging stage to obtain the original information. Thus, with the previously-described GCC decoder, a seamless error correction is not possible, regardless of whether the block is erroneous or correct. This is the case because the correctness of the codeword is only known if all syndromes are checked. In the iterative processing scheme, it is recommended to process each level. A solution is the simultaneous syndrome calculation of all levels. If this correctness indicator is available, the information can be re-imaged seamlessly by using the output of the re-image stage.

If the syndrome values of all outer levels are stored, an improvement can be achieved by marking the erroneous columns for later processing. All syndrome values are known from the first iteration but need to be updated in the case of a corrected column in a later iteration. Instead of recalculating the syndrome values using the entire row, only the syndrome value of the changed symbol is calculated and added to the existing overall syndrome value of the complete row. This is possible due to the linearity property.

The proposed improvements are shown in Figure 8.9. Additional elements are needed to store the number of the erroneous column and the syndrome values of all levels. The column
Fig. 8.9: improved GCC decoding scheme
number is used to load and decode only the erroneous columns and as the coefficient for the outer syndrome calculation.

8.5 Summary

In this chapter, we have shown how the GCC decoding described in Chapter 4 can be implemented in hardware. Based on the decoding scheme shown in Figure 4.7, we derived a data flow shown in Figure 8.1, which is the draft for the hardware modules and offers a first overview of the necessary calculation and buffers. From that point, the hardware modules were designed as depicted in Figures 8.3, 8.4 and 8.5. It is clear that the GCC codeword buffer depicted in 8.1 is not suitable to be implemented as a shift register due to the large area. Instead, an alternative buffer was developed. This was possible due to the sequence of column codes that are read. This GCC implementation then was compared to a BCH. By dividing a large algebraic code into several smaller ones the complexity was reduced mainly through the GF arithmetic. The GCC then led to a higher code rate. It also shows that an accurate comparison is difficult due to design criteria like achievable throughput, code rate or decoding performance.
Chapter 9

Implementation of GCC with Softinformation

9.1 Introduction

In this chapter, we propose a decoder architecture extension for a GCC soft-input decoder. In Chapter 6 several soft-decoder approaches were discussed. In this chapter a possible implementation approach is presented and analyzed. First we discuss in Section 9.2 the stack algorithm as an inner decoder of the GCC decoder presented in [91]. Then the stack algorithm implementation for supercode decoding with its subsystems is presented and discussed. Similar for the previously presented SPC and Chase-II, a decoder is described in Section 9.3. In Section 9.3.1 the integration of the soft-decoder modules into the hard-decoder architecture described in Chapter 8 is described. This integration is similar for the stack decoding algorithm and the Chase decoder. We discuss in both cases the throughput and area consumption.

The novelties in this chapter are:

- A soft information decoder implementation design for GCC,
- investigation on several soft-decoding algorithms (e.g. Chase-II, Stack algorithm) as component codes and
- its analysis regarding throughput and area consumption.

Parts of this chapter are published in [94, 101]

9.2 Stack Algorithm and Supercode Decoding

The original hard-input GCC decoder implementation in [91] uses algebraic syndrome decoding. In this implementation the first levels of $B$ can correct $t_{b,0} = 1$ and $t_{b,1} = 2$ errors. Thus high error correction capabilities of the outer codes $A^{(0)}$ and $A^{(1)}$ are required. This leads to lower code rates and a high decoding complexity of those outer codes. On the other hand the soft-decoding complexity of the column codes increases significantly with each code level. Hence soft-decoding is of interest for the lower levels.

Subsequently the algebraic decoding logic for the column code remains in the implementation. Therefore it is possible to check whether the syndrome is zero. In this case the codeword can be assumed to be correct, i.e. neither algebraic decoding nor sequential decoding result in a different codeword.
9.2. STACK ALGORITHM AND SUPERCODE DECODING

9.2.1 Decoding Logic

A brief system overview is depicted in Figure 9.1. The system comprises a word array of size $n_b$ and a desired width which stores the q-ary word. Furthermore, a de-multiplexer selects the currently processed bit position depending on the top path of the stack and delivers this value to the metric calculator. Based on the received codeword symbol $r_t$ and the previous metric $M(r_{t-1}|v_{t-1})$ the metric module returns $M(r_t|v_t)$ to the priority queue block. To represent the supercode trellis asynchronous ROM is used. Each word of the ROM represents a trellis node $\sigma_{t,i}$. The data comprises two pointers for the successor nodes $v_{t+1} = 0$ and $v_{t+1} = 1$.

Depending on the top entry of the priority queue the desired codeword symbol is selected and the next branches for the actual nodes $\sigma_{t,1}$ and $\sigma_{t,2}$ are loaded from the trellis ROM. The priority queue unloads the top entry and loads the new paths in a single clock cycle.

Each entry of the priority queue contains several elements. The first element is the metric value. The trellis path, its length, and a pointer to the current node are stored. All entries have to be ordered by the metric values such that the top entry has the highest value.

The process of the priority queue starts with its initialization. The starting node, its initial metric value and the path length are set. Each update cycle begins with the load phase in which the next node pointers are loaded from the trellis ROM. Simultaneously, the next codeword symbol is loaded based on the path length index. The next metric value can be determined based on the code symbol and the available branches.

With binary codes there exists at least one possible branch and at most two branches. The resulting branches are pre-sorted using combinatorial logic. In the following we call these two entries the major and the minor entries, where the major entry has the better metric value.

All priority queue elements are successively ordered in a chain. Each element can exchange its date with its previous or next neighbor. Furthermore, each element can decide whether it keeps its own data, take the data from its neighbor, load the new major data or the new minor data. In each element the metric value is compared with the new value. The result of this comparison is signaled to its predecessor and successor elements. If the signal of a predecessor is false and the major metric value comparator gives a positive signal the new major value
will be stored. Likewise, if an element receives a false signal from its successor and the minor metric value comparator signals a new metric value that is less than the current value, the new minor data is stored. In the case that an element receives a signal from its neighbors, space for the new data has to be created by shifting all entries to next element.

Two special cases exist that have to be taken into account. The first special case occurs if a node has only a single outgoing branch. In this case, the shifting of elements has to be prevented by signaling. The second special case occurs if the new major and the new minor elements are designated to be inserted into the same entry register. This case can be detected and preventing by passing this value to the next element.

The algorithm terminates if the maximum possible path length is reached. The stored path in the top element is the decoded codeword. In the practical implementation an iteration counter will terminate after a determined maximum number of iterations. This abort can be used to mark this decoded GCC column as a erasure symbol for the outer RS code.

In order to decode supercodes, the following extensions have to be implemented. First for each supercode a distinct ROM is needed which represents its trellis. The metric calculation has to take all trellis branches of each supercode into account. Furthermore, all node pointers have to be stored in the priority queue elements.

Fig. 9.2: Priority queue element
9.2.2 Area Comparison and Throughput Estimation

In this section, we present an FPGA implementation of the proposed soft-input decoder and compare it with the hard-input decoder presented in [91]. The hard-input decoder uses algebraic decoding. It comprises of the syndrome calculation, the BMA, and the Chien search module. The soft input decoder is implemented as proposed in Section 6.1.2. It has two limitations. First, the length of the priority queue is limited to 64 elements. Furthermore, the accuracy of the metric calculation is limited to sixteen bits, and we use three-bit quantization of the input symbols.

The stack algorithm has a variable execution time depending on the error pattern. This algorithm needs at least 61 cycles to traverse the entire trellis if no error occurred. This case can be omitted by checking whether the syndrome of a column word is zero. If no error is detected the soft-decoding can be avoided and thus only a single cycle is needed.

Figure 9.3 depicts the average number of cycles needed for the stack algorithm. It shows the dependency between the channel bit error rate and the computational complexity, i.e. fewer errors lead to fewer decoding cycles. Note that the algebraic hard-input decoder needs four cycles for the first and six cycles for the second level. Hence, for high SNR ratios the stack algorithm requires an average number of cycles that is comparable with hard-input decoding.

Next we present FPGA synthesis result for the stack algorithm. The synthesis was performed with Xilinx Vivado and a Virtex-7 target device. Table 9.1 shows the number of slices and look-up tables (LUT) of the hard- and soft-input decoder with three-bit quantization. From these results we observe that the number of logic elements required for the stack algorithm is about 82% of the number of logic gates required for the GCC hard-input decoder.


9.2.3 Concluding Remarks and Future Directions

In this section, we have presented a soft input decoder for generalized concatenated codes. We have proposed a sequential decoding algorithm based on supercode trellises to reduce the complexity of the soft-input decoding compared to ordinary trellis based decoding. This implementation improves the error correction capability significantly compared with hard-input decoding. Consequently, the proposed method is a promising approach for soft-input decoding of GCC. The implementation of the stack algorithm is nine times large than the algebraic decoder. This complexity can be reduced by moving the majority of the register entries into read only memory. Nevertheless, the proposed soft-input decoding increases the overall complexity of the GCC decoder by 82% compared to the decoder presented in [92]. Other soft-input decoding methods for binary BCH codes may reduce the overall decoding complexity.

The proposed coding scheme is well suited for applications that require very low residual error rates, e.g. it might be appropriate for flash memories that provide soft information about the state of the memory cells. For flash memories, various concatenated coding schemes were proposed to enable soft-input decoding, e.g. product codes [75] and concatenated coding schemes based on trellis coded modulation and outer BCH oder RS codes [64, 41, 55]. For the presented simulation results we assumed a quantized additive white Gaussian noise channel. For practical flash memories, this model is not accurate. With multi-level cell and triple-level cell technologies, the reliability of the bit levels and cells varies and coding schemes were proposed that take these error characteristics into account [74, 73, 27, 26]. We believe that the adaptation of the proposed GCC coding scheme for flash memories is a promising direction for further research.

9.3 Chase Decoder

At this point we discuss the alternative to the stack decoding algorithm as mentioned in Chapter 6. In this scenario a SPC, a special case of the Chase algorithm, is applied in the first decoding level. The second and third levels are decoded using the Chase-II decoder.

The LLR values comprise one bit representing the sign and four bits that indicate the reliability. The least reliable bit position is determined by a sorting stage for the LLR values as

<table>
<thead>
<tr>
<th>Module</th>
<th>LUT</th>
<th>Slices</th>
</tr>
</thead>
<tbody>
<tr>
<td>RS module (t=78)</td>
<td>1701</td>
<td>1395</td>
</tr>
<tr>
<td>Syndrome</td>
<td>21701</td>
<td>6662</td>
</tr>
<tr>
<td>BMA</td>
<td>1046</td>
<td>729</td>
</tr>
<tr>
<td>Forney alg.</td>
<td>854</td>
<td>712</td>
</tr>
<tr>
<td>Chien search</td>
<td>854</td>
<td>712</td>
</tr>
<tr>
<td>BCH Module (n=60,t=8)</td>
<td>184</td>
<td>46</td>
</tr>
<tr>
<td>Syndrome</td>
<td>2006</td>
<td>732</td>
</tr>
<tr>
<td>BMA</td>
<td>1557</td>
<td>240</td>
</tr>
<tr>
<td>Chien search</td>
<td>148</td>
<td>336</td>
</tr>
<tr>
<td>re-image</td>
<td>148</td>
<td>336</td>
</tr>
<tr>
<td>Total</td>
<td>29197</td>
<td>10852</td>
</tr>
<tr>
<td>Stack alg.</td>
<td>23896</td>
<td>9885</td>
</tr>
</tbody>
</table>

Tab. 9.1: Results of an FPGA synthesis
locate lowest absolute LLR values
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Fig. 9.4: Sorting stage to determine the positions of the least reliable bits. Reproduced by permission of the Institution of Engineering & Technology [101]

depicted in Figure 9.4. Because only the \( n \) minimal values are necessary, this sorting algorithm can be relaxed in two ways. First, the full sort is reduced in a partial and second the partial results are not necessarily sorted. Furthermore, for an efficient sorting the stream-like delivery of the LLR values in a real system should be considered. In [61] a partial sorting algorithm for streamed data is described that promises in conjunction with a more sophisticated sorting algorithm a much lower implementation complexity. The sorting stage determines the three least reliable bit positions (LRPs) which are required by the subsequent decoding rounds. Hence, the LRP values are also stored in the SRAM. The sorting stage comprises cascaded comparator devices that compare the magnitude of the two input LLR values and output the smaller value at the first output. To determine the bit positions each LLR value is associated with an index value. The output of the sorting stage are the three smallest LLR magnitudes and their indexes, i.e. the LRP values.

The second part of the soft-decoder is only required for levels \( l > 0 \). To generate the test patterns for the Chase decoding, the LRP values corresponding to the current column \( b^{(l)} \) are read from the RAM. The pattern generation module generates eight test patterns that correspond to all possible bit flips for the three LRP values. The bit flipping is applied to the vector \( b^{(l)} \) and the result is fed into the pipelined BCH hard decoder. The metric calculation stage calculates a metric value for each test pattern. The metric is the sum of all LLR magnitudes for all flipped bit positions, where bits may be flipped by the pattern generator as well as by the BCH decoder. The smallest metric value and the corresponding positions of the flipped bits are stored in the metric calculation module. These values are updated if a candidate with smaller metric value is found. The metric calculation considers only valid BCH codewords, where invalid codewords are detected by the erasure detection module based on the SPC and the degree of the error-locator polynomial. After all test patterns are decoded, the error correction module determines the final candidate codeword \( \hat{b}^{(l)} \) by applying bit flipping to the bit positions that are stored in the metric module.

This Chase decoding procedure requires several cycles and is much slower than the hard-decoding of a column vector. However, only columns with non-zero syndrome have to be processed. If the soft-decoding mode is activated, the inner decoder receives already corrected columns from the first soft-decoding stage. These columns are stored in the codeword buffer and re-imaged for the outer decoder. In the subsequent levels the columns are passed to the soft-decoder module if the syndrome is non-zero. The resulting column codeword is inserted to the re-image stage. Therefore, the impact of the soft-decoding of levels \( l > 0 \) on the throughput is relatively low. Moreover, the reading process for the soft data is much slower than with hard-input data.
In this section, we describe the overall hardware architecture for the proposed soft-decoder. Figure 9.5 shows the decoder top-level module. The decoder has two input data paths, $b(0)$ is used for hard-decoding only and $b_s(0)$ for codewords with soft information. The port width of the output $\hat{u}$ depends on the parallelization degree $n_p$ of the inner decoder and is $n_p \cdot n_b$. It reads $n_p$ columns every cycle. If the decoder is in hard-decoding mode, the data passes directly through the de-multiplexer into the hard decoder and finally results in estimated information $\hat{u}$. The hard decoder is loaded column-wise but the output is read row-wise and has to be reassembled in the correct order. This can be achieved by loading an intermediate buffer where in each level the column codes are extended with bit write enable lines. In the final level, the columns in the buffer are complete and the memory can be read column-wise.

The soft-decoding requires several cycles per column depending on the level. $b_s(0)$ has a port width of $(n_s + n_i + 1) \cdot n_b$, where $n_s$ is the number of soft bits per code bit and $n_i$ the number of threshold identification bits. With TLC and MLC flash memories, the bit error probability varies from charge level to charge level and hence depends on the decision threshold. For MLC one bit and for TLC two bits are required to indicate the threshold.

In the soft-decoding mode the data passes through the first soft-decoder level $l = 0$. During this first decoding stage the soft and identification bits from the flash memory have to be mapped to LLR. These LLR values are needed for levels with soft-decoding. Hence, the LLR values are stored in a RAM. Soft-decoding of the single parity-check code in the first level is a simple bit-flipping procedure. If the parity of the column is odd, the least reliable bit position in this column is flipped. This bit position corresponds to the LLR value with the smallest magnitude. The LLR values have a resolution of $n_s = 4$ bits per code bit. Hence, the position of the least reliable bit might not be unique. Consequently, the bit flipping is only applied if the parity is odd and the least reliable position is unique. If the position is not unique and the parity is odd, a failure is declared. The hard decoder for BCH codes is only required for levels $l > 0$. Moreover, only columns with non-zero syndrome have to be processed.
### 9.3. CHASE DECODER

<table>
<thead>
<tr>
<th>module name</th>
<th>LUT</th>
</tr>
</thead>
<tbody>
<tr>
<td>decoder total</td>
<td>92 509</td>
</tr>
<tr>
<td>2x inner decoder</td>
<td>16 422</td>
</tr>
<tr>
<td>syndrome calculation</td>
<td>732</td>
</tr>
<tr>
<td>pipelined BMA</td>
<td>9 350</td>
</tr>
<tr>
<td>Chien search</td>
<td>3 590</td>
</tr>
<tr>
<td>re-image</td>
<td>511</td>
</tr>
<tr>
<td>re-encoder</td>
<td>416</td>
</tr>
<tr>
<td>GCC buffer control logic</td>
<td>833</td>
</tr>
<tr>
<td>outer decoder</td>
<td>50 114</td>
</tr>
<tr>
<td>syndrome calculation</td>
<td>3 001</td>
</tr>
<tr>
<td>UPIBA</td>
<td>10 835</td>
</tr>
<tr>
<td>Chien search</td>
<td>4 359</td>
</tr>
<tr>
<td>Forney</td>
<td>3 059</td>
</tr>
<tr>
<td>erasure stack control logic</td>
<td>28</td>
</tr>
<tr>
<td>error counter</td>
<td>10</td>
</tr>
<tr>
<td>multiplier pool</td>
<td>28 725</td>
</tr>
<tr>
<td>soft-decoder</td>
<td>8 899</td>
</tr>
<tr>
<td>control logic</td>
<td>923</td>
</tr>
</tbody>
</table>

**Tab. 9.2:** FPGA utilization in LUT

<table>
<thead>
<tr>
<th>purpose</th>
<th>type</th>
<th>width</th>
<th>depth</th>
</tr>
</thead>
<tbody>
<tr>
<td>6x GCC buffers</td>
<td>SP</td>
<td>$n_b = 109$</td>
<td>$\lceil \frac{n_a}{\theta_b} \rceil = 56$</td>
</tr>
<tr>
<td>RS buffer</td>
<td>DP</td>
<td>$\theta_b m_a = 18$</td>
<td>$\lceil \frac{n_a}{\theta_b} \rceil = 167$</td>
</tr>
<tr>
<td>2x erasure stack</td>
<td>SP</td>
<td>$m_a = 9$</td>
<td>$\max(d_a) = 222$</td>
</tr>
<tr>
<td>UPIBA</td>
<td>SP</td>
<td>$m_a = 9$</td>
<td>$\max(d_a) = 222$</td>
</tr>
<tr>
<td>2x reassembling</td>
<td>SP&amp;bwe</td>
<td>$k_b = 108$</td>
<td>$\lceil \frac{n_a}{\theta_b} \rceil = 167$</td>
</tr>
</tbody>
</table>

**Tab. 9.3:** GCC buffer dimensions and type

### 9.3.2 Synthesis Result and Throughput Estimation

The proposed decoder GCC with Chase-II soft-decoder was implemented in Verilog and synthesized using Synopsys Protocompiler for a Xilinx Virtex 7 FPGA xc7vx690t. Tab. 9.2 shows the number of LUTs for the complete decoder and its submodules. There is a small difference in the number of LUTs for the inner codes, and thus we list the arithmetic mean between the two instances.

Additionally, buffers are needed that are implemented either as SP-SRAM or DP-SRAM (see Section 8.2). Each of the two GCC buffers comprises three SP-SRAM, where two are in read mode while one can be written. The buffer for the UPIBA and the two erasure stack buffers are SP-SRAM, the RS buffer is the only DP-SRAM. The relation between code parameters and SRAM dimensions is shown in Tab. 9.3.

**Example 17.** Tab. 9.2 and Tab. 9.3 show the decoder implementation size for a code that can decode in hard-input mode a channel down to $\text{SNR} \geq 6.5\,\text{dB}$ and in soft mode down to $\text{SNR} \geq 5.5$. In both cases $\text{FER} \leq 10^{-16}$ can be achieved. The code has $L = 12$ levels and $n_a = 334$ columns.

At this point, we describe the number of cycles for the modules that are necessary to
decode a codeword. Subsequently, we explain the mean number of cycles per block depending on the error probability and provide an example.

The cycles that are necessary to decode a codeword can be divided into two components which vary depending on the inner and outer codeword distances \( d^l_b \) and \( d^l_a \) of each level. The first component is the pipeline formation consisting of the complete inner decoder and parts of the outer decoder. First we consider the number of cycles of the pipeline formation. The latency of the column decoder is one cycle for each step: the syndrome calculation, Chien search, re-imaging and re-encoding. In addition, \( d^l_b \) cycles are needed to determine \( \sigma_b(x) \). The RS decoder components that are part of this pipeline are the RS syndrome calculation with a latency of one cycle as well as the error position and error magnitude calculation with a latency of three cycles. The processing of all columns takes \( n_a \) cycles plus the pipeline latency.

The Blahut algorithm is operating while the pipeline is stopped. It can only start when all syndrome values \( S_a(x) \) are ready. Depending on the level \( l \), UPIBA needs \( 2(d^l_a + 2) \) cycles for the calculation of \( \sigma_a(x) \) and \( \hat{\Omega}_a(x) \) polynomials if \( S_a(x) \) is non-zero. Otherwise the UPIBA is skipped and the pipeline process is continued seamlessly. Based on this estimation we can determine the number of cycles \( \tau_h \) for the hard-decoding.

\[
\tau_h = \left\lceil \frac{n_b(L + 1)}{\theta_b} \right\rceil + 2 \sum_{l=0}^{L-1} (d^l_a + 2)p_{b,l} + \sum_{l=1}^{L-1} d^l_b + 8(L - 2) \tag{9.1}
\]

where \( p_{b,l} \) is the probability that \( S_a(x) \) is non-zero in level \( l \).

The proposed soft-input decoder comprises two different modules that have different time properties. The first parity-check bit-flipping algorithm adds a constant of seven cycles per column. In the next two levels, the soft-decoder takes twelve cycles, which are only needed if \( S_b(x) \) is non-zero. In the soft decoded levels, the BMA and Chien search are skipped. Thus, we can determine the soft-decoder cycle time \( \tau_s \).

\[
\tau_s = \left\lceil \frac{n_b(L + 1)}{\theta_b} \right\rceil + \sum_{l=0}^{L-1} (d^l_a + 2)p_{b,l} \\
+ 7(L - 2) + 7n_b + 12n_a(1 - (1 - P_b)^{n_b}) \tag{9.2}
\]

Figure 9.6 presents the achievable throughput in Gbit/s versus SNR.

### 9.4 Summary

In this chapter, a architecture has been shown that discusses how a hard-decoder can be extended by a soft-decoder. As mentioned, it is only useful to decode the lower inner-code levels. We showed a solution using the stack decoding algorithm that is suitable to decode short column codes. For larger column codes the Chase decoder is the better choice. In both cases, the LLR values are necessary to form the metric. For 3D Flash memories high code rates \( R \) are expected and thus GCC codes with larger column sizes are required. Subsequently, a Flash controller will demand the Chase decoder solution.
Fig. 9.6: Throughput versus SNR. Reproduced by permission of the Institution of Engineering & Technology [101]
Chapter 10

Conclusion

Flash memories are important non-volatile storage media that have many applications from consumer products to industrial storage solutions. However, flash memories require error correction methods to guarantee data reliability. This thesis has investigated error correction techniques suitable for flash memories focusing on applications that require very low residual error rates, e.g., word error rates below $10^{-16}$.

The advent of flash memories that provide reliability information about the cell status led to the introduction of LDPC codes and soft-input decoding for flash memories. However, guaranteeing word error rates as low as $10^{-16}$ with LDPC codes is extremely difficult or infeasible. In this thesis, we have proposed a different approach that is based on generalized concatenated codes. These codes enable low complexity decoding methods, soft-input decoding, and an analysis of the error correction performance for arbitrary low residual error probabilities.

We have explained the GC code construction and have developed an approach to determine suitable code parameters. A major result of this work is a detailed description of the decoding scheme of GC codes. We have presented a complete design for the ECC unit in a flash memory controller for industrial applications. The decoder achieves a high throughput in the case where only hard decoding is performed. If a decoding failure occurs, the received word can be decoded by a soft-decoder unit in a second pass.

Today’s flash controllers must support different code types, e.g., the decoding of long BCH codes is required to support older flash technologies. Future research could exploit potential synergistic effects of the algebraic decoders for BCH and GC codes. BCH and GC codes use similar algorithms. Multipliers, adders, and registers can be shared between the BCH decoder and the outer RS component decoders of the GC code. To quantify these effects further investigations on such a reconfigurable hardware are necessary.

The results of this thesis led into two patents [US20170331498A1, US20170331499A1]. Furthermore, Hyperstone GmbH decided to implement the GCC as an additional ECC in their micro controller product X1.
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