Charge-vibration interaction effects in normal-superconductor quantum dots
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We study the quantum transport and the nonequilibrium vibrational states of a quantum dot embedded between a normal-conducting and a superconducting lead with the charge on the quantum dot linearly coupled to a harmonic oscillator of frequency \( \omega \). To the leading order in the charge-vibration interaction, we calculate the current and the nonequilibrium phonon occupation by the Keldysh Green’s function technique. We analyze the inelastic, vibration-assisted tunneling processes in the regime \( \omega < \Delta \), with the superconducting energy gap \( \Delta \), and for sharp resonant transmission through the dot. When the energy \( \varepsilon_0 \) of the dot’s level is close to the Fermi energy \( \mu \), i.e., \( |\varepsilon_0 - \mu| < \Delta \), inelastic vibration-assisted Andreev reflections dominate up to voltage \( eV \gtrsim \Delta \). The inelastic quasiparticle tunneling becomes the leading process when the dot’s level is close to the superconducting gap \( |\varepsilon_0 - \mu| \sim \Delta \pm \omega \). In both cases, the inelastic tunneling processes appear as sharp and prominent peaks—not broadened by temperature—in the current-voltage characteristic and pave the way for inelastic spectroscopy of vibrational modes even at temperatures \( T \gg \omega \). We also found that inelastic vibration-assisted Andreev reflections as well as quasiparticle tunneling induce a strong nonequilibrium state of the oscillator. In different regimes on the dot’s level, we found that the current produces: (i) ground-state cooling of the oscillator with phonon occupation \( n \ll 1 \), (ii) accumulation of energy in the oscillator with \( n \gg 1 \), and (iii) a mechanical instability characterized by a negative damping coefficient. We show that ground-state cooling is achieved simultaneously for several modes of different frequencies. Finally, we discuss how the nonequilibrium vibrational state can be readily detected by the asymmetric behavior of the inelastic current peaks with respect to the gate voltage.
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1. INTRODUCTION

Electronic transport through nanoscale devices is characterized by a variety of physical phenomena [1,2]. One of them is the interplay between quantum transport at the level of single electron and the mechanical motion of localized vibrations in various nanoscale devices. These include single-molecule junctions [3–13], suspended carbon nanotube quantum dots (CNT-QDs) [14–31], and several types of nanoelectromechanical systems (NEMS) [32–34] as single-electron transistors [35–39], superconducting single-electron transistors [40–45], single-electron shuttles [46–54], shuttling nanopillars [55,56], and quantum dots in suspended nanostructures [57,58]. In such nanodevices the motion of the resonator can be not only detected but also manipulated via electron transport. At the same time, the mechanical motion strongly influences the transport itself.

For instance, in quantum dots, the interaction between the electrons and the harmonic vibrational modes gives rise to inelastic tunneling processes appearing when consecutive vibrational levels enter the bias window. Such an inelastic spectroscopy has been realized in experiments in single molecules [6,8,10–12] and in suspended CNT-QDs [16–20] at least for the high-frequency vibrational modes \( \omega \gg T \) (\( \hbar = k_B = 1 \), viz. longitudinal or radial modes, but not for the low-frequency flexural modes. As the bias voltage increases, tunneling electrons can affect strongly the harmonic vibration leading to current-induced nonequilibrium vibrational states, in some cases up to the threshold of molecular dissociation [13].

More generally, charge-vibration interaction leads to a plethora of novel and unexpected behaviors of the nanoresonators. Electromechanical back-action effects—as oscillator’s frequency shift and electromechanical damping—have been reported in experiments for the flexural modes in suspended CNT-QDs [21,22,27,29], in quantum dots coupled to a piezoelectric nanoantenna [58] and in a dc-SQUID integrating a flexural resonator [59]. Further increasing the coupling strength, current suppression is expected due to the Franck-Condon blockade mechanism which was experimentally observed in CNT-QDs [19]. Mechanical bistabilities and blocked-current states are also theoretically predicted beyond a critical threshold of the charge-vibration coupling strength for low frequency (classical) nanoresonators [60–65]. Other theoretical studies reported negative electromechanical damping [66], self-sustained mechanical oscillations [67–70], and charge-induced nonlinear effects [71,72].

The majority of experimentally realized single-molecule junctions—as well as suspended CNT-QDs—can be properly modeled as single quantum dots [3]. Hence, the single-impurity Holstein model [73–85] has become the paradigmatic model to discuss the effects of charge-vibration interaction in such systems. In its simple formulation, one assumes a linear coupling between the electron occupation on the dot and the oscillation’s amplitude of one or more harmonic modes representing the local vibrations. This model has been theoretically investigated widely in literature with different variations, extensions, in different regimes and with various theoretical approaches [86–112], in particular using diagrammatic techniques [113–120], a resummation approach [121,122], and numerical and nonperturbative methods [123–127].

However, the above mentioned theoretical studies of the Holstein model focused on the case of a quantum dot in contact with two normal conducting leads (N-QD-N). Other theoretical works investigated the problem of quantum dots
coupled to the local vibrations and between two superconductors (S-QD-S) as a Josephson dot coupled to several bosonic modes [128], a suspended carbon nanotube acting as nanomechanical resonator [67,129–134], or a molecular Josephson junction model [135]. The latter was used to explain the resonance peaks experimentally observed in vibrating Nb nanowires [136,137].

On the contrary, the hybrid case of a normal-dot-superconductor (N-QD-S) coupled to the bosonic modes—as photons [138,139] or phonons [140–142]—has been less studied in the literature and is theoretically unexplored for photons [138,139] or phonons [140–142]—has been less studied in the literature and is theoretically unexplored for the nonequilibrium regime of the oscillator. In this system, one expects that the role of the superconducting lead is unessential for \( \Delta \ll \omega \) (\( \Delta \) the superconducting gap) as the vibrational frequency \( \omega \) sets the energy scale of the inelastic tunneling of electrons. The interesting and relevant regime is thus expected for \( \Delta \sim \omega \) or \( \Delta > \omega \), which corresponds to a demanding condition in single-molecule junctions characterized by typical high-frequency vibrations due to the low mass of the molecules, see Ref. [2]. On the other hand, this regime can occur naturally in suspended CNT-QDs, see Fig. 1. Moreover, CNT-QDs can be inserted between different types of nanocontacts, as a normal metal and a superconductor [143–147].

In a previous recent work [148] we explored the N-QD-S system with charge-vibration interaction in the deep subgap regime corresponding to a gap much larger than all energy scales (viz. \( \Delta \rightarrow \infty \)). Our main finding was that the vibrational modes can be cooled to the ground state by inelastic vibration-assisted Andreev reflections with phonon number occupation \( n \ll 1 \) up to the back-action limit dictated by the shot noise and given by \( n_{BA} \sim (\Gamma_N/\omega)^2 \) (\( \Gamma_N \) the tunneling rate with the normal lead). We also showed that such a method of cooling is exploitable even for several mechanical modes. Ground-state cooling by electron transport in suspended CNT-QDs appears as a promising strategy to achieve the quantum regime of low-frequency flexural modes \( \omega \ll T \). It has been the subject of a notable research activity during the past years [148–157]. We recall that cooling by electron transport has been experimentally demonstrated in nanomechanical beams integrating normal metal-insulator-superconductor tunnel junctions [158,159].

The objective of this paper is to discuss the system N-QD-S with charge-vibration interaction at large but finite superconducting gap \( \Delta \). We aim at demonstrating that the N-QD-S is indeed of particular interest as: (i) it is characterized by an intriguing behavior of the inelastic transport ruled by inelastic Andreev reflections as well as by inelastic quasiparticle tunneling [see Fig. 2], (ii) it opens the route to inelastic spectroscopy of the low-frequency modes as the flexural ones which cannot be resolved using normal leads at temperature \( T \gg \omega \), and (iii) it allows strong manipulation of the vibrational states via electron transport ranging from ground-state cooling up to a mechanical instability. Finally, such a system offers intrinsically the possibility to read out the equilibrium or the nonequilibrium state of the vibration directly by dc-current measurements.

We found that the results in the subgap regime, at large but finite superconducting gap, are indistinguishable from our previous results obtained for \( \Delta \rightarrow \infty \) in Ref. [148] pointing out the robustness of our previous approximation. In comparison to our previous work, the genuine novel physics of this work is the study of the inelastic tunneling of quasiparticles that also affects substantially the vibrational phonon occupation for gate voltage close to the superconducting gap. As result, we obtain a more rich behavior shown, for instance, in Fig. 6(a). We further report analytic expressions for the phonon occupation and the current at finite gap and for arbitrary bias and gate voltages.

The paper is structured as follows. In Sec. II we introduce the Holstein model of a N-QD-S with charge-vibration interaction and discuss the range of validity of our model and of the perturbative diagrammatic expansion. In Sec. III we discuss
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FIG. 1. (a) Sketch of a quantum dot coupled to an oscillator of frequency \( \omega \). The dot’s energy level is controlled by the gate voltage \( V_g \). The quantum dot is in contact with a normal conductor and a superconductor with gap \( \Delta \), and the tunneling rates are \( \Gamma_N \) and \( \Gamma_S \), respectively. (b) Suspended carbon nanotube quantum dot with the dot’s charge coupled to the vibrational flexural modes, in the regime of \( \Gamma_N \ll \Gamma_S \) with multigates, see Ref. [29].
the results for the electromechanical damping $\gamma$ showing that it is related to several microscopic processes, in particular the inelastic Andreev reflection and inelastic quasiparticle tunneling between the normal to the superconducting lead [see Fig. 2].

The phonon number occupation is discussed in Sec. IV. In Sec. IV A we discuss the phonon occupation for a single vibrational mode. Remarkably, in the limit $\omega \ll \Delta$, there is a separation for the dot's energy ranges where the inelastic Andreev reflections dominates over the inelastic quasiparticles tunneling or vice versa. Both kinds of processes can yield ground-state cooling of the oscillator with phonon occupation $n \ll 1$, an accumulation of energy in the oscillator with $n \gg 1$ and a mechanical instability signaled by the negativity of the electromechanical damping. This region, as well as the region of $n \gg 1$, are beyond our perturbative approach and the validity of harmonicity of the resonator. In the Sec. IV B we generalize the discussion taking into account many vibrational modes showing that ground-state cooling can be achieved simultaneously for several N modes of different frequencies $\omega_n$ via inelastic quasiparticle tunneling.

In Sec. V we show our results for the current. We discuss mainly the inelastic correction to the current and show how the nonequilibrium state of the vibration can be properly read out by the asymmetric behavior of inelastic current peaks with respect to the gate voltage. Section VI contains concluding remarks.

II. MODEL AND APPROXIMATION

In this section, we discuss a model of a quantum dot suspended between a normal-conducting and a superconducting lead which can be realized, e.g., with a suspended CNT-QD (see Fig. 1). We consider the electrons on the quantum dot occupying a spin-degenerate state with energy $\epsilon$ and the annihilation and creation operators $\hat{d}_k$ and $\hat{d}^\dagger_k$ with spin $\sigma$ on the quantum dot. The occupation number reads $n_d = \hat{d}^\dagger_k \hat{d}_k + \hat{d}^\dagger \hat{d} + 1$. A single harmonic mode of the resonator with frequency $\omega$ has the bosonic annihilation and creation operators $\hat{b}$ and $\hat{b}^\dagger$. The electrostatic force between the electrons and a gate voltage induces a coupling between the charge and the deflection of the resonator with coupling strength $\lambda$. The full Hamiltonian is given by

$$\hat{H} = \hat{H}_N + \hat{H}_S + \hat{H}_T + \epsilon_0 \hat{n}_d + \lambda \hat{n}_d (\hat{b}^\dagger + \hat{b}) + \omega \hat{b}^\dagger \hat{b},$$

with the last two terms describing the charge-vibration coupling and the resonator. The Hamiltonians of the normal and the superconducting leads are given by $\hat{H}_N = \sum_{k \sigma} \xi_{N,k} \hat{c}_{k \sigma}^\dagger \hat{c}_{k \sigma}$ and $\hat{H}_S = \sum_{k \sigma} (\xi_{S,k} \hat{c}_{k \sigma}^\dagger \hat{c}_{k \sigma} + \Delta \hat{a}_{k \sigma} \hat{a}_{-k \sigma} + \Delta \hat{a}_{+k} \hat{a}_{-k} + \Delta \hat{a}_{-k} \hat{a}_{+k})$ with the real pairing potential $\Delta$ (superconducting gap) and the energy referring to the chemical potential $\xi_{\sigma,k} = \epsilon_k - \mu_\sigma$ with $\alpha = (N,S)$. The annihilation operators with spin $\sigma$ and momentum $k$ are given by $\hat{a}_{\sigma,k}$ for the superconducting and $\hat{c}_{\sigma,k}$ for the normal-conducting lead. The tunneling Hamiltonian is $\hat{H}_T = \sum_{\sigma} (\bar{t}_{N \sigma} \hat{c}_{\sigma}^\dagger \hat{d}_\sigma + \bar{t}_{S \sigma} \hat{d}_\sigma^\dagger \hat{c}_{\sigma})$ with the tunneling energies between the leads and the dot $t_N$ and $t_S$. In the rest of our analysis we assume the wide-band approximation and write the tunnel couplings between the quantum dot with the normal contact and with the superconducting contact as $\hat{G}_N = \pi |t_N|^2 \rho_N$ and $\hat{G}_S = \pi |t_S|^2 \rho_S$, respectively. The electronic density of states at the Fermi level of the normal lead and of the superconducting lead in the normal (nonsuperconducting) phase are denoted by $\rho_N$ and $\rho_S$.

Before we conclude this section, we discuss the role of the Coulomb interaction in the dot. In the past, the Anderson model with local Hubbard repulsion $U$ in a N-QD-S system without charge vibration interaction was studied to understand the competition between superconducting pairing, Coulomb repulsion, and Kondo correlations [160–165]. Analytic methods were restricted to truncated approximated expansions in the regime $U \rightarrow \infty$ and a finite superconducting gap [160–162]. An interpolation approach was used in Ref. [163] for a wide range of the ratio of $U / \Gamma_S$, showing that, for $U / \Gamma_S < 1$, superconducting pairing dominates the behavior of the quantum dot. Tanaka et al. [164] employed a numerical renormalization group method in the limit $\Delta \rightarrow \infty$ which allows us to map the problem to the case of a QD with a local pairing amplitude $\Delta_D = \Gamma_S$. Reference [164]—limited in the linear transport regime—points out that the effect of the interaction is to renormalize the coupling $\Gamma_S$ and the dot level $\epsilon_0$, in the regime $U \lesssim \Gamma_S$. A similar approach was employed in S-QD-S [166,167] and N-QD-S [168,169] junctions which focused on the regime $\Gamma_S \gg \Gamma_N$ and in the large gap limit to discuss the effective Hamiltonian for the proximized quantum dot whose behavior is ruled by the ration $U / \Gamma_S$. This approach predicts essentially that, when $\Gamma_S \gg \Gamma_N$, it is still possible to establish a BCS-like state in a single-level quantum dot even in the presence of Coulomb repulsion, i.e., $U / \Gamma_S < 1$. We notice that, in our problem and large gap, we recover the same effective Hamiltonian with $U = 0$ [148], viz. $\hat{H}_{DS} = \epsilon_0 \sum_{\sigma} \hat{d}_\sigma \hat{d}_\sigma - \Gamma_S (\hat{d}_\uparrow \hat{d}_\uparrow + \text{H.c.})$.

Tackling the problem of systems with Coulomb interaction and charge vibration shows a formidable task beyond the scope of this work. Here we assume the tunneling rate with the normal lead $\Gamma_N$ as the lowest energy involved in the problem and the condition for the energy scales $U \lesssim \Gamma_S < \Delta$ which sets a conservative estimation for the range of validity of our approach. Finally, we remark that experiments with $U \lesssim \Delta$ as in Refs. [145,146,170] focused on devices with large asymmetry $\Gamma_S \gg \Gamma_N$ the normal lead basically acts as a spectroscopic probe of the Andreev spectra. In some ranges of parameters, the experimental results have been qualitatively explained in terms of a noninteracting model, viz. the Kondo effects and correlations seems suppressed and play no role.

A. Exact results for the quantum dot for $\lambda = 0$

In this subsection we recall the exact results for the electronic Green’s function on the dot without charge-vibration interaction and the behavior of the density of state of the quantum dot [171,172]. These Green’s functions are the building block by which we can express the electromechanical damping, the phonon occupation, the zero-order current, and the current corrections in the presence of the charge-vibration interaction.

In Keldysh space, we write the electronic Green’s function as

$$\hat{G}(t,t') = \begin{pmatrix} \hat{G}^R(t,t') & \hat{G}^K(t,t') \\ 0 & \hat{G}^A(t,t') \end{pmatrix},$$

with...
with the retarded (R), advanced (A) and Keldysh (K) Green’s functions defined as \( \hat{G}^R(t,t') = -i\theta(t-t')\langle[\Psi_d(t),\Psi_d^+(t')]\rangle \), \( \hat{G}^A(t,t') = i\theta(t'-t)\langle[\Psi_d(t),\Psi_d^+(t')]\rangle \), and \( \hat{G}^K(t,t') = -i\langle[\Psi_d(t),\Psi_d^+(t')]\rangle \). Here, we introduced the spinor in electron-hole space as \( \Psi^\dagger(t) = (d^\dagger(t) d(t)) \) acting in the Nambu space and denote the commutator and anticommutator with \( [\cdot,\cdot] \) and \( \{\cdot,\cdot\} \), respectively. Notice the notation “ of the matrix defined on the Keldysh contour space and “ for the matrix defined on the Nambu space. The notation of the Green’s function in Nambu space follows Ref. [173]. The Dyson equation for the Green’s function on the dot is \( \hat{G}(\epsilon) = \hat{g}(\epsilon) + \hat{g}(\epsilon)\Sigma_N(\epsilon) + \Sigma_N(\epsilon)\hat{G}(\epsilon) \), with the unperturbed Green’s function of the dot \( \hat{g}(\epsilon) \) and the self-energies \( \Sigma_\alpha(\epsilon) \) of the normal and superconducting lead \( \alpha = (N,S) \).

In the following, we apply the voltage on the normal-conducting lead \( \xi_{N,k} = \epsilon_k - \mu - eV \), \( \xi_{S,k} = \epsilon_k - \mu \) and let \( \mu = 0 \). Using the wide-band approximation, the retarded and Keldysh self-energies of the normal metal are \( \Sigma^R_N = -i\Gamma N \) and \( \Sigma^K_S(\epsilon) = -2i\Gamma N [1 - 2\hat{F}(\epsilon)] \) with the matrix function

\[
\hat{F}(\epsilon) = \begin{pmatrix}
f_+(\epsilon) & 0 \\
0 & f_-(\epsilon)
\end{pmatrix},
\]

in which we define the two functions \( f_\nu(\epsilon) = [1 + \exp((\epsilon - \nu eV)/T)]^{-1} \) with the index \( \nu = \pm = (e,h) \) to account for the sign of the charge for the electrons and holes, respectively. The retarded and Keldysh self-energies of the superconductor are

\[
\Sigma_N^R(\epsilon) = -\frac{\Gamma S}{\Omega(\epsilon)} \begin{pmatrix}
\epsilon + i\eta & -\Delta \\
-\Delta & \epsilon + i\eta
\end{pmatrix}
\]

and

\[
\Sigma^K_S(\epsilon) = \frac{1}{2} \begin{pmatrix}
2f_0(\epsilon)\Sigma_N^R(\epsilon) - \Sigma_N^K(\epsilon) & \Sigma_N^K(\epsilon) \\
\Sigma_N^K(\epsilon) & \Sigma_N^K(\epsilon)
\end{pmatrix}
\]

with \( \Omega(\epsilon) = \sqrt{\Delta^2 - (\epsilon + i\eta)^2} \), an infinitesimal time real part \( \eta \) and the Fermi function of the superconducting lead \( f_0(\epsilon) \) \((\nu = 0)\).

Solving the Dyson equation, we obtain the retarded Green’s function of the dot

\[
\hat{G}^R(\epsilon) = \begin{pmatrix}
G_+(\epsilon) & F(\epsilon) \\
F(\epsilon) & G_-(\epsilon)
\end{pmatrix},
\]

with

\[
G_\pm(\epsilon) = -\frac{1}{D(\epsilon)}[\epsilon \pm \epsilon_0 + i\Gamma_N + \epsilon_\Gamma S / \Omega(\epsilon)],
\]

\[
F(\epsilon) = \frac{1}{D(\epsilon)}[\Delta \Gamma S / \Omega(\epsilon)]
\]

and

\[
D(\epsilon) = \frac{\Delta^2 \Gamma^2}{\Omega^2(\epsilon)} - \left[ \epsilon + \epsilon_0 + i\Gamma_N + \frac{\epsilon \Gamma S}{\Omega(\epsilon)} \right] \times \left[ \epsilon - \epsilon_0 + i\Gamma_N + \frac{\epsilon \Gamma S}{\Omega(\epsilon)} \right].
\]

The Keldysh Green’s function of the dot is obtained from the Dyson equation and is given by \( \hat{G}^K(\epsilon) = \hat{G}^R(\epsilon)(\Sigma_N^K(\epsilon) + \Sigma^K_S(\epsilon))\hat{G}^R(\epsilon) \).

The density of states \( \rho_\nu(\epsilon) \) on the quantum dot is calculated by

\[
\rho_\nu(\epsilon) = -\text{Im Tr}[\hat{G}^R(\epsilon)],
\]

with the retarded Green’s function given by Eq. (5). An example of the density of states as a function of energy is shown in Fig. 3(a). For \( |\epsilon| > \Delta, \rho_\nu(\epsilon) \) shows a similar behavior as for a quantum dot coupled to two normal leads. At low energy, the superconducting correlation penetrates on the quantum dot and leads to a suppression of the density of states and the formation of Andreev levels pinned inside the superconducting gap and signaled by the two peaks. These Andreev levels \( E_A \) have an energy dependence given by the zeroing of \( D(\epsilon) \) in Eq. (8) [see Fig. 3(b)]. For large superconducting gap, the Andreev levels are approximated by \( E_A \sim \pm\sqrt{\epsilon_0^2 + \Gamma^2} \).

B. Phonon Green’s function with charge-vibration interaction

In this section we discuss the phonon Green’s function for a single harmonic oscillator coupled to the N-QD-S system. We use the perturbative expansion to calculate the phonon self-energy \( \Pi(\epsilon) \) to lowest order in the charge-vibration coupling [83,117]. In this way, we can obtain the electromechanical damping and the nonequilibrium phonon occupation. Analytic formulas are possible in the limit of small damping \( \gamma \ll \omega \) and a high quality factor of the resonator. Such an approach is equivalent to solve the quantum Langevin equation for the harmonic oscillator assuming as input the bare quantum noise correlators of the dot’s charge in the N-QD-S without charge-vibration interaction [174] and using the Markovian approximation. The latter approximation holds in our case since the typical frequency scale \( \delta \omega \) of the general electromechanical damping and of the noise scales as \( \delta \omega \sim \Gamma_N \), and this quantity is still larger than the linewidth of the oscillator’s susceptibility that scales as \( \sim \lambda^2 \Gamma_N / \omega^3 \) in the regime \( \Gamma_N < \omega \).

We introduce the symmetrized bosonic operator \( \hat{A}(t) = \hat{b}(t) + \hat{b}^\dagger(t) \), the contour ordering operator \( T_c \) on the Keldysh contour and define the phonon Green’s function as \( D(t,\tau') = -i\langle T_c \hat{A}(t)\hat{A}(\tau') \rangle \) with the time variable \( \tau \) on the Keldysh contour. Then, we transform the contour variable \( \tau \) to the real time and use the Larkin-Ovchinnikov rotation to write the Dyson equation in the triangular form

\[
\hat{D}(t,t') = \begin{pmatrix}
D^R(t,t') & D^K(t,t') \\
D^K(t,t') & D^A(t,t')
\end{pmatrix},
\]

with the phonon Green’s functions \( D^R(t,t') = -i\theta(t-t')\langle [\hat{A}(t),\hat{A}(t')] \rangle \), \( D^K(t,t') = i\theta(t-t')\langle [\hat{A}(t),\hat{A}(t')] \rangle \), and \( D^A(t,t') = -i\theta(t-t')\langle [\hat{A}(t),\hat{A}(t')] \rangle \).
interaction polarization $\pi_{f_0}$

Finally, we obtain the Dyson equation in Fourier space as $\hat{D}(\epsilon) = \hat{D}_0(\epsilon) + \hat{D}_0(\epsilon) \Pi(\epsilon) \hat{D}_0(\epsilon)$. The bare phonon Green’s functions in $\hat{D}_0(\epsilon)$ are given by $\hat{D}_0^{\delta_{\alpha}}(\epsilon) = 2\omega/[(\epsilon \pm i\eta)^2 - \omega^2]$ and $\hat{D}_0^{\pi}(\epsilon) = -2\pi i[\delta(\epsilon-\omega) + \delta(\epsilon+\omega)]\coth[\omega(\epsilon)/2]$. The polarization $\Pi(\epsilon)$ corresponds to the phonon self-energy (bubble diagram) to the leading order in the electron-vibration interaction $\sim \lambda^2$ between the harmonic oscillator and the electrons. These self-energies are given by

$$
\Pi^{R,A}(\epsilon) = \frac{\lambda^2}{2} \int \frac{d\epsilon'}{2\pi} \text{Tr}[\hat{\epsilon}_r \hat{G}^{K}(\epsilon') \hat{\epsilon}_r \hat{G}^{A,R}(\epsilon'-\epsilon)]
$$

and

$$
\Pi^{K}(\epsilon) = \frac{\lambda^2}{2} \int \frac{d\epsilon'}{2\pi} \text{Tr}\left[\hat{\epsilon}_r \hat{G}^{K}(\epsilon') \hat{\epsilon}_r \hat{G}^{K}(\epsilon'-\epsilon)\right]
$$

in which the trace Tr and the Pauli matrix $\hat{\epsilon}_r$ acts on the Nambu space $[173]$.

To take into account the intrinsic damping of the oscillator, we additionally include a self-energy $\Sigma_0(\epsilon)$ in Keldysh space. The self-energy is calculated by assuming that the environment is formed by a bath of independent harmonic oscillators (Caldeira-Leggett model) with a low-frequency linear dispersion for the spectral function, see for instance Refs. [83] and [174]. From this phenomenological model, one obtains the expressions [157]

$$
\text{Im} \Sigma_0^{R}(\epsilon) = -\xi/Q
$$

$$
\Sigma_0^{K}(\epsilon) = -2\xi \coth(\epsilon)/Q,
$$

in which the coefficient $Q$ corresponds to the quality factor of the resonator.

Using the Dyson equation, we obtain the retarded, advanced, and Keldysh equations

$$
D^{R,A}(\epsilon) = \frac{2\omega}{\epsilon - \omega^2 - 2\omega[\Pi^{R,A}(\epsilon) + \Sigma_0^{R}(\epsilon)]}
$$

$$
\simeq \frac{1}{\epsilon - \omega \pm i\gamma_{\text{tot}}}/2 \pi
$$

$$
\text{Im} \Sigma_0^{R}(\epsilon) = -\xi/Q \quad (15)
$$

$$
\Sigma_0^{K}(\epsilon) = -2\xi \coth(\epsilon)/Q.
$$

The first term in Eq. (20) corresponds to reflections at the two possible paths in which the phonon is emitted or absorbed before or after a reflection. To the lowest order in the tunneling rates, the electromechanical dampings due to AR and NR, $\gamma_{\text{AR}} + \gamma_{\text{NR}}$. A schematic view of inelastic AR and NR with an absorption of a phonon before an AR or NR is shown in Fig. 2(a) in which the excitation spectra of the normal and the superconducting lead around the Fermi momenta $k_F$ are shown as gray lines. Well below the superconducting gap, these processes are the only possible processes as an incoming electron can only be Andreev reflected or normal reflected.

The damping rate $\gamma_{\text{AR}}$ and $\gamma_{\text{NR}}$ can be written as the sum of elemental processes

$$
\gamma_{\text{AR}} = \sum_{v\xi} s_{v\xi} \gamma_{v\xi}^{\text{AR}},
$$

$$
\gamma_{\text{AR}} = \sum_{v\xi} s_{v\xi} \gamma_{v\xi}^{\text{NR}},
$$

with the index $v = \pm = (e,h)$ for electrons and holes, respectively, and the notation $\bar{v} = -v$. The index $s = \pm$ refers to an inelastic process with an absorption $(s = -)$ and the emission $(s = +)$ of one phonon. As an example, $\gamma_{eh}$ corresponds to an inelastic AR with an absorption or emission of a phonon for an incoming electron and an outgoing hole at the normal lead. The damping rates $\gamma_{v\xi}$ in Eqs. (22) and (23) can be written as

$$
\gamma_{v\xi}^{\text{AR}}(\omega) = \lambda^2 \frac{\Gamma_v}{2\pi} \int d\epsilon |T^{v}_{\text{AR}}(\epsilon)|^2 f_{\xi}(\epsilon)[1 - f_{\xi}(\epsilon + \omega)]
$$

$$
\gamma_{v\xi}^{\text{NR}}(\omega) = \lambda^2 \frac{\Gamma_v}{2\pi} \int d\epsilon |T^{v}_{\text{NR}}(\epsilon)|^2 f_{\xi}(\epsilon)[1 - f_{\xi}(\epsilon + \omega)]
$$

with the Fermi functions $f_{\xi}(\epsilon) = 1/[1 + \exp((\epsilon - v e V)/T)]$ for electron and holes, respectively, and the transmission functions

$$
T_{v\xi}^{\text{AR}}(\epsilon) = G_{v}(\epsilon)F^{\ast}(\epsilon + \omega) - F(\epsilon)G_{\xi}^{\ast}(\epsilon + \omega),
$$

$$
T_{v\xi}^{\text{NR}}(\epsilon) = G_{v}(\epsilon)G_{\xi}^{\ast}(\epsilon + \omega) - F(\epsilon)F^{\ast}(\epsilon + \omega).
$$

As discussed in Ref. [148] the transmission functions consist of a coherent sum of two amplitudes that are associated to the two possible paths in which the phonon is emitted or absorbed before or after a reflection. To the lowest order in the tunneling rates, the electromechanical dampings due to AR and NR are proportional to $\sim \Gamma_{v\xi}^{2}/\Delta_{\text{tot}}^2$ and $\sim \Gamma_{v\xi}^{2}$, respectively.
An example of the behavior of $\gamma_{AR}$ and $\gamma_{NR}$ is shown in Fig. 4. We analyzed in detail these processes in Ref. [148].

We now turn to discuss the term $\gamma_{NS}$ in which a particle is exchanged between the normal contact (electron or hole) and the superconducting contact (quasiparticle). We can break up these terms in absorption or emission processes ($s$) with an incoming electron or hole ($\nu$)

$$\gamma_{NS} = \sum_{\nu} s_{\nu} \gamma_{NS}^{s\nu},$$  \hspace{1cm} (27)

with

$$\gamma_{NS}^{s\nu} = 16\lambda^2 \Gamma_N \Gamma_S \int \frac{d\epsilon}{2\pi} T_\nu^s(\epsilon) \rho_S(\epsilon + s\omega) \times f_\nu(\epsilon)\left[1 - f_\nu(\epsilon + s\omega)\right].$$  \hspace{1cm} (28)

In Eq. (28) we have introduced the superconducting density of states defined as $\rho_S(\epsilon) = \theta(\epsilon^2 - \Delta^2)\sqrt{\epsilon^2 - \Delta^2}$ normalized to the one in the normal phase, and the transmission function

$$T_\nu^s(\epsilon) = \left|T_\nu^s(\epsilon)\right|^2 + \left|T_\nu^s(\epsilon)\right|^2 + \frac{2\Delta}{\epsilon + s\omega} \times \text{Re}[T_\nu^s(\epsilon)T_{\nu}^{s\dagger}(\epsilon^*)].$$  \hspace{1cm} (29)

The processes described by Eq. (28) admit two equivalent descriptions: For instance the term for $\nu = e$ can be seen as an impinging electron from the normal lead $N$ to the superconductor $S$, leaving a hole in the lead $N$, or it can be seen as an impinging quasiparticle from the superconductor $S$ transmitted as an hole in the normal lead $N$.

Comparing the results Eqs. (28) and (29) with the ones reported in literature [171,172], it turns out that the term in Eq. (29) proportional to $\left|T_{\nu}(\epsilon)\right|^2$ corresponds to the inelastic direct tunneling of quasiparticles (DT) and the term with $\left|T_{\nu}^*(\epsilon)\right|^2$ corresponds to branch crossing (BC), according to the terminology introduced in the BTK model [172]. When an electron is transmitted via inelastic DT, it occupies an electronlike branch on the superconductor. Branch crossing refers to the transmission of the electron on the holelike branch of the superconductor. Examples of processes corresponding to inelastic DT and BC for an incoming electron from the normal metal are sketched in Fig. 2(b), in which a phonon is absorbed when the electron is transmitted to the superconductor. To the leading order in the tunneling rates, DT and BC are proportional to $\Gamma_S \Gamma_N$ and $\Gamma_S^2 \Gamma_N$, respectively. The last term in Eq. (29) is proportional to the product of two transmission functions and can be interpreted as tunneling via an intermediate state [171] and scales as $\Gamma_N \Gamma_S^2$.

An example of the behavior of $\gamma_{NS} = \sum_{\nu} \gamma_{NS}^{s\nu}$ for one impinging electron ($\nu = e = e$) as a function $\epsilon_0$ at $eV = 3\Delta$. The parameters are $\Gamma_N = \Gamma_S = 0.2\omega$ and $\omega = 0.05\Delta$.

![Fig. 4. Electromechanical damping associated to inelastic Andreev reflections $\gamma_{AR} = \sum_{\nu} \gamma_{AR}^{s\nu}$ and normal reflections $\gamma_{NR} = \sum_{\nu} \gamma_{NR}^{s\nu}$ as a function $\epsilon_0$ at $eV = 3\Delta$. The other parameters are $\Gamma_N = \Gamma_S = 0.2\omega$ and $\omega = 0.05\Delta$.](image)

![Fig. 5. Electromechanical damping associated to the inelastic tunneling between $N$ and $S$ $\gamma_{NS} = \sum_{\nu} \gamma_{NS}^{s\nu}$ for one impinging electron ($\nu = e = e$) as a function $\epsilon_0$ at $eV = 3\Delta$. The parameters are $\Gamma_N = \Gamma_S = 0.2\omega$ and $\omega = 0.05\Delta$.](image)

Finally, for completeness, we report the expression for the reflections involving the quasiparticles of the superconductor. This term is given by

$$\gamma_{SS} = \sum_{\nu} s_{\nu} \gamma_{SS}^{s\nu},$$  \hspace{1cm} (30)

with each term referring to the individual process of emission or absorption for electron/hole. They read

$$\gamma_{SS}^{s\nu} = 8\lambda^2 \Gamma_S^2 \int \frac{d\epsilon}{2\pi} R_{\nu}^s(\epsilon) \rho_S(\epsilon + s\omega) \times f_\nu(\epsilon)\left[1 - f_\nu(\epsilon + s\omega)\right]$$  \hspace{1cm} (31)

and the reflection function

$$R_{\nu}^s(\epsilon) = T_{\nu}^s(\epsilon) + \text{Re}\left[\frac{\Delta T_{\nu}^s(\epsilon) T_{\nu}^{s\dagger}(\epsilon)}{\epsilon + s\omega}\right] \times (T_{\nu}^s(\epsilon)T_{\nu}^{s\dagger}(\epsilon) + T_{\nu}^{s\dagger}(\epsilon)T_{\nu}^s(\epsilon))\right].$$  \hspace{1cm} (32)

The damping contribution associated to the quasiparticle reflections in the superconductor $\gamma_{SS}$ is independent of the applied voltage. Moreover, for low temperatures compared to the superconducting gap $T \ll \Delta$, the population of quasiparticles above the gap is exponentially small such that we can disregard $\gamma_{SS}$ for the rest of our discussion.

**IV. RESULTS FOR THE PHONON OCCUPATION**

Applying a bias voltage, the electron current drives the oscillator to a nonequilibrium state with phonon occupation

$$n = \langle b^\dagger b \rangle = -\frac{1}{2} + i \frac{\int d\epsilon D^K(\epsilon) \simeq -\frac{\text{Im} \Pi^K(\omega)}{4\gamma(\omega)} - \frac{1}{8\pi} \right].$$  \hspace{1cm} (33)
In the limit $\gamma_{AR} \ll (\omega, \Gamma_N, \Gamma_S, T, eV)$ and separating the contribution of the intrinsic damping and the damping due to the charge-vibration interaction, the phonon occupation can be written as

$$\bar{n} = \frac{\gamma_{AR} n_{AR} + \gamma_{NS} n_{NS} + (\gamma_{NR} + \gamma_{SS} + \gamma_0) n_B(\omega)}{\gamma_{AR} + \gamma_{NS} + \gamma_{NR} + \gamma_{SS} + \gamma_0}$$

(34)

with the Bose function $n_B(\omega) = [\exp(\omega/T) - 1]^{-1}$. The nonequilibrium occupation due to inelastic ARs reads [148]

$$n_{AR} = \frac{1}{\gamma_{AR}} \sum_{vs} s_{v\bar{v}} n_B(\omega + vs 2eV).$$

(35)

whereas the nonequilibrium occupation $n_{NS}$ is given by

$$n_{NS} = \frac{1}{\gamma_{NS}} \sum_{vs} s_{v\bar{v}} n_B(\omega + vs eV)$$

(36)

with the Bose function shifted by $eV$ due to the tunneling of quasiparticles. Notice that the normal reflection (NR) and the quasiparticle reflections (SS) can drive the oscillator only to the thermal equilibrium.

For low temperature compared to the gap $T \ll \Delta$ and for the case $\gamma_0 \ll \gamma_{NR}$, we can approximate $\gamma_{NR} + \gamma_{SS} + \gamma_0 \simeq \gamma_{NR}$. Moreover, in the high voltage limit $eV \gg T$ and for positive bias $eV > 0$, we have essentially that electrons from the normal lead are moving to the right superconducting lead (or equivalently the holes move from the right to the left). In this case, we can approximate the expression for $\bar{n}$ as

$$\bar{n} \simeq \frac{\gamma_{eh}^{-1} + \gamma_{NS}^{-1} + \gamma_{NR} n_B(\omega)}{\gamma_{eh}^{-1} + \gamma_{e\bar{e}}^{-1} + \gamma_{SS}^{-1}}.$$

(37)

Equation (37) generalizes the main result in Ref. [148] as it takes into account the effects of the quasiparticles on the nonequilibrium phonon occupation of the mechanical oscillator.

### A. Single mode phonon occupation

Figure 6(a) shows an example of the phonon occupation $\bar{n}$ as a function of $e_0$ and source-drain voltage $eV$ for a single mode with frequency $\omega \ll \Delta$ and a temperature $T = 10\omega$. As anticipated in the introduction, we have: (i) regions of ground state cooling $\bar{n} \ll 1$, (ii) regions of strong energy pumping into the resonator $\bar{n} \gg 1$, and (iii) regions of a mechanical instability in which the total electromechanical damping becomes negative $\gamma + \gamma_0 < 0$ and our perturbative method breaks down. In analogy to previous results in Ref. [66], one expects that, going beyond the perturbative approach for the charge-vibration interaction and taking into account the anharmonicity of the resonator, such regions can host self-sustained oscillations. In Fig. 6(b) we show at fixed bias voltage the total damping and the contributions of $\gamma_{AR}$ and $\gamma_{NS}$ to the electromechanical damping that are responsible for the instability, i.e., $\gamma_{AR} < 0$ or $\gamma_{NS} < 0$.

The first striking observation in Fig. 6(a) is the weakly dependence of the phonon occupation $\bar{n}$ on the bias voltage whereas $\bar{n}$ is strongly dependent on $e_0$. In other words, the phonon occupation is determined by the bare dot’s level $e_0$, or the gate voltage, whereas no additional features appear at $eV \sim \Delta$. This behavior can be explained as we assumed a sharp resonant regime with a small coupling to the normal lead

$\Gamma_N = 0.1\omega \ll \Delta$. As discussed in Sec. II A, the Andreev levels $E_A$ are formed within the superconducting gap whose position depends on $e_0$ (and the coupling to the superconductor $\Gamma_S$) and whose small broadening is set by $\Gamma_N$. This translates into sharp peaks entering in the transmission functions in Eqs. (25), (26), and (29) and yield a saturation for the damping rates $\gamma_{AR}$, $\gamma_{NR}$, and $\gamma_{NS}$ as increasing the bias voltage. Thus we divide the following discussion about the phonon occupation of Fig. 6(a) into the deep subgap regime with $|e_0| \ll \Delta$ and a regime close to the gap $|e_0| \approx \Delta$. This scale separation is valid for $\omega \ll \Delta$.

In the first region at low energy, $|e_0| \ll \Delta$, inelastic AR dominates (see Fig. 4). This subgap regime was discussed in Ref. [148] in which we showed that resonances in both amplitudes of the transmission function in Eq. (25) as well as interference between the two amplitudes result in: (i) an enhancement of the absorption rates compared to the emission rates for $e_0 \approx 0$ leading to ground-state cooling, (ii) a large phonon occupation eventually approaching a mechanical instability for $e_0 > 0$. Here, we extend the previous result showing that $\bar{n}$ is controlled by the gate voltage even for bias voltages larger than the superconducting gap $eV > \Delta$.

By contrast, the inelastic tunneling of quasiparticles strongly controls the phonon occupation when the gate voltage approaches the superconducting gap $|e_0| \approx \Delta$ (see Fig. 6). Indeed, in this region, inelastic quasiparticle tunnelings are the leading processes as shown in Fig. 5. These processes, similarly to the inelastic ARs, yield a similar behavior of the nonequilibrium occupation with alternating regions of ground-state cooling, energy “heating”, and instability. The
line separating the ground state cooling $\bar{n} \ll 1$ from the region $\bar{n} \gg 1$ is a narrow range in which the resonator is close to the thermal equilibrium. These results can be explained by considering the subtle interplay between the density of states $\rho_d(\varepsilon)$ of the quantum dot [see Fig. 3(a)], that acts as energy filter via the transmission coefficient $T^r_\omega(\varepsilon)$ in Eq. (26), and the behavior of the superconducting density of states with an energy gap and a divergence at $\varepsilon = \Delta$. The basic idea is schematically reported in Fig. 7. Hereafter we discuss in detail the positive part $\varepsilon_0 > 0$ at $\varepsilon_0 \approx \Delta$. Similar arguments apply for the negative part $\varepsilon_0 < 0$ at $\varepsilon_0 \approx -\Delta$.

We start the discussion with the case shown in Fig. 7(a) when the Andreev states are well formed inside the dot and the energy level $\varepsilon_0 < \Delta$. Tunneling from $N$ to $S$ with phonon absorption or phonon emission are possible for electrons with the appropriate energy threshold, namely $\varepsilon \geq \Delta - \omega$ or $\varepsilon \geq \Delta + \omega$, respectively. However, the density of states $\rho_d(\varepsilon)$ and hence the transmission function $T^r_\omega(\varepsilon)$ is sharply peaked at the Andreev levels such that one can assume that electron are essentially injected at energy $\varepsilon = |E_A|$. In this case shown in Fig. 7(a), the emission of a phonon is simply blocked due to the superconducting gap.

Increasing $\varepsilon_0$, we approach the region $\varepsilon_0 > \Delta$. Here, beyond Andreev levels inside the dot, a broadened peak appears in $\rho_d(\varepsilon)$ and in the transmission $T^r_\omega(\varepsilon)$—above the gap, reminiscent of the bare dot’s level [see Figs. 3(a) and 7(b)]. In this case, beyond the fact that phonon emission is still blocked due the superconducting gap, the absorption rate is in addition enhanced due to the increase in $\rho_d(\varepsilon)$ and $T^r_\omega(\varepsilon)$ at $\varepsilon > \Delta$.

Finally, further increasing $\varepsilon_0$, the peak of the functions $\rho_d(\varepsilon)$ or $T^r_\omega(\varepsilon)$ moves far away from the gap edge such that the condition $\varepsilon_0 = \Delta + \omega$ is reached. In this case, electrons from the normal lead $N$ are again filtered by the dot at energy $\varepsilon = \varepsilon_0$ and phonon emission is greatly enhanced in this case due to the divergence of $\rho_d(\varepsilon)$ at the gap edge, viz. $\gamma_{NS} \gg \gamma_{NS}^N$, leading to the instability.

B. Multimode phonon ground-state cooling

In this section, we illustrate that several nondegenerate mechanical modes can be cooled to the ground state in the N-QS-S system. We generalized the Hamiltonian Eq. (1) considering several vibrational eigenmodes of the resonator. The frequencies of these vibrational modes are denoted by $\omega_m$ and the bosonic annihilation and creation operators for each mode by $\hat{b}_m$ and $\hat{b}_m^\dagger$. The Hamiltonian reads:

$$\hat{H} = \hat{H}_N + \hat{H}_S + \varepsilon_0 \hat{\delta}_d + \sum_m \left[ \lambda_m \hat{\delta}_d (\hat{b}_m + \hat{b}_m^\dagger) + \omega_m \hat{b}_m^\dagger \hat{b}_m \right].$$

To illustrate the multimode cooling, we assume a linear low-frequency spectrum by $\omega_m = m \omega$ with $m = 1, 2, \ldots, N$ although this assumption is not essential. The calculation of the multimode phonon occupation can be limited by considering a finite number of modes, as we have a natural cutoff given by the temperature. For the case $T = 10\omega$, we choose $N = 7$ modes. High-frequency modes with $\omega \gtrsim T$ are close to the ground state. The nonequilibrium value $\bar{n}_k$ for each mode is calculated by Eq. (34) from which we can plot the total mechanical energy defined by $E_{tot} = \sum_{m=1}^{N} \omega_m \bar{n}_m$. Such an approach holds since, in the regime of weak charge-vibration coupling, we can neglect the intercorrelation effect between the different modes.

In Fig. 8 we show the multimode phonon occupation at bias voltage larger than the gap $eV > \Delta$ and as a function of $\varepsilon_0$. Similarly to the discussion in Sec. IV A of the phonon occupation for a single mode, we found that the total energy $E_{tot}$ has a weak bias-voltage dependence and its behavior is controlled by the gate voltage $\varepsilon_0$.

As can be seen from Fig. 8, the thermal equilibrium value of the total mechanical energy $E_{tot} \approx 57.2\omega$ is approached if the gate voltage is much larger than the gap, $|\varepsilon_0| \gg \Delta$. Figure 8 has a similar behavior as the single mode results $\bar{n}$ with features in the deep subgap region $|\varepsilon_0| \ll \Delta$ and close to the gap edges $|\varepsilon_0| \sim \Delta$. Around these ranges, the total energy shows dips below the thermal equilibrium value followed by sharp increases of the multimode phonon occupation.
When the gate voltage is close to \( \epsilon_0 \approx -\Delta \) and for \( eV = 3\Delta \), the total energy has a small dip (weak cooling) followed by an increase due to inelastic tunneling of quasiparticles. In this case, since the temperature is small compared to the superconductor gap \( T \ll \Delta \), the states in the superconductor are almost filled and the phonon occupations of the several modes are only slightly reduced.

As discussed in a previous work in Ref. [148], for negative \( \epsilon_0 < 0 \) and \( |\epsilon_0| \ll \Delta \), all the vibrational modes are strongly cooled by inelastic-vibration assisted Andreev reflections. Due to an interference mechanism, such a cooling is possible without matching a resonant condition between levels of the quantum dot and the vibrational frequency. Here we demonstrate that this mechanism is working even at bias voltage larger than the gap.

Interestingly, the phonon occupation of several modes is strongly reduced even closely below the superconducting gap, for \( \epsilon_0 \approx \Delta \), where the dominant processes are the inelastic tunneling of quasiparticles. The explanation is similar to the discussion of the previous section for the damping (see Fig. 7).

V. RESULTS FOR THE CURRENT

In this section, we calculate the current to the leading order in the charge-vibration coupling for a single mode with frequency \( \omega \). Using the spinor notation in Nambu space in the normal lead \( \Psi_k = (c_k^\uparrow, c_{-k}^\downarrow) \) and the number operator \( \hat{N} = \frac{1}{2} \sum_k \Psi_k^\dagger \hat{\epsilon} \Psi_k \), with the Pauli matrix \( \hat{\epsilon} \), see Ref. [173], the current through the normal lead \( I = -e \langle d\hat{N}/dt \rangle \) can be expressed as

\[
I = \frac{e}{\hbar} \int \frac{d\epsilon}{2\pi} \text{Re} \text{Tr} \left[ \hat{\epsilon} \left( \tilde{G}^K(\epsilon) \hat{\Sigma}_N^A + \tilde{G}^R(\epsilon) \hat{\Sigma}_N^K \right) \right],
\]

in which \( \tilde{G}^K(\epsilon) \) and \( \tilde{G}^R(\epsilon) \) refer to the dot Green’s functions and they are defined similarly as in Sec. II A. They correspond to the exact Green’s function including the coupling to the leads and the charge-vibration interaction. To calculate the current in Eq. (39) we perform a perturbation expansion of these Green’s functions to the leading order in the charge-vibration coupling \( \lambda \) [115,157]. Hence the current can be decomposed into an elastic current, an elastic correction, and an inelastic term as

\[
I = I_0 + I_{ec}^{(2)} + I_{in}^{(2)},
\]

with

\[
I_0 = e \int \frac{d\epsilon}{2\pi} \text{Re} \text{Tr} \left[ \hat{\epsilon} \left( \tilde{G}^K(\epsilon) \hat{\Sigma}_N^A + \tilde{G}^R(\epsilon) \hat{\Sigma}_N^K \right) \right],
\]

\[
I_{ec}^{(2)} = e \int \frac{d\epsilon}{2\pi} \text{Re} \text{Tr} \left[ \hat{\epsilon} \left( \tilde{G}^R \tilde{G}^K \hat{\Sigma}_N^A \right) + \tilde{G}^R \tilde{G}^K \hat{\Sigma}_N^K \right],
\]

\[
I_{in}^{(2)} = e \int \frac{d\epsilon}{2\pi} \text{Re} \text{Tr} \left[ \hat{\epsilon} \left( \tilde{G}^K \tilde{G}^R \hat{\Sigma}_N^A \right) + \tilde{G}^K \tilde{G}^R \hat{\Sigma}_N^K \right],
\]

and the self-energies associated to the charge-vibration interaction (\( \sim \lambda^2 \))

\[
\Sigma_{\text{vb}}^R/A(\epsilon) = i \frac{\lambda^2}{2} \int \frac{d\epsilon'}{2\pi} \frac{D^R/A(\epsilon')}{\Delta} \hat{\epsilon}_z \tilde{G}^K(\epsilon - \epsilon') \hat{\epsilon}_z
\]

\[
- \hat{\epsilon}_z \text{Tr} \left[ \hat{\epsilon}_z \tilde{G}^K(\epsilon') \right] D^R/A(0),
\]

The elastic current \( I_0 \) shows a peak at \( \epsilon_0 = 0 \) as a function of the gate voltage which is associated to the Andreev reflections. In the deep subgap regime, this current can be simplified to

\[
I_0 = 8e \Gamma_0^2 \int d\epsilon \left| F(\epsilon) \right|^2 \left[ f_+(\epsilon) - f_-(\epsilon) \right].
\]

In addition, \( I_0 \) increases close to the gap edges at \( \epsilon_0 \approx |\Delta| \) of the gate voltage, where quasiparticle tunneling occurs and contributes to transport.

The term \( I_{in}^{(2)} \) represents the corrections to the elastic part and shows no additional features with respect to \( I_0 \). On the other hand, the inelastic term of the current \( I_{in}^{(2)} \) has different features. This term can be approximated in the high-voltage limit as

\[
I_{in}^{(2)}/e \approx \left( |\tilde{\gamma}| + 1 \right) (\gamma_{AR} + \gamma_{NS}) + (\tilde{\gamma})(\gamma_{AR} + \gamma_{NS})
\]

for \( eV \gg T \). The inelastic current is directly related to the average phonon occupation \( \bar{\gamma} \). In the following, we discuss two different cases. In the following, we discuss two different limits. In the first case, we consider the vibrational states at thermal equilibrium \( \bar{\gamma} = n_B(\omega) \) which corresponds to the externally damped harmonic oscillator. In the second case we assume that the vibration is driven in a strong nonequilibrium state \( n \) given by Eq. (34) with small intrinsic damping \( \gamma_0/\omega \ll 1 \). This second case corresponds to the undamped harmonic oscillator and the phonon occupation is practically controlled by the charge passing through the dot (viz. the bias voltage). Notice however that, for vanishing intrinsic damping \( \gamma_0 = 0 \), \( \bar{\gamma} \) is of order \( \lambda^2 \ll 1 \) such that the inelastic corrections to the current are still of the order \( \lambda^2 \). More refined numerical treatments as the self-consistent approach based by solving numerically the coupled Dyson equations for the electron and phonon’s Green’s functions is beyond the aim of this work [175–179]. As an example of this comparison, we show the current as a function of \( \epsilon_0 \) at large bias voltage \( eV = 10A \) for a resonator at thermal equilibrium \( \bar{\gamma} = n_B(\omega) \) in Fig. 9(a) and in a nonequilibrium state \( \bar{\gamma} = \bar{n} \) in Fig. 9(b).

In both cases, we observe that the inelastic current shows distinct features. At small gate bias (\( \epsilon_0 \rightarrow 0 \)), the peaks at \( \epsilon_0 \approx -\omega/2 \) and \( \epsilon_0 \approx \omega/2 \) are associated to the absorption and emission, respectively, of a phonon during inelastic, vibration assisted Andreev reflections [148]. Additionally to these peaks, we also found peaks close to the gap edges where inelastic quasiparticles tunneling give a contribution to transport at \( E_A = \pm |\Delta| \), which can be explained by the same argument discussed at the end of Sec. IV A (see Fig. 7).

The peaks at \( E_A = |\Delta - \omega| \) correspond to the absorption of one phonon and \( E_A = -|\Delta - \omega| \) to the emission of one phonon. We notice that the role of the peaks at the negative part
The other parameters are $\Gamma_1 N / \Gamma_1 S = \lambda (\text{at } P)$. STADLER, W. BELZIG, AND G. RASTELLI PHYSICAL REVIEW B large intrinsic damping such that $\bar{n}_B$ height, albeit in the limit involving ARs and quasi-particles are almost of the same both kinds of the peaks associated to the inelastic processes. When the vibration is at thermal equilibrium as in Fig.9(a), the resonator is in thermal equilibrium with $\lambda = 0.015 \omega_0$ and $\gamma_0 = 10^{-2} \omega_0$. The other parameters are $\Gamma_N = 0.015 \omega_0$, $\Gamma_S = 0.05 \omega_0$, $T = 10 \omega_0$, and $eV = 10 \Delta$.

($\epsilon_0 < 0$) and positive part ($\epsilon_0 > 0$) is inverted in comparison to peaks associated to the ARs.

The difference behavior of the peaks in Figs. 9(a) and 9(b) is due to the two different regimes for the phonon occupation. When the vibration is at thermal equilibrium as in Fig. 9(a), both kinds of the peaks associated to the inelastic processes involving ARs and quasi-particles are almost of the same height, albeit in the limit $n_B(\omega) + 1 \simeq n_B(\omega)$. By contrast, in Fig. 9(b) the resonator is in a nonequilibrium state and the paired sidepeaks are of different height: The peaks which are associated to the phonon absorption are suppressed compared the thermal case whereas the peaks associated to the phonon emission are enhanced. In other words, the asymmetry of the peaks reflects the behavior of the phonon occupation shown in Fig. 6. This result implies that the heights of the inelastic peaks lying in two different ranges of the gate voltage are correlated and they can be readily used to detect the nonequilibrium state of the resonator. Then, using the same argument discussed in Ref. [148], the ratio between the brightness of paired peaks—defined as the underlying area for each peak—can be used to extract information about the phonon occupation of the nonequilibrated resonator.

### VI. CONCLUSION

We studied the phonon occupation and the quantum transport of a quantum dot embedded between a normal-conducting and a superconducting lead showing that the vibrational states of the resonator are controlled by the current. In comparison to our previous work in Ref. [148], we consider a finite superconducting gap and showed that quasiparticle tunneling close to the superconducting gap strongly affects the phonon occupation. When the energy of the resonant level is well inside the superconducting gap, inelastic vibration-assisted Andreev reflections drive the resonator to a nonequilibrium state. At gate voltages close to the superconducting gap edge, inelastic tunneling of quasiparticles control the state of the resonator.

As a result we obtained that both inelastic vibration-assisted Andreev reflections and inelastic tunneling of quasiparticles can cool the vibrational state of the resonator to the ground state even for several vibrational modes.

Moreover, we found that quasiparticles inelastic tunneling yields peaks even inside the subgap transport region, close to the gap and far from the peaks associated to the Andreev inelastic reflections. According to our theory, the two kind of peaks are correlated and this property can be readily exploited for the spectroscopy of the vibrational modes. Similar inelastic processes were observed in recent experiments [144–147] suggesting that our proposal is within the reach of current research.

The system allows in principle to prepare vibrational modes in the quantum regime by cooling via electron transport. Ground state cooling of the mechanical motion can be useful in view of the application of such devices as quantum, ultrasensitive detectors of mass, charge, spin and force at the nanoscales, or for fundamental studies of quantum mechanics, viz. the observation of quantum effects in large mechanical systems formed by millions of atoms. Our method can be used to initialize the quantum state of the vibrational vibrations of a carbon nanomechanical resonator and subsequently to address the relaxation dynamics and the dynamical crossover from the quantum regime towards the classical regime. Further possible applications concern the cooling of spatially separated nanomechanical resonators and other nonlocal heat transport phenomena.
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[175] Notice that even if we formally calculated the current in the normal lead $I_N$, the expression for the inelastic current Eq. (47) is independent of this assumption, see further discussions in Refs. [176–179].