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Abstract

This thesis elaborates on several topics on multidimensional BSDEs and FBSDEs.
In the first part, we consider multidimensional quadratic BSDEs with gener-

ators which can be separated into a coupled and an uncoupled part allowing to
analyse the degree of coupling of the system in terms of the growth coefficients.
We provide conditions on the relation between the size of the terminal condition
and the degree of coupling which guarantee existence and uniqueness of solutions.

In the second part, we derive two existence and uniqueness results for multi-
dimensional and coupled systems of forward-backward SDEs when the generator
of the backward equation may have quadratic growth in the control variable and the
parameters of the forward equation are Lipschitz continuous. In the Markovian set-
ting, we show existence and uniqueness in the superquadratic case for unbounded
terminal conditions. Furthermore, the Markovian setting can be dropped if the gen-
erator can be separated into a quadratic and a subquadratic part, and the terminal
condition is bounded. In this case the solution exists on a small time interval.

In the last part, we consider a BSDE with a generator that can be subjected
to delay, in the sense that its current value depends on the weighted past values
of the solutions, for instance a distorted recent average. Existence and uniqueness
results are provided in the case of possibly infinite time horizon for equations with,
and without reflection. Furthermore, we show that when the delay vanishes, the
solutions of the delayed equations converge to the solution of the equation without
delay. We argue that these equations are naturally linked to forward backward sys-
tems, and we exemplify a situation where this observation allows to derive results
for quadratic delayed equations with non-bounded terminal conditions in multi-
dimension.
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Zusammenfassung

Diese Arbeit beschäftigt sich mit mehreren Themen auf dem Gebiet von mehrdi-
mensionale BSDEs und FBSDEs.

Im ersten Teil betrachten wir mehrdimensionale quadratische BSDEs mit Gen-
eratoren, die eine Zerlegung in einen zusammenhängenden und einen nicht zusam-
menhängenden Teil erlauben. Damit kann der Kopplungsgrad des Systems in
Bezug auf den Wachstumskoeffizienten analysiert werden. Wir liefern Bedingun-
gen an die Relation zwischen der Endbedingung und dem Kopplungsgrad, welche
die Existenz und Eindeutigkeit von Lösungen sichern.

Im zweiten Teil zeigen wir zwei Resultate zur Existenz und Eindeutigkeit für
mehrdimensionale und zusammenhängende Systeme von Forward-Backward-SDEs,
wobei der Generator der Backward Gleichung quadratischen Wachstum in dem
Control Prozess haben darf und die Parameter der Forward Gleichung Lipschitz-
stetig sind. Im Markov Fall zeigen wir Existenz und Eindeutigkeit für den su-
perquadratischen Fall bei unbeschränkten Endbedingungen. Weiterhin kann die
Markov Bedinung aufgehoben werden, sofern der Generator in einen quadratis-
chen und einen subquadratischen Teil getrennt werden kann, und die Endbedin-
gung beschränkt ist. In diesem Fall existiert die Lösung auf einem kleinen Zeitin-
tervall.

Im letzten Teil betrachten wir eine BSDE mit einem verzögerten Generator,
in dem Sinne, dass der aktuelle Wert von den gewichteten vergangenen Werten
abhängt, z.B. ein verzerrter Mittelwert. Existenz und Eindeutigkeit der Lösung
werden im Fall von möglicherweise unendlichen Zeithorizont für Gleichungen
mit und ohne Reflexion bewiesen. Darüber hinaus zeigen wir die Konvergenz
der Lösungen der verzögerten Gleichungen gegen die Lösung der Gleichung ohne
Verzögerung, sofern die Verzögerung verschwindet. Wir argumentieren noch, dass
diese Gleichungen mit Forward-Backward-SDEs verbunden sind, und damit ver-
anschaulichen wir eine Situation, wo die Ergebnisse der quadratischen verzögerten
Gleichungen aus FBSDEs mit unbeschränkte Endbedingungen ableitbar sind.
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Chapter 1

Introduction

Backward stochastic differential equations (BSDEs) were first introduced by Bis-
mut [9] as adjoint equations in stochastic optimization problems. On a filtered
probability space, a BSDE usually takes the form:

Yt = ξ +

T∫
t

g(s, Ys, Zs)ds−
T∫
t

ZsdWs, (1.0.1)

where W is a standard Brownian motion, ξ is called the terminal condition and g
the generator. A solution is a pair of predictable processes (Y, Z) such that (1.0.1)
holds, Y is called the value process and Z the control process. The first general
solvability result is due to Pardoux and Peng [63] for square integrable terminal
conditions and Lipschitz continuous generators. Since then, BSDEs have been
intensively studied and used as a powerful tool in applied and theoretical areas,
particularly in mathematical finance. In their survey paper, El Karoui et al. [28]
presented possible applications of BSDEs in stochastic control theory and finan-
cial modeling. For instance, BSDEs naturally appear in the theory of contingent
claim valuation in complete market. It is pointed out that the works by Black
and Scholes [10], Duffie [27], Harrison and Kreps [34], Harrison and Pliska [35],
Karatzas [45] and Merton [59] can be expressed as BSDEs. BSDE also connects
to the theory of risk measure. Peng [67] defined g-expectation and conditional
g-expectation through the solution of a BSDE with g as the generator. Rosazza Gi-
anin [70] showed that g-expectation corresponds to a coherent (resp. convex) risk
measure if g is sublinear (resp. convex). She suggested a conditional g-expectation
as a dynamic risk measure and proved that a dynamic coherent or convex risk mea-
sure can be represented as a conditional g-expectation under strictly monotone and
dominated conditions. Delbaen et al. [21] represented the penalty term of general
dynamic concave utilities (hence of dynamic convex risk measures) in the context
of a Brownian filtration and with a fixed finite time horizon. Their approach relies
on the theory of g-expectation.

Moreover, considerable works have been done to weaken the assumptions on
the terminal conditions and the generators. Among them, Kobylanski [48] ob-
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Introduction

tained the existence and uniqueness of the solution of a BSDE when the generator
can grow quadratically in the control process and the terminal condition is bounded
for the 1-dimensional case. The main technique is to use an exponential change of
variable. She also proved the comparison theorem and established the stability re-
sult and its relation with PDEs. By an approximation procedure based on Malliavin
calculus, Briand and Elie [13] provided a simple approach to construct the solution
to a quadratic BSDE with bounded terminal condition. This method allows them
to consider a delayed quadratic BSDE whose generator depends on the recent past
of the value process. Briand and Hu [14, 15] obtained the existence of the solu-
tion by relaxing the boundedness on the terminal conditions to the existence of
exponential moments. By additionally assuming the generator to be convex in the
control process, the uniqueness holds. Barrieu and El Karoui [7] studied the sta-
bility and convergence of some general quadratic semimartingales. They proved
the existence of solutions of general quadratic BSDEs under minimal exponential
integrability assumptions relying on their convergence result. When the generator
has superquadratic growth in the control process. The first result is due to Delbaen
et al. [22] who consider a generator which is convex in z and bounded terminal
conditions. They showed that there exists a bounded terminal condition such that
the associated BSDE does not admit any bounded solution and if the BSDE has a
bounded solution, there exist infinitely many of them. When the terminal condi-
tion and the generator are deterministic functions of a forward SDE, they obtain an
existence result. Richou [69] studied the existence and uniqueness of solutions to
quadratic and superquadratic Markovian BSDEs with unbounded terminal condi-
tions. Based on a priori estimate on the control process, he proved the existence of a
viscosity solution to a semilinear parabolic PDE having quadratic or superquadratic
growth in the gradient of the solution and gave explicit convergence rates for time
approximation of quadratic or superquadratic Markovian BSDEs. His solvability
result was later extended by Masiero and Richou [58] where the regularity assump-
tion on the terminal condition is weakened. Cheridito and Nam [16] obtained the
existence and uniqueness of solutions of BSDEs when the generator can grow ar-
bitrarily fast in z and the terminal condition has bounded Malliavin derivative.

A predominant area of applications of quadratic BSDEs is utility maximization
and indifference pricing. In a financial market with constrains on the portfolios,
Rouge and El Karoui [71] characterized the price for a claim as a quadratic BSDE.
Sekine [72] studied the maximization problem for the exponential and power util-
ity functions based on a duality result obtained by Cvitanic and Karatzas [19]. He
derived a quadratic BSDE as a necessary and sufficient condition for optimality via
a variational method and dynamic programming. Their results are extended by Hu
et al. [42] by applying the theory of BMO martingales. They obtained appropriate
quadratic BSDEs for the value processes of several constrained utility maximiza-
tion problems. Morlais [60] studied the existence and uniqueness of solutions for a
kind of quadratic BSDEs driven by a continuous martingale and gave applications
to the utility maximization problem. Building on the work by Mania and Tevzadze
[56, 57], Nutz [62] investigated the respective BSDE for a power utility function
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Introduction

in a more general setting. He established a one-to-one correspondence between
solutions to BSDEs and solutions to the so-called primal and dual problems of
utility maximization. Mania and Schweizer [55] studied the dynamics of the ex-
ponential utility indifference valuation. They obtained that the indifference value
process is the unique solution of a quadratic BSDE and provided BMO estimates
for the components of this solution. Becherer [8] considered the same problem
in a discontinuous setting. Bordigoni et al. [12] studied a stochastic control prob-
lem arising in the context of utility maximization under model uncertainty. They
characterized the dynamic value process as the unique solution of a generalized
quadratic BSDE. Their approach is extended to an infinite time horizon in Hu and
Schweizer [40]. Heyne et al. [36] studied the utility maximization problem of an
agent with non-trivial endowment and whose preferences are modeled by the max-
imal subsolution of a BSDE. They proved that the utility maximization problem
can be seen as a robust control problem admitting a saddle point if the generator of
the BSDE is convex and satisfies a quadratic growth condition.

Multidimensional quadratic BSDEs naturally arise in equilibrium pricing mod-
els in financial mathematics. Cheridito et al. [18] solved a problem of valuing a
derivative in an incomplete market in a discrete setting. They closed their work by
considering the continuous case which leads to a fully coupled multidimensional
quadratic BSDE whose solvability is unknown. Kramkov and Pulido [49] consid-
ered a financial model where the prices of risky assets are quoted by a represen-
tative market maker who takes into account an exogenous demand. These prices
can be characterized as a system of quadratic BSDEs. They obtained a unique so-
lution of this system for bounded terminal condition when the market maker’s risk
aversion is sufficiently small. They also proved that the established equilibrium is
unique in the global sense. Kardaras et al. [46] studied existence an uniqueness of
continuous time stochastic Radner equilibria in an incomplete markets model. This
problem is equivalent to solving a fully coupled system of quadratic BSDEs. By
introducing the notion of distance to Pareto optimality, they proved the existence
and uniqueness of the equilibrium when the distance is small enough.

However, a general existence theory does not exist for multidimensional quadr-
atic BSDEs. Frei and dos Reis [30] and Frei [29] provided counterexamples which
show that multidimensional quadratic BSDEs may fail to have a global solution.
The main difficulty is that the comparison theorem may fail to hold for BSDE
systems (see [39]). Tevzadze [73] proved that when the terminal condition is small
enough, one has a unique solution for multidimensional quadratic BSDE. The main
idea is to construct a contraction mapping on S∞×BMO. Cheridito and Nam [17]
and Hu and Tang [41] obtained local solvability on [T−ε, T ] for some ε > 0 of sys-
tems of BSDEs with subquadratic generators and diagonally quadratic generators
respectively, which under additional assumptions on the generator can be extended
to global solutions. Cheridito and Nam [17] provided solvability for Markovian
quadratic BSDEs and projectable quadratic BSDEs. Frei [29] introduced the notion
of split solution and studied the existence of multidimensional quadratic BSDEs by
considering a special kind of terminal condition. In Bahlali et al. [6] existence is
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shown when the generator g(s, y, z) is strictly subquadratic in z and satisfies some
monotonicity condition. In this thesis, we study multidimensional quadratic BS-
DEs with separated generators. Sufficient conditions are provided which guarantee
the existence and uniqueness of solutions.

Similar to stochastic differential equations (SDEs), BSDEs are related to par-
tial differential equations (PDEs). Peng [66] showed that the solution of a BSDE
provides a probabilistic interpretation of a solution for a quasilinear PDE in the
spirit of the well-known Feynman-Kac formula when the BSDE is Markovian, i.e.,
the randomness of the terminal condition and the generator comes form a forward
SDE. We usually call this system decoupled forward-backward stochastic differ-
ential equation (FBSDE). When the drift and diffusion coefficients in the forward
SDE depend on the solution of the BSDE, we call this system coupled FBSDE.
Antonelli [4] obtained the first solvability result of a coupled FBSDE over a small
time horizon. He also constructed a counterexample which shows that for coupled
FBSDEs, large time horizon may lead to non-solvability. This method is later de-
tailed by Pardoux and Tang [64]. They studied the existence and uniqueness of
the solution for a coupled FBSDE. Continuous dependence of the solution on a
parameter is obtained. They also provided the connection between FBSDEs and
quasilinear parabolic PDES. Ma et al. [53] studied Markovian FBSDEs by using
the so-called "Four Step Scheme". By requiring the non-degeneracy of the forward
diffusion coefficient and non-randomness of the coefficients, they proved that the
backward component of the solution are determined explicitly by the forward com-
ponent via a quasilinear PDE. This method works for arbitrarily large time hori-
zon. Another method is the "Method of Continuation" initialed by Hu and Peng
[38], Peng and Wu [65], developed by Yong [74, 75]. Under monotonicity con-
ditions on the coefficients, they obtained solvability for non-Markovian FBSDEs
with arbitrary duration. In a Markovian setting with forward diffusion process be-
ing uniformly non-degenerate, Delarue [20] obtained the existence and uniqueness
of the solution of an FBSDE over arbitrary time horizon by combining contrac-
tion mapping method and the "Four Step Scheme" method and some delicate PDE
arguments. This result was later extended to non-Markovian case by Zhang [76].
Recently, Ma et al. [54] established a unified approach to study the wellposedness
of general non-Markovian FBSDEs. They introduced the concept of "Decoupling
Fields". They provided sufficient conditions under which the associated charac-
teristic BSDE is wellposed which leads to the existence of decoupling fields, and
ultimately to the solvability of FBSDE. This method is significantly refined and
extended to multi-dimensional systems by Fromm and Imkeller [32]. The above
mentioned results on coupled FBSDEs assume Lipschitz continuity of the genera-
tor g. However, FBSDEs appearing in the study of stochastic control problems are
typically of quadratic growth in Z. For instance, this class of systems are shown
to characterize solutions of utility maximization problems with non-trivial termi-
nal endowment, see Horst et al. [37]. In this thesis, we consider the existence and
uniqueness of solutions of coupled FBSDEs, with quadratic or even superquadratic
growth and in the multi-dimensional case.
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BSDEs with time-delayed generators were introduced in Delong and Imkeller
[24]. In this type of equation, the generator may depend on the path of the value
and control processes with some weighted measures. They obtained existence and
uniqueness of a solution for a sufficiently small time horizon or for a sufficiently
small Lipschitz constant of the generator. For some special classes of generators,
they obtained that the existence and uniqueness may still hold for arbitrarily large
time horizon and Lipschitz coefficient. They also showed that solutions of BSDEs
with time-delayed generators do not in general inherit the boundedness and BMO
properties. Delong and Imkeller [25] investigated BSDEs with time delayed gener-
ators diven by Brownian motions and Poisson random measures. The existence and
uniquess of solutions were obtained when the time horizon or the Lipschitz coef-
ficient is sufficiently small. They also studied differentiability in the variational or
Malliavin sense and derived equations that are satisfied by the Malliavin gradient
processes. This class of equations turned out to have natural applications in pricing
and hedging of insurance contracts, see Delong [23]. dos Reis et al. [26] provided
sufficient conditions for the solution of a BSDE with time delayed generator to ex-
ist in Lp. They also considered the decoupled systems of SDEs and BSDEs with
time delayed generators. Sufficient conditions for their variational differentiabil-
ity were provided. By usual representation formulas, variational derivatives and
the Malliavin derivatives are connected. Some path regularity results are obtained.
Zhou and Ren [77] established the existence and uniqueness of the solution for a
reflected BSDE with time delayed generator for a sufficiently small Lipschitz coef-
ficient of the generator and a continuous barrier process. In this thesis, we consider
BSDEs with time delayed generators on finite and infinite time horizon. Moreover,
we study reflected BSDE with time delayed generator and a RCLL (right contin-
uous with left limits) barrier process. We also study quadratic and superquadratic
BSDEs with delay only in the value process from the connection between BSDEs
with time delayed generators and FBSDEs.

Structure and Main Results of the Thesis: This thesis consists of three main
chapters which have resulted in three preprints: Jamneshan et al. [44], Luo and
Tangpi [51] and Luo and Tangpi [52].

In chapter 2, we will study the existence and uniqueness of solutions of multidi-
mensional quadratic BSDEs. We start with coupled system with partial dependence
where the generator is sum of squares of the control processes. We will study the
interplay between terminal conditions and coefficients which guarantees solvability
of this system. The idea is that we first solve a family of 1-dimensional parameter-
ized BSDEs by using Pardoux and Peng [63] or an extension of Lemma 2.5 in [41].
We provide conditions such that we can define a functional which maps a bounded
subset of S∞ × BMO into itself. Later, under some additional conditions, we
can obtain a unique solution by applying Banach fixed point theorem. When the
generator only has coupledness in the value process, i.e., the i-th component of the
generator only depends on the i-th component of the control process, we obtain the
existence and uniqueness of the solution for arbitrarily large terminal condition and
time horizon. The main technique is to obtain a contraction mapping on S∞ when
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time duration is small by using Girsanov’s theorem. We then obtain the solvability
for arbitrarily large time horizon by a pasting technique. For the general case, we
consider generators which can be separated into a coupled part and an uncoupled
part. Two kinds of sufficient conditions are provided which yield the existence
and uniqueness of solutions of multidimensional quadratic BSDEs with separated
generators.

In chapter 3, we will study multi-dimensional and coupled systems of forward-
backward SDEs when the generator of the backward equation may have quadratic
growth in the control variable and the parameters of the forward equation are Lip-
schitz continuous. In the Markovian setting, we consider superquadratic gener-
ator and unbounded terminal condition. The generator is assumed to have only
coupledness in the value process. The drift coefficient of the forward part does
not depend on the control process, and the diffusion coefficient is assumed to be
bounded and Borel measurable. We first assume that all the coefficients are contin-
uously differentiable. Given (X0, Y 0, Z0) = (0, 0, 0), we can obtain a sequence
of solutions (Xn, Y n, Zn) of a family of decoupled FBSDEs. The main tech-
nique is that we first show that X1 is Malliavin differentiable and then we solve
the backward part by using an extension of the existence result of Cheridito and
Nam [16] to multidimension. Moreover, we have Z1 is bounded. By induction, we
obtain (Xn, Y n, Zn) such that Zn is uniformly bounded from which we show that
(Xn, Y n, Zn) is a Cauchy sequence in S2×S2×H2 whenever the time horizon is
sufficiently small. For the general case, by considering a sequence of nonnegative
C∞ operators, we can obtain a sequence of continuously differentiable coefficients
by defining the convolution with these operators. From the first step, we have a
sequence of solutions (Xn, Y n, Zn). We show that (Xn, Y n, Zn) converges to
(X,Y, Z) which is the unique solution of our original FBSDE. Under additional
growth conditions on the coefficients and the strictly positive definiteness of the
diffusion coefficient, we can extend the solvability result to arbitrarily large time
horizon. Since Z is uniformly bounded, by a transformation, we are actually con-
sidering coupled FBSDEs with Lipschitz generators. By the uniqueness of solution
and a pasting technique, the result follows. For the non-Markovian case, we con-
sider generators which can be separated into a quadratic and a subquadratic part,
and bounded terminal conditions. The diffusion coefficient is assumed to be a given
process in H2. For any (y, z ·W ) ∈ S∞ ×BMO, we solve a decoupled FBSDE.
By using the results in Hu and Tang [41] or chapter 2, we obtain a contraction
mapping on a bounded subset of S∞ × BMO if the time horizon is sufficiently
small. The existence and uniqueness of the solution follows from Banach fixed
point theorem. Moreover, the continuity and differentiability of the solution with
respect to the initial value are presented.

In chapter 4, we will investigate a new kind of BSDEs with time-delayed gen-
erators. Except the weighted measures, we also consider the existence of weighting
functions in the delay. We assume the generator to satisfy the standard Lipschitz
condition and we allow the time horizon to be infinity. If the Lipschitz coefficient
or the mass of weighted measures or the norm of the weighting functions is suffi-
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ciently small, we obtain the existence and uniqueness of the solution to BSDE with
time-delayed generator. The result holds similarly for BSDEs with time-delayed
generators and constrained above a RCLL barrier. When the time horizon is fi-
nite and the generator has no delay in the control process, we establish the link
between FBSDEs and BSDEs with time-delayed generators from which we obtain
some solvability results for BSDE with quadratic and superquadratic growth and
with delay only in the value process by using the results in chapter 3. Compared
to Briand and Elie [13], we consider multidimensional case and a different kind of
delay. Moreover, our argument allows to consider a superquadratic generator.
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Chapter 2

Multidimensional Quadratic
BSDEs with Separated
Generators

2.1 Introduction

Backward stochastic differential equations (BSDEs) were introduced by Bismut
[9]. A BSDE is an equation of the form

Yt = ξ +

T∫
t

g(s, Ys, Zs)ds−
T∫
t

ZsdWs, t ∈ [0, T ], (2.1.1)

where W is a d-dimensional Brownian motion, the terminal condition ξ is an n-
dimensional random variable, and g : Ω× [0, T ]×Rn×Rn×d → Rn is the genera-
tor. A solution consists of a pair of predictable processes (Y,Z) with values in Rn
and Rn×d, called the value and control process, respectively. The first existence
and uniqueness result for BSDEs with an L2-terminal condition and a generator
satisfying a Lipschitz growth condition is due to Pardoux and Peng [63]. In case
that the generator satisfies a quadratic growth condition in the control z, the situ-
ation is more involved and a general existence theory does not exist. Frei and dos
Reis [30] and Frei [29] provided counterexamples which show that multidimen-
sional quadratic BSDEs may fail to have a global solution. In the one-dimensional
case the existence of quadratic BSDE was shown by Kobylanski [48] for bounded
terminal conditions, and by Briand and Hu [14, 15] for unbounded terminal condi-
tions. Solvability results for superquadratic BSDEs are discussed in Delbaen et al.
[22], see also Masiero and Richou [58], Richou [69] and Cheridito and Nam [16].

The focus of the present work lies on multidimensional quadratic BSDEs,
which naturally arise in equilibrium pricing models in financial mathematics. In
case that the terminal condition is small enough the existence and uniqueness of
a solution was first shown by Tevzadze [73]. Cheridito and Nam [17] and Hu
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and Tang [41] obtained local solvability on [T − ε, T ] for some ε > 0 of sys-
tems of BSDEs with subquadratic generators and diagonally quadratic generators
respectively, which under additional assumptions on the generator can be extended
to global solutions. Cheridito and Nam [17] provided solvability for Markovian
quadratic BSDEs and projectable quadratic BSDEs. Frei [29] introduced the notion
of split solution and studied the existence of multidimensional quadratic BSDEs by
considering a special kind of terminal condition. In Bahlali et al. [6] existence is
shown when the generator g(s, y, z) is strictly subquadratic in z and satisfies some
monotonicity condition.

For the sake of illustration of our results we consider the following system of
quadratic BSDEs:

Y 1
t = ξ1 +

T∫
t

θ1|Z1
s |2 + ϑ1|Z2

s |2ds−
T∫
t

Z1
sdWs,

Y 2
t = ξ2 +

T∫
t

ϑ2|Z1
s |2 + θ2|Z2

s |2ds−
T∫
t

Z2
sdWs,

(2.1.2)

where t ∈ [0, T ], ξi ∈ L∞ and θi, ϑi ∈ R, i = 1, 2. In the case that ϑ1 = ϑ2 = 0,
the system (2.1.2) reduces to decoupled one-dimensional quadratic BSDEs, which
by Kobylanski [48] have solutions for every terminal conditions ξi ∈ L∞ and
θi ∈ R, i = 1, 2. Moreover, by Tevzadze [73] the system (2.1.2) has a solution
whenever the terminal conditions ξ1 and ξ2 are small enough. In the present work
we give two different sets of conditions on the interplay between the parameters
θi, ϑi and the terminal conditions ξi, i = 1, 2, which guarantee the solvability of
system (2.1.2) in Section 2.2. For instance, given θi and ξi the system (2.1.2) has
a solution if |ϑi| is small enough for i = 1, 2. To the best of our knowledge there
is no literature which can answer this question.

The general case is treated in Section 2.3. We consider generators which can
be separated into two parts: the coupled and the uncoupled part. We use the growth
coefficients of the coupled part to characterize the degree of the coupling. In the
first step of the construction of the solution we view the coupled part as a parameter
and solve in Lemma 2.A.1 a 1-dimensional quadratic BSDE by means of Theorem
2 in [14]. This leads to a bounded set of candidate solutions where the value process
is uniformly bounded and the control process is bounded in BMO. These bounds in
combination with our conditions on the interplay between the parameters allow in a
second step to apply Banach’s fixed point theorem. If the generator is independent
of the value process, the method allows to consider unbounded terminal conditions.

This chapter is organized as follows. In Section 2.2, we state our setting and
main results for coupled systems with partial dependence. Section 2.3 is devoted to
fully coupled systems. We present an auxiliary result for 1-dimensional quadratic
BSDEs in Appendix 2.A.
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2.2 Coupled systems with partial dependence

Fix a real number T > 0, and let (Wt)t≥0 be a d-dimensional Brownian motion
on a complete probability space (Ω,F , P ). Let (Ft)t≥0 be the augmented filtra-
tion generated by the Brownian motion W . For two real numbers a, b ≥ 0, the
minimum and maximum of a and b are denoted by a ∧ b and a ∨ b respectively.
The Euclidean norm is denoted by | · | and we denote by ‖ · ‖∞ the L∞-norm. We
assume that FT = F and denote by P the predictable σ-algebra on Ω × [0, T ].
Inequalities and equalities between random variables and processes are understood
in the P -almost sure and P ⊗ dt-almost sure sense respectively. For p ∈ [1,∞)
and m,n ∈ N = {1, 2, . . .}, we denote by Sp(Rm) the space of Rm-valued pre-
dictable and continuous processes X with ‖X‖pSp := E[(supt∈[0,T ] |Xt|)p] < ∞,
and byHp(Rn) the space of Rn×d-valued predictable processes Z with ‖Z‖pHp :=

E[(
∫ T

0 |Zu|
2 du)p/2] < ∞. For a suitable integrand Z, we denote by Z ·W the

stochastic integral (
∫ t

0 Zu dWu)t∈[0,T ] of Z with respect toW . Let S∞(Rn) denote
the space of all n-dimensional continuous adapted processes such that

‖Y ‖∞ := ‖ sup
0≤t≤T

|Yt|‖∞ <∞.

Let T be the set of stopping times with values in [0, T ].
By a solution we mean a pair of predictable processes (Y,Z) such that (2.1.1)

holds and t 7→ Yt is continuous, t 7→ Zt belongs to L2([0, T ]) and t 7→ g(t, Yt, Zt)
belongs to L1([0, T ]) P -a.s..

In the following, we give two existence results for the system (2.1.2) under two
different conditions on the interplay between terminal conditions and coefficients.
We assume ϑ1 6= 0, ϑ2 6= 0.

Theorem 2.2.1. If θ1 = θ2 = 0 and suppose that

(i) 8|ϑ2|‖ξ1‖2∞ ≤ ‖ξ2‖∞, 8|ϑ1|‖ξ2‖2∞ ≤ ‖ξ1‖∞,

(ii) 16|ϑ1|‖ξ2‖∞ ≤ 1, 16|ϑ2|‖ξ1‖∞ ≤ 1,

then the system (2.1.2) admits a unique solution (Y, Z) such that Y is bounded and
‖Z1 ·W‖BMO ≤ 2‖ξ1‖∞ and ‖Z2 ·W‖BMO ≤ 2‖ξ2‖∞.

Proof. For any z ·W ∈ BMO, it holds
∫ T

0 |zs|
2ds ∈ L2. Fix i = 1, 2. By [63,

Lemma 2.1], the BSDE

Y i
t = ξi +

T∫
t

ϑi|zs|2ds−
T∫
t

ZisdWs, t ∈ [0, T ], (2.2.1)

admits a unique solution (Y i, Zi) ∈ S2(R) × H2(Rd). For t ∈ [0, T ], taking
conditional expectation with respect to Ft, one obtains

Y i
t = E

ξi +

T∫
t

ϑi|zs|2ds
∣∣∣∣Ft
 ,

11
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and thus

|Y i
t | ≤ ‖ξi‖∞ + |ϑi|‖z ·W‖2BMO.

By Itô’s formula, it holds

|Y i
t |2 +

T∫
t

|Zis|2ds = |ξi|2 + 2ϑi

T∫
t

Y i
s |zs|2ds− 2

T∫
t

Y i
sZ

i
sdWs.

Taking conditional expectation with respect to Ft yields

E

 T∫
t

|Zis|2
∣∣∣∣Ft


≤ E

|ξi|2 + 2ϑi

T∫
t

Y i
s |zs|2ds

∣∣∣∣Ft


≤ ‖ξi‖2∞ + 2|ϑi|
(
‖ξi‖∞ + |ϑi|‖z ·W‖2BMO

)
E

 T∫
t

|zs|2ds
∣∣∣∣Ft
 .

Hence

‖Zi ·W‖2BMO ≤ ‖ξi‖2∞ + 2|ϑi|‖ξi‖∞‖z ·W‖2BMO + 2|ϑi|2‖z ·W‖4BMO.

Let M =
{

(z1, z2) : ‖z1 ·W‖BMO ≤ 2‖ξ1‖∞, ‖z2 ·W‖BMO ≤ 2‖ξ2‖∞
}

. For
(z1, z2) ∈ M , define I(z1, z2) = (Z1, Z2), where Zi is the second component of
the solution of (2.2.1) when z is replaced by z2 for i = 1, and z1 for i = 2. By
assumption (i), it is easy to check that I maps M into itself.

For (z1, z2), (z̄1, z̄2) ∈ M , let (Z1, Z2) = I(z1, z2), (Z̄1, Z̄2) = I(z̄1, z̄2).
Denote δZi = Zi − Z̄i, δzi = zi − z̄i, δY i = Y i − Ȳ i for i = 1, 2. Since

δY 1
t =

T∫
t

ϑ1

(
z2
s + z̄2

s

)
δz2
sds−

T∫
t

δZ1
sdWs,

it follows from Itô’s formula that

|δY 1
t |2 +

T∫
t

|δZ1
s |2ds = 2ϑ1

T∫
t

δY 1
s

(
z2
s + z̄2

s

)
δz2
sds− 2

T∫
t

Y 1
s δZ

1
sdWs.

Taking conditional expectation with respect to Ft and using 2ab ≤ 1
4a

2 + 4b2, one

12
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has

|δY 1
t |2 + E

 T∫
t

|δZ1
s |2ds

∣∣∣∣Ft


≤ 1

4
‖δY 1‖2∞ + 4|ϑ1|2E2

 T∫
t

(
|z2
s |+ |z̄2

s |
)
|δz2

s |ds
∣∣∣∣Ft
 .

Noting that

1

2

(
‖δY 1‖2∞ + ‖δZ1 ·W‖2BMO

)
≤ ‖δY 1‖2∞ ∨ ‖δZ1 ·W‖2BMO

≤ ess sup
τ∈T

|δY 1
τ |2 + E

 T∫
τ

|δZ1|2ds
∣∣Fτ
 ,

it follows from Hölder’s inequality and 2ab ≤ a2 + b2 that

‖δZ1 ·W‖2BMO ≤ 8|ϑ1|2 ess sup
τ∈T

E2

 T∫
t

(
|z2
s |+ |z̄2

s |
)
|δz2

s |ds
∣∣∣∣Ft


≤ 16|ϑ1|2
(
‖z2 ·W‖2BMO + ‖z̄2 ·W‖2BMO

)
‖δz2 ·W‖2BMO

≤ 128|ϑ1|2‖ξ2‖2∞‖δz2 ·W‖2BMO.

Similarly, one obtains

‖δZ2 ·W‖2BMO ≤ 128|ϑ2|2‖ξ1‖2∞‖δz1 ·W‖2BMO.

By assumption (ii), I is a contraction. �

Theorem 2.2.2. If θ1 > 0 and θ2 > 0 and suppose that

(i) 4θ1|ϑ1|e2θ2‖ξ2‖∞ ≤ θ2
2, 4θ2|ϑ2|e2θ1‖ξ1‖∞ ≤ θ2

1,

(ii) 8L4
4c

2
2|ϑ1|2e2θ2‖ξ2‖2∞ ≤ c1θ

2
2 and 8L4

4c̄
2
2|ϑ2|2e2θ1‖ξ1‖2∞ ≤ c̄1θ

2
1,

where L4 is given by Lemma A.1.4, c1, c2 (resp. c̄1, c̄2) are given by Lemma A.1.3
for K equals to 2eθ1‖ξ1‖∞ (resp. 2eθ2‖ξ2‖∞).

Then the system (2.1.2) admits a unique solution (Y,Z) such that Y is bounded

and ‖Z1 ·W‖BMO ≤ eθ1‖ξ
1‖∞
θ1

and ‖Z2 ·W‖BMO ≤ eθ2‖ξ
2‖∞
θ2

.

Proof. For i = 1, 2 and z ·W ∈ BMO with ‖z ·W‖2BMO ≤
1

4θi|ϑi| , from Lemma
2.A.1, the following BSDE

Y i
t = ξi +

T∫
t

θi|Zis|2ds+

T∫
t

ϑi|zs|2ds−
T∫
t

ZisdWs (2.2.2)

13
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admits a unique solution (Y i, Zi) such that (Y i, Zi ·W ) ∈ S∞(R) × BMO and

‖Zi ·W‖BMO ≤ eθi‖ξ
i‖∞
θi

. Let

M =

{
(z1, z2) : ‖z1 ·W‖BMO ≤

eθ1‖ξ
1‖∞

θ1
, ‖z2 ·W‖BMO ≤

eθ2‖ξ
2‖∞

θ2

}
.

For (z1, z2) ∈M , define I(z1, z2) = (Z1, Z2), where Zi is the second component
of solution of equation (2.2.2) when z is replaced by z2 for i = 1, and z1 for i = 2.
By assumption (i), it is easy to check that I maps M to itself.

For (z1, z2), (z̄1, z̄2) ∈M , let (Z1, Z2) = I(z1, z2) and (Z̄1, Z̄2) = I(z̄1, z̄2).
Denote δZi = Zi − Z̄i, δzi = zi − z̄i, δY i = Y i − Ȳ i for i = 1, 2. One has

δY 1
t =

T∫
t

θ1

(
Z1
s + Z̄1

s

)
δZ1

sds+

T∫
t

ϑ1

(
z2
s + z̄2

s

)
δz2
sds−

T∫
t

δZ1
sdWs

=

T∫
t

ϑ1

(
z2
s + z̄2

s

)
δz2
sds−

T∫
t

δZ1
sdW̃s,

where W̃t := Wt−
∫ t

0 θ1

(
Z1
s + Z̄1

s

)
ds is a Brownian motion under the equivalent

probability measure dP̃
dP = ET (θ1

(
Z1
s + Z̄1

s

)
·W ). Putting the second term on the

right hand to the left hand, taking square and conditional expectation with respect
to Ft and P̃ and using Hölder’s inequality, one obtains

‖δY 1
t ‖+ Ẽ

 T∫
t

|δZ1
s |2ds

∣∣∣∣Ft


≤ Ẽ


 T∫
t

ϑ1

(
z2
s + z̄2

s

)
δz2
sds

2 ∣∣∣∣Ft


≤ |ϑ1|2Ẽ


 T∫
t

(
z2
s + z̄2

s

)2
ds

2 ∣∣∣∣Ft


1
2

Ẽ


 T∫
t

|δz2
s |2ds

2 ∣∣∣∣Ft


1
2

.

Hence,

‖δZ1 · W̃‖2
BMO(P̃ )

≤ 2|ϑ1|2
(
‖z2
s · W̃‖2BMO4(P̃ )

+ ‖z̄2
s · W̃‖2BMO4(P̃ )

)
‖δz2

s · W̃‖2BMO4(P̃ )
.

Lemma A.1.4 implies

‖δZ1 · W̃‖2
BMO(P̃ )

≤ 2L4
4|ϑ1|2

(
‖z2
s · W̃‖2BMO(P̃ )

+ ‖z̄2
s · W̃‖2BMO(P̃ )

)
‖δz2

s · W̃‖2BMO(P̃ )
.
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Hence there exist constants c1 > 0 and c2 > 0 given by Lemma A.1.3 with K =
2eθ1‖ξ

1‖∞ such that

c1‖δZ1 ·W‖2BMO ≤ 2L4
4c

2
2|ϑ1|2

(
‖z2
s ·W‖2BMO + ‖z̄2

s ·W‖2BMO

)
‖δz2

s ·W‖2BMO

≤ 4L4
4c

2
2|ϑ1|2e2θ2‖ξ2‖2∞

θ2
2

‖δz2
s ·W‖2BMO.

Similarly there are c̄1 > 0 and c̄2 > 0 for K = 2eθ2‖ξ
2‖∞ s.t.

c̄1‖δZ2 ·W‖2BMO ≤
4L4

4c̄
2
2|ϑ2|2e2θ1‖ξ1‖2∞

θ2
1

‖δz1
s ·W‖2BMO.

Assumption (ii) implies that I is a contraction mapping. �

We finally state an existence result for the BSDE (4.2.1) where the coupling is
only in the value process. We make the following assumptions:

(H5) g : Ω×[0, T ]×Rn×Rn×d → Rn is predictable and gi(t, y, z) = gi(t, y, zi),
i = 1, . . . , n, for any y ∈ Rn, z ∈ Rn×d. There exist constantsC ≥ 0, θ > 0
and β > 0 such that

|g(t, 0, 0)| ≤ C,
|g(t, y, z)− g(t, y′, z′)| ≤ β|y − y′|+ θ(1 + |z|+ |z′|)|z − z′|,

for all t ∈ [0, T ], y, y′ ∈ Rn and z, z′ ∈ Rn×d.

(H6) ξ ∈ L∞(FT ).

Theorem 2.2.3. If (H5) and (H6) are satisfied, then the BSDE (4.2.1) admits a
unique solution (Y,Z) such that Y is bounded and Z ·W ∈ BMO.

Proof. For any y ∈ S∞(Rn), it follows from Kobylanski [48] that for any i =
1, . . . , n, the following BSDE

Y i
t = ξi +

T∫
t

gi(s, ys, Z
i
s)ds−

T∫
t

ZisdWs (2.2.3)

admits a unique solution (Y i, Zi) such that Y i is bounded and Zi ·W ∈ BMO.
Hence by defining I(y) = Y , where the i-th component of Y is given by the first
component of solution of BSDE (2.2.3), I maps S∞(Rn) to itself. For y, ȳ ∈
S∞(Rn), let Y = I(y) and Ȳ = I(ȳ). Denote δZi = Zi − Z̄i, δy = y − ȳ,

15



Multidimensional QBSDEs

δY = Y − Ȳ δY i = Y i − Ȳ i for i = 1, 2. One has

δY i
t

=

T∫
t

gi(s, ys, Z
i
s)− gi(s, ȳs, Z̄is)ds−

T∫
t

δZisdWs

=

T∫
t

gi(s, ys, Z
i
s)− gi(s, ys, Z̄is) + gi(s, ys, Z̄

i
s)− gi(s, ȳs, Z̄is)ds−

T∫
t

δZisdWs

=

T∫
t

bsδZ
i
s + gi(s, ys, Z̄

i
s)− gi(s, ȳs, Z̄is)ds−

T∫
t

δZisdWs,

where |bs| ≤ θ(1 + |Zis| + |Z̄is|) implies b · W is a BMO martingale. By Gir-
sanov’s theorem, W̃t := Wt −

∫ t
0 bsds is a Brownian motion under the equivalent

probability measure dP̃
dP = ET (b ·W ). Hence

δY i
t =

T∫
t

gi(s, ys, Z̄
i
s)− gi(s, ȳs, Z̄is)ds−

T∫
t

δZisdW̃s.

Taking conditional expectation with respect to Ft and P̃ and using condition (H5),
one obtains

|δY i
t | ≤ (T − t)β‖δy‖∞,[T−t,T ],

where ‖δy‖∞,[T−t,T ] := ‖ supT−t≤r≤T |δyr|‖∞. By setting λ = 1
2βn , we have on

[T − λ, T ],

‖δY ‖∞,[T−λ,T ] ≤
1

2
‖δy‖∞,[T−λ,T ].

Thus I defines a contraction on [T − λ, T ]. Then BSDE (4.2.1) has a unique
solution on [T − λ, T ] such that Y is bounded. Similarly, with T − λ as terminal
time and YT−λ as terminal condition, BSDE (4.2.1) has a unique solution on [T −
2λ, T − λ] such that Y is bounded. By pasting, we obtain a unique solution of
BSDE (4.2.1) on [T − 2λ, T ] such that Y is bounded. Since λ is a fixed constant,
we can extend (Y, Z) to the whole interval [0, T ] in finitely many steps. Noting
that for any i = 1, . . . , n and t ∈ [0, T ],

gi(t, y, z) = gi(t, y, zi) = gi(t, 0, zi) + gi(t, y, zi)− gi(t, 0, zi),

with Y ∈ S∞(Rn), one hasZ ·W is a BMO martingale by using a similar argument
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as in Lemma 2.A.1. Hence, for any i = 1, . . . , n and t ∈ [0, T ]

Y i
t = ξi +

T∫
t

gi(s, Ys, Z
i
s)ds−

T∫
t

ZisdWs

= ξi +

T∫
t

gi(s, Ys, Z
i
s)− gi(s, Ys, 0) + gi(s, Ys, 0)− gi(s, 0, 0) + gi(s, 0, 0)ds

−
T∫
t

ZisdWs

= ξi +

T∫
t

ηsZ
i
s + gi(s, Ys, 0)− gi(s, 0, 0) + gi(s, 0, 0)ds−

T∫
t

ZisdWs,

where |ηs| ≤ θ(1 + |Zis|) implies that η ·W is a BMO martingale. By Girsanov’s
theorem, W̄t := Wt −

∫ t
0 ηsds is a Brownian motion under the equivalent proba-

bility measure dP̄
dP = ET (b ·W ). Taking conditional expectation with respect to Ft

and P̄ and using condition (H5), it holds

|Y i
t | ≤ ‖ξi‖∞ + Ē

 T∫
t

|gi(s, 0, 0)|+ |gi(s, Ys, 0)− gi(s, 0, 0)|ds
∣∣∣∣Ft


≤ ‖ξi‖∞ + Ē

 T∫
t

C + β|Ys|ds
∣∣∣∣Ft
 .

Thus |Y i
t | ≤ ut, where ut is the solution of the following ODE

ut =

n∑
i=1

‖ξi‖∞ + nCT +

T∫
t

nβusds.

It is easy to check that the unique solution to the preceding ODE is given by

ut =

(
n∑
i=1

‖ξi‖∞ + nCT

)
enβ(T−t).

Therefore

|Y i
t | ≤

(
n∑
i=1

‖ξi‖∞ + nCT

)
enβ(T−t). �

Remark 2.2.4. Since Y is uniformly bounded, the previous result follows from the
arguments in Hu and Tang [41]. For completeness, we give a detailed proof and
state the bound for Y explicitly. �
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2.3 Fully coupled systems

In this section, we consider the general case where we have coupledness both in
the value process and control process. For the sake of simplicity, we consider only
2-dimensional quadratic BSDEs, an extension to n-dimensions is straightforward.
The two dimensional system of BSDEs is given by:

Y i
t = ξi+

T∫
t

gi(s, Y 1
s , Y

2
s , Z

1
s , Z

2
s )ds−

T∫
t

ZisdWs, t ∈ [0, T ], i = 1, 2, (2.3.1)

where gi : Ω× [0, T ]×R2×R2×d → R is P ⊗B(R2)⊗B(R2×d)-measurable by
B(R2) and B(R2×d) denote the Borel sigma-algebra of R2 and R2×d respectively
and where the generator is of the form

gi(s, y1, y2, z1, z2) = f i(s, zi) + hi(s, y1, y2, z1, z2), i = 1, 2.

We consider the following conditions. If there is no risk of confusion we write y
and z for the vectors (y1, y2) and (z1, z2) respectively. For each i = 1, 2, there are
constants C, γi, ηi, θi, ϑi > 0 and αi, βi ≥ 0 such that1

(B1) ξi ∈ L∞(FT ),

(B2) |f i(t, zi)| ≤ C + γi|zi|2,

(B3) |f i(t, zi)− f i(t, z̄i)| ≤ θi(1 + |zi|+ |z̄i|)|zi − z̄i|,

(B4) |hi(t, y1, y2, z1, z2)−hi(t, ȳ1, ȳ2, z̄1, z̄2)| ≤ αi|y− ȳ|+ϑi(1+ |z|+ |z̄|)|z−
z̄|,

(B5) |hi(t, y1, y2, z1, z2)| ≤ C + βi|y|+ ηi(|z1|2 + |z2|2).

Theorem 2.3.1. Assume (B1)-(B5) and

(i) (β1 + β2)T < 1.

(ii) There exists δ ∈ (0, 1) such that

D1 +D2 ≤
δ

2γ1η1
∧ δ

2η2γ2
,

γ1 ∨ γ2 <
1

2A
,

θ2
1(T + 2D1) ∨ θ2

2(T + 2D2) <
1

72
,

1When the growth of the generator is purely quadratic, C is allowed to be 0.

18



Multidimensional QBSDEs

48α2
1T

2 + 48α2
2T

2 +
24α2

1T
2

1− 72θ2
1(T + 2D1)

+
24α2

2T
2

1− 72θ2
2(T + 2D2)

< 1,

144ϑ2
1(T + 2(D1 +D2)) + 144ϑ2

2(T + 2(D1 +D2))

+
72ϑ2

1(T + 2(D1 +D2))

1− 72θ2
1(T + 2D1)

+
72ϑ2

2(T + 2(D1 +D2))

1− 72θ2
2(T + 2D2)

< 1,

where

D1 :=
‖ξ1‖2∞ + 4CTA+ 2β1TA

2 + δA
γ1

1− 2γ1A
,

D2 :=
‖ξ2‖2∞ + 4CTA+ 2β2TA

2 + δA
γ2

1− 2γ2A
,

A :=
‖ξ1‖∞ + ‖ξ2‖∞ + 4CT +

ln 1
1−δ

2γ1
+

ln 1
1−δ

2γ2

1− (β1 + β2)T
.

Then the system of BSDEs (2.3.1) has a unique solution (Y,Z) such that

‖Y ‖∞ ≤ A and ‖Z ·W‖BMO ≤
√
D1 +D2.

Proof. Fix y ∈ S∞(R2) and let z ·W be a BMO martingale with

‖z ·W‖BMO ≤
√
δ√

2γ1η1 ∨
√

2η2γ2
.

Define the function I mapping (y, z) to (Y, Z) where for each i = 1, 2, (Y i, Zi) is
the solution of

Y i
t = ξi +

T∫
t

f i(s, Zis) + hi(s, ys, zs)ds−
T∫
t

ZisdWs.

By Lemma 2.A.1, the 1-dimensional equation (2.3.1) admits a unique solution
(Y i, Zi) such that

|Y i
t | ≤ ‖ξi‖∞ + 2C(T − t) + βi(T − t)‖y‖∞ +

1

2γi
ln

1

1− δ
.

By Itô’s formula,

|Y i
t |2 =|ξi|2 +

T∫
t

(
2Y i

s (f i(s, Zis) + hi(s, y1, y2, z1
s , z

2
s ))− |Zis|2

)
ds−

T∫
t

2Y i
sZ

i
sdWs.
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By (B2) and (B4) and since y and ξi are bounded,

|Y i
t |2 ≤ ‖ξi‖2∞ + 4CT‖Y i‖∞ + 2βiT‖y‖∞

+

T∫
t

(
2‖Y i‖∞(γi|Zis|2 + ηi|zs|2)− |Zis|2

)
ds−

T∫
t

2Y i
sZ

i
sdWs.

By taking conditional expectation with respect to Ft on both sides of the previous
inequality and using the BMO-norm of z ·W ,

‖Zi ·W‖2BMO ≤
‖ξi‖2∞ + 4CT‖Y i‖∞ + 2βiT‖Y i‖∞‖y‖∞ + δ‖Y i‖∞

γi

1− 2γiA
.

Thus the set of candidate solutions is given by

M :=
{

(Y,Z) : ‖Y ‖∞ ≤ A and ‖Z ·W‖BMO ≤
√
D1 +D2

}
.

Next we show that I : M → M mapping (y, z) 7→ (Y,Z) is a contraction. Let
(Y, Z) = I(y, z) and (Ȳ , Z̄) = I(ȳ, z̄). Then by Itô’s formula,

|Y i
t − Ȳ i

t |2 =

T∫
t

2(Y i
s − Ȳ i

s )(f i(s, Zis) + hi(s, ys, zs)− f i(s, Z̄is)− hi(s, ȳs, z̄s))ds

−
T∫
t

(Zis − Z̄is)2ds−
T∫
t

2(Y i
s − Ȳ i

s )(Zis − Z̄is)dWs.

If we take conditional expectation with respect to Ft on both sides of the previous
equation, the last term of the right hand side vanishes. If in the first term on the
right hand side we extract the uniform norm of (Y − Ȳ ) to the outside of the
expectation and then by Young’s inequality 2ab ≤ 1

4a
2 + 4b2, we obtain

|Y i
t − Ȳ i

t |2 + E

 T∫
t

(Zis − Z̄is)2ds
∣∣Ft
 ≤ 1

4
‖Y i − Ȳ i‖2∞

+ 4E2

 T∫
t

|f i(s, Zis) + hi(s, ys, zs)− f i(s, Z̄is)− hi(s, ȳs, z̄s)|ds
∣∣∣∣Ft
 .

Since
1

2

(
‖Y i − Ȳ i‖2∞ + ‖(Zi − Z̄i) ·W‖2BMO

)
≤ ‖Y i − Ȳ i‖2∞ ∨ ‖(Zi − Z̄i) ·W‖2BMO

≤ ess sup
τ∈T

|Y i
τ − Ȳ i

τ |2 + E

 T∫
τ

(Zis − Z̄is)2ds

∣∣∣∣Fτ
 ,
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it follows from Hölder’s inequality and (a+ b+ c)2 ≤ 3(a2 + b2 + c2) that

1

2
‖Y i − Ȳ i‖2∞ + ‖(Zi − Z̄i) ·W‖2BMO

≤ 8 ess sup
τ∈T

E2

 T∫
τ

|f i(s, Zis) + hi(s, ys, zs)− f i(s, Z̄is)− hi(s, ȳs, z̄s)|ds
∣∣∣∣Fτ


≤ 24 ess sup
τ∈T

{
E2

 T∫
τ

θi(1 + |Zis|+ |Z̄is|)|Zis − Z̄is|ds
∣∣∣∣Fτ


+ E2

 T∫
τ

αi|ys − ȳs|ds
∣∣∣∣Fτ
+ E2

 T∫
τ

ϑi(1 + |zs|+ |z̄s|)|zs − z̄s|ds
∣∣∣∣Fτ
}

≤ 24α2
iT

2‖y − ȳ‖2∞ + 72θ2
i (T + 2Di)‖(Zi − Z̄i) ·W‖2BMO

+ 72ϑ2
i (T + 2(D1 +D2))‖(z − z̄) ·W‖2BMO.

By assumption (ii), I is a contraction. �

In the following theorem we obtain solvability of the system (2.3.1) under a
slightly different set of conditions.

Theorem 2.3.2. Assume (B1)-(B5) and

(i) (β1 + β2)T < 1.

(ii)

D1 +D2 ≤
1

4γ1η1
∧ 1

4η2γ2
,

α2
1T

2

(
1 +

1

c1

)
+ α2

2T
2

(
1 +

1

c̄1

)
<

1

4
,

ϑ2
1c2L

2
4(T + 2c2L

2
4(D1 +D2))

(
1 +

1

c1

)
+ ϑ2

2c̄2L
2
4(T + 2c̄2L

2
4(D1 +D2))

(
1 +

1

c̄1

)
<

1

12
√

3
,

where

D1 :=
e2γ1‖ξ1‖∞

2γ2
1

(
1 + e4γ1CT+2γ1β1TA(8γ1CT + 4γ1β1TA+ 1)

)
,

D2 :=
e2γ2‖ξ2‖∞

2γ2
2

(
1 + e4γ2CT+2γ2β2TA(8γ2CT + 4γ2β2TA+ 1)

)
,

A :=
‖ξ1‖∞ + ‖ξ2‖∞ + 4CT + ln 2

2γ1
+ ln 2

2γ2

1− (β1 + β2)T
,

where c1, c2 (resp. c̄1, c̄2) are given by Lemma A.1.3 withK equals to 2θ1D1

(resp. 2θ2D2), and L4 is given by Lemma A.1.4.
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Then the system of BSDEs (2.3.1) has a unique solution (Y,Z) such that

‖Y ‖∞ ≤ A and ‖Z ·W‖BMO ≤
√
D1 +D2.

Proof. In order to obtain the set of candidate solutions

M :=
{

(Y,Z) : ‖Y ‖∞ ≤ A and ‖Z ·W‖BMO ≤
√
D1 +D2

}
we can argue analogously to the proof of Theorem 2.3.1 by applying Itô’s formula
to the function u(x) = 1

(2γ)2 (e2γx − 1 − 2γx) by letting γ = γi for each i = 1, 2

as in Lemma 2.A.1. Let I : M → M map (y, z) to (Y,Z) where (Y i, Zi) is the
solution of

Y i
t = ξi +

T∫
t

f i(s, Zis) + hi(s, ys, zs)ds−
T∫
t

ZisdWs.

For the contraction argument we need to proceed differently. Let (Y, Z) = I(y, z)
and (Ȳ , Z̄) = I(ȳ, z̄). Defining ∆Y = Y 1 − Ȳ 1 and ∆Z = Z1 − Z̄1, we obtain

∆Y =

T∫
t

(
f1(s, Z1

s ) + h1(s, ys, zs)− f1(s, Z̄1
s )− h1(s, ȳs, z̄s)

)
ds−

T∫
t

∆ZsdWs

=

T∫
t

(
bs∆Zs + h1(s, ys, zs)− h1(s, ȳs, z̄s)

)
ds−

T∫
t

∆ZsdWs,

where |bs| ≤ θ1(1 + |Z1
s | + |Z̄1

s |) which implies already that b · W is a BMO
martingale. By Girsanov’s theorem W̃t := Wt −

∫ t
0 bsds is a Brownian motion

under the equivalent probability measure dP̃
dP = ET (b ·W ). Hence

∆Y =

T∫
t

(
h1(s, ys, zs)− h1(s, ȳs, z̄s)

)
ds−

T∫
t

∆ZsdW̃s.

First taking square, second conditional expectation with respect to Ft and P̃ on
both sides of the previous equality, and third by Hölder’s inequality and 2ab ≤
a2 + b2,

|∆Yt|2 + Ẽ

 T∫
t

|∆Zs|2ds
∣∣∣∣Ft


= Ẽ


 T∫
t

(h1(s, ys, zs)− h1(s, ȳs, z̄s))ds

2 ∣∣∣∣Ft

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≤ 2α2
1Ẽ


 T∫
t

|ys − ȳs|ds

2 ∣∣∣∣Ft


+ 2ϑ2
1Ẽ


 T∫
t

(1 + |zs|+ |z̄s|)|zs − z̄s|ds

2 ∣∣∣∣Ft


≤ 2α2
1(T − t)2‖y − ȳ‖2∞ + 2ϑ2

1Ẽ

 T∫
t

(1 + |zs|+ |z̄s|)2ds

T∫
t

|zs − z̄s|2ds
∣∣∣∣Ft


≤ 2α2
1(T − t)2‖y − ȳ‖2∞

+ 2ϑ2
1Ẽ


 T∫
t

(1 + |zs|+ |z̄s|)2ds

2 ∣∣∣∣Ft


1
2

Ẽ


 T∫
t

|zs − z̄s|2ds

2 ∣∣∣∣Ft


1
2

By Lemma A.1.4 and (a+ b+ c)2 ≤ 3(a2 + b2 + c2), it holds

Ẽ


 T∫
t

(1 + |zs|+ |z̄s|)2ds

2 ∣∣∣∣Ft


1
2

≤ 3
√

3Ẽ

(T − t)2 +

 T∫
t

|zs|2ds

2

+

 T∫
t

|z̄s|2ds

2 ∣∣∣∣Ft


1
2

≤ 3
√

3Ẽ

[
(T − t)2

∣∣∣∣Ft] 1
2

+ 3
√

3Ẽ


 T∫
t

|zs|2ds

2 ∣∣∣∣Ft


1
2

+ 3
√

3Ẽ


 T∫
t

|z̄s|2ds

2 ∣∣∣∣Ft


1
2

≤ 3
√

3
(
T + ‖zs · W̃‖2BMO4(P̃ )

+ ‖z̄s · W̃‖2BMO4(P̃ )

)
≤ 3
√

3
(
T + L2

4‖zs · W̃‖2BMO(P̃ )
+ L2

4‖z̄s · W̃‖2BMO(P̃ )

)
,

and

Ẽ


 T∫
t

|zs − z̄s|2ds

2 ∣∣∣∣Ft


1
2

≤ ‖(zs − z̄s) · W̃‖2BMO4(P̃ )

≤ L2
4‖(zs − z̄s) · W̃‖2BMO(P̃ )

.
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Therefore

‖∆Y ‖2∞ + ‖∆Z · W̃‖2
BMO(P̃ )

≤ 4α2
1T

2‖y − ȳ‖2∞ + 12
√

3ϑ2
1L

2
4

(
T + L2

4‖zs · W̃‖2BMO(P̃ )

+L2
4‖z̄s · W̃‖2BMO(P̃ )

)
‖(zs − z̄s) · W̃‖2BMO(P̃ )

.

For two constants c1 > 0 and c2 > 0 given by Lemma A.1.3 with K = 2θ1D1, we
obtain

‖Y 1 − Ȳ 1‖2∞ + c1‖(Z1 − Z̄1) ·W‖2BMO ≤ 4α2
1T

2‖y − ȳ‖2∞
+ 12
√

3ϑ2
1c2L

2
4(T + 2c2L

2
4(D1 +D2))‖(z − z̄) ·W‖2BMO.

By a similar argument, we obtain

‖Y 2 − Ȳ 2‖2∞ + c̄1‖(Z2 − Z̄2) ·W‖2BMO ≤ 4α2
2T

2‖y − ȳ‖2∞
+ 12

√
3ϑ2

2c̄2L
2
4(T + 2c̄2L

2
4(D1 +D2))‖(z − z̄) ·W‖2BMO.

By assumption (ii), I is a contraction. �

Remark 2.3.3. When the generator is independent of the value process, we can
consider unbounded terminal condition as in (iii) of Lemma 2.A.1. By the martin-
gale representation theorem it holds that

ξ = E[ξ] +

T∫
0

vsdWs.

Thus Ŷt := Yt − E[ξ|Ft] is bounded and

Ŷt =

T∫
t

g(s, Zs)ds−
T∫
t

(Zs − vs)dWs, t ∈ [0, T ].

Applying Itô’s formula to ϕ(|x|) = |x|2 and ϕ(|x|) = 1
(4γ)2 (e4γ|x|−1−4γ|x|) and

by arguing similarly as in the Theorems 2.3.1 and 2.3.2, respectively. We obtain
similar results as the ones we obtained for the bounded case. �

2.A Auxiliary result for the one-dimensional BSDE

In this section, we present an extension of Lemma 2.5 in [41]. We consider the
following 1-dimensional BSDE

Yt = ξ +

T∫
t

[f(s, Zs) + gs]ds−
T∫
t

ZsdWs, t ∈ [0, T ], (2.A.1)
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where f : Ω× [0, T ]×Rd → R is a P ⊗ B(Rd)-measurable function and g : Ω×
[0, T ]→ R is P-measurable. We assume that the function f(ω, t, z) is continuous
in z for P ⊗ dt-almost all (ω, t) ∈ Ω× [0, T ] and that there exist constants C ≥ 0
and γ > 0 such that

|f(·, z)| ≤ C + γ|z|2, for all z ∈ Rd.

Moreover, we consider the following conditions:

(A1) There exists a constant θ > 0 such that

|f(·, z)− f(·, z̄)| ≤ θ(1 + |z|+ |z̄|)|z − z̄|, for all z, z̄ ∈ Rd.

(A2) E[e2γ|ξ+
∫ T
0 gsds|] <∞.

(A3) ξ ∈ L∞(FT ) and |g| ≤ |z|2 where z ·W is a BMO martingale with ‖z ·
W‖BMO <

1√
2γ

.

(A4) E[ξ|F·] − E[ξ] is a BMO martingale with ‖E[ξ|F·] − E[ξ]‖BMO1 <
1

16γ

and |g| ≤ |z|2 where z ·W is a BMO martingale with ‖z ·W‖BMO <
1√
4γ

.

Lemma 2.A.1.

(i) Assume that (A2) holds, then the BSDE (2.A.1) has at least a solution (Y,Z)
such that

− 1

2γ
lnE

[
e−2γξ+2γC(T−t)−2γ

∫ T
t gsds

∣∣Ft] ≤ Yt
≤ 1

2γ
lnE

[
e2γξ+2γC(T−t)+2γ

∫ T
t gsds

∣∣Ft] , (2.A.2)

for all t ∈ [0, T ].

(ii) Assume that (A3) holds, then the BSDE (2.A.1) has a solution (Y, Z) such
that Y is bounded and Z ·W is a BMO martingale with

‖Z ·W‖BMO ≤
eγ‖ξ‖∞√

2γ

√
1 + e2γCT

(
2γCT + 2γ‖z ·W‖2BMO

1− 2γ‖z ·W‖2BMO

)
.

(2.A.3)

(iii) Assume that (A4) holds, then the BSDE (2.A.1) has a solution (Y,Z) such
that Z ·W is a BMO martingale.

Moreover, suppose that (A1) holds, let (Ỹ , Z̃) solve the BSDE (2.A.1) where ξ̃ and
f̃ satisfy the set of conditions as in (ii) or (iii), and ξ̃ ≥ ξ and f̃ ≥ f . Then it holds
that Ỹt ≥ Yt. In particular, under (ii) and (iii) the solution is unique.
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Proof. (i) By Theorem 2 in [14],

Ȳt =

ξ +

T∫
0

gsds

+

T∫
t

f(s, Z̄s)ds−
T∫
t

Z̄sdWs, t ∈ [0, T ],

admits at least a solution (Ȳ , Z̄) such that

− 1

2γ
lnE

[
e−2γξ+2γC(T−t)−2γ

∫ T
0 gsds

∣∣Ft] ≤ Ȳt
≤ 1

2γ
lnE

[
e2γξ+2γC(T−t)+2γ

∫ T
0 gsds

∣∣Ft] .
Defining Yt := Ȳt −

∫ t
0 gsds, the pairing (Y, Z̄) satisfies the BSDE (2.A.1)

and Y satisfies (2.A.2).

(ii) Since E[exp(2γ
∫ T
t z2

sds)|Ft] < ∞ for all t ∈ [0, T ], by Lemma A.1.2 and
ξ ∈ L∞(FT ) it follows from (2.A.2) that Y is bounded by

|Yt| ≤ ‖ξ‖∞ + C(T − t) +
1

2γ
ln

1

1− 2γ‖z ·W‖2BMO

. (2.A.4)

For n ≥ 1 let τn be the stopping time

τn := inf

t ≥ 0 :

t∫
0

e4γ|Ys||Zs|2ds ≥ n

 ∧ T.
Let u : R+ → R+ be given by

u(x) =
1

(2γ)2
(e2γx − 1− 2γx).

Then u(| · |) is a C2-function on R, and by Itô’s formula

u(|Yt∧τn |) = u(|Yτn |)

+

τn∫
t∧τn

(
u′(|Ys|)sgn(Ys)(f(s, Zs) + gs)−

1

2
u′′(|Ys|)|Zs|2

)
ds

−
τn∫

t∧τn

u′(|Ys|)sgn(Ys)ZsdWs,

where sgn(x) = −1{x≤0} + 1{x>0}. Since u′(x) = 1
2γ (e2γx − 1) ≥ 0 and

(u′′−2γu′)(x) = 1 for all x ≥ 0 and by the growth condition on f and (A3)
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it holds that

u(|Yt∧τn |) ≤ u(|Yτn |)

+

τn∫
t∧τn

u′(|Ys|)(C + |zs|2)ds− 1

2

τn∫
t∧τn

|Zs|2ds

−
τn∫

t∧τn

u′(|Ys|)sgn(Ys)ZsdWs.

By taking conditional expectation with respect to Ft on both sides of the
previous inequality, the last term vanishes whenever τn ≤ t. On the com-
plement t < τn it is a martingale since it is a local martingale the quadratic
variation process of which is bounded by definition. Hence we obtain a uni-
form norm of the left hand term for each n by (2.A.4) and (A3) and thus the
dominated convergence theorem yields

1

2
E

 T∫
t

|Zs|2ds
∣∣Ft
 ≤ u (‖ξ‖∞)

+ u′
(
‖ξ‖∞ + CT +

1

2γ
ln

1

1− 2γ‖z ·W‖2BMO

)
(CT + ‖z ·W‖2BMO).

By taking the essential supremum over all stopping times in T to the left
hand side of the previous inequality, we get the the following BMO-bound
on Z ·W :

‖Z ·W‖BMO ≤
eγ‖ξ‖∞√

2γ

√
1 + e2γCT

(
2γCT + 2γ‖z ·W‖2BMO

1− 2γ‖z ·W‖2BMO

)
.

(iii) By the martingale representation theorem,

ξ = E[ξ] +

T∫
0

vsdWs

for some v ∈ H2. By Lemma A.1.2, it follows from ‖E[ξ | F·]−E[ξ]‖BMO1 <
1

16γ that

E[e4γ|ξ|] <
e4γE[|ξ|]

1− 16γ‖E[ξ|F·]‖BMO1

Combining the previous estimate with (2.A.2) we conclude that Ŷt := Yt −
E[ξ|Ft] ∈ S∞(R). Moreover, Ŷ satisfies the following BSDE

Ŷt =

T∫
t

(f(s, Zs) + gs)ds−
T∫
t

(Zs − vs)dWs, t ∈ [0, T ].
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Applying Itô’s formula to ϕ(|x|) = 1
(4γ)2 (e4γ|x|− 1− 4γ|x|) and arguing as

in (ii) (by using additionally the inequality (a− b)2 ≥ 1
2b

2 − a2)2 we obtain
for 0 ≤ s ≤ t ≤ T

ϕ(|Ys|) = ϕ(|Yt|)−
t∫
s

ϕ′(|Ys|)sgn(Ys)(Zs − vs)dWs

+

t∫
s

(
ϕ′(|Ys|)sgn(Ys)(f(s, Zs) + gs)−

1

2
ϕ′′(|Ys|)|Zs − vs|2

)
ds

≤ ϕ(|Yt|)−
t∫
s

ϕ′(|Ys|)sgn(Ys)(Zs − vs)dWs

+

t∫
s

(
ϕ′(|Ys|)sgn(Ys)(f(s, Zs) + gs) +

1

2
ϕ′′(|Ys|)|vs|2

− 1

4
ϕ′′(|Ys|)|Zs|2

)
ds.

By a similar argument as in (ii), it holds that Z ·W is a BMO martingale.

(iv) Let ∆Y := Ỹ − Y and ∆Z := Z̃ − Z. Then

∆Yt = ξ̃−ξ+
T∫
t

(f̃(s, Z̃s)−f̃(s, Zs)+f̃(s, Zs)−f(s, Zs))ds−
T∫
t

∆ZsdWs.

We can find a predictable process b such that |bs| ≤ θ(1+ |Zs|+ |Z̃s|) which
already implies that b · W is a BMO martingale satisfying the following
equation

∆Yt = ξ̃ − ξ +

T∫
t

(bs∆Zs + f̃(s, Zs)− f(s, Zs))ds−
T∫
t

∆ZsdWs.

Let W̃t := Wt −
∫ t

0 bsds and define dP̃
dP := ET (b ·W ). Then

∆Yt = ξ̃ − ξ +

T∫
t

(f̃(s, Zs)− f(s, Zs))ds−
T∫
t

∆ZsdW̃s, t ∈ [0, T ].

By taking conditional expectation with respect to P̃ and Ft on both sides of
the previous equation it follows that ∆Y ≥ 0. �

2Indeed, (a− b)2 − 1
2
b2 + a2 = 2a2 − 2ab+ 1

2
b2 = 2(a− 1

2
b)2 ≥ 0.
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Chapter 3

Solvability of Coupled FBSDEs
with Quadratic and
Superquadratic Growth

3.1 Introduction

Nonlinear FBSDEs are systems of forward and backward stochastic differential
equations. They generally take the form{

Xt = x+
∫ t

0 bu(Xu, Yu, Zu) du+
∫ t

0 σu(Xu, Yu, Zu) dWu

Yt = h(XT ) +
∫ T
t gu(Xu, Yu, Zu) du−

∫ T
t Zu dWu

for a given initial value x and a multi-dimensional Brownian motionW . These sys-
tems naturally appear in numerous areas of applied mathematics including stochas-
tic control and mathematical finance. Moreover, they provide solutions or viscosity
solutions to various types of parabolic partial differential equations, and as shown
recently by Fromm et al. [33], they can be used in the study of the Skorokhod
embedding problem.

In the Markovian setting, coupled FBSDEs are linked to parabolic PDEs, the
solutions of which provide existence for the FBSDE, see Ma et al. [53]. For non-
Markovian systems, existence for sufficiently small time horizons has been ob-
tained by Delarue [20] using a contraction method. Well-posedness of the system
has been investigated by Ma et al. [54] using the so-called decoupling field method,
a technique that is significantly refined and extended to multi-dimensional systems
by Fromm and Imkeller [32]. The above mentioned results on coupled FBSDEs
assume Lipschitz continuity of the generator g. However, FBSDEs appearing in
the study of stochastic control problems are typically of quadratic growth in Z.
For instance, this class of systems are shown to characterize solutions of utility
maximization problems with non-trivial terminal endowment, see Horst et al. [37].
The present chapter is concerned with existence and uniqueness of solutions of
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such coupled systems, with quadratic or even superquadratic growth and in the
multi-dimensional case.

If the system is decoupled, then the forward stochastic differential equation
(SDE) and the backward stochastic differential equation (BSDE) can be studied in-
dependently. SDEs with Lipschitz continuous coefficients are well understood, see
for instance Protter [68]. In case that the terminal condition ξ = h(XT ) is square
integrable and the generator Lipschitz continuous, existence and uniqueness of the
solutions of the BSDEs has been proved by Pardoux and Peng [63]. If Y is one-
dimensional and g is allowed to have quadratic growth in the control process Z,
BSDEs’ solutions have been obtained by Kobylanski [48] for the case of bounded
terminal conditions. In the superquadratic growth case Delbaen et al. [22] showed
that BSDEs with bounded terminal conditions are typically ill-posed. For a genera-
tor allowed to grow arbitrarily fast, existence of maximal subsolutions of decoupled
FBSDEs was studied by Heyne et al. [36] under convexity assumptions. BSDEs’
solutions both for linear growth and quadratic growth generators have many de-
sirable features, for instance they are Malliavin differentiable and the trace of the
Malliavin’s derivative of the value process Y is a version of the control process, see
El Karoui et al. [28] and Ankirchner et al. [2]. Based on this observation, Cheridito
and Nam [16] showed that boundedness of the Malliavin’s derivative of the ter-
minal condition of a Lipschitz BSDE ensures boundedness of the control process,
this enabled them to solve BSDEs when g can grow arbitrarily fast in Z by a trun-
cation and approximation procedure on the generator. Boundedness of the process
Z derived through the Malliavin’s derivative of the value process constitutes a key
argument in our study of coupled FBSDEs with superquadratic growth.

We first consider a Markovian system the generator of which is Lipschitz con-
tinuous in X and Y and can have arbitrary growth in Z, with non-necessarily
bounded terminal condition h. Based on an extension of the existence result of
Cheridito and Nam [16] to multi-dimensional BSDEs, we propose a Picard iter-
ation scheme for the coupled system. This iterative sequence can be proved to
be a Cauchy sequence in an appropriate Banach space under uniform bounded-
ness of the control processes derived using Malliavin calculus arguments, and for
small enough time horizon. If a stronger growth condition on the generator and
non-degeneracy of the volatility σ are assumed, solvability can be extended to any
finite time horizon by a truncation of the generator and an iterative pasting of local
solutions. We further show that in the non-Markovian setting existence and unique-
ness can be obtained under a uniform boundedness assumption on the Malliavin’s
derivative of the generator and the terminal condition.

Existence of quadratic BSDEs in the multi-dimensional case is being the sub-
ject of intensive research. Recent contributions have been made for instance by
Cheridito and Nam [17] and Hu and Tang [41]. In [41], it was proved using BMO-
martingale estimates that if the terminal condition is bounded and the generator
can be decomposed into the sum of a quadratic function of Z and a function that
has linear growth in Y and subquadratic growth in Z, then the equation admits a
solution for sufficiently small time horizons. BMO-martingale estimates also play
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a central role in our investigation of coupled FBSDEs with quadratic growth.
Our second main result focuses on a non-Markovian setting, where we con-

sider an FBSDE with bounded terminal condition and a generator that does not
grow faster than the quadratic function. In this setting, we show that the stochastic
integral of the candidate control process is a BMO-martingale so that its stochas-
tic exponential defines an equivalent probability measure. Thus, the Banach fixed
point theorem can be applied using a change of measures and properties of BMO-
martingales to prove existence and uniqueness. We further show using similar
estimates that the solution (X,Y, Z) is continuous and differentiable with respect
to the initial value x.

To the best of our knowledge, the only works considering existence of coupled
FBSDEs with quadratic growth are the article of Antonelli and Hamadène [5] and
the Ph.D. thesis of Fromm [31]. In [5] the focus is on global solvability. The au-
thors consider a one-dimensional equation with one dimensional Brownian motion
and impose monotonicity conditions on the coefficient so that comparison princi-
ples for SDEs and BSDEs can be applied. A (non-necessarily unique) solution is
then obtained by monotone convergence of an iterative scheme. In [31, Chapter
3], a fully coupled Markovian FBSDE is considered with one-dimensional forward
and value processes and locally Lipschitz generator in (Y,Z) and a existence of
a unique global solution is obtained using the technique of decoupling fields. See
also [31, Chapter 4] for an extension of this result to multi-dimension and locally
Lipschitz generator in Z, for small time horizons.

The structure of the rest of this chapter is the following: In the next section we
make precise the probabilistic setting, introduce some notations and state our two
main existence and uniqueness results. Section 3.3 and Section 3.4 are dedicated
to the study of coupled FBSDE with superquadratic and quadratic growth, respec-
tively. We present an extended result of Cheridito and Nam [16] in Appendix 3.A.
We provide some results for multidimensional BSDEs with superquadratic growth
in Appendix 3.B.

3.2 Preliminaries and main results

We work on a filtered probability space (Ω,F , (Ft)t∈[0,T ], P ) with T ∈ (0,∞).
We assume that the filtration is generated by a d-dimensional Brownian motion W
and it is complete and right continuous. Let us also assume that F = FT . We
endow Ω × [0, T ] with the predictable σ-algebra and Rk with its Borel σ-algebra.
Unless otherwise stated, all equalities and inequalities between random variables
and processes will be understood in the P -a.s. and P ⊗ dt-a.e. sense, respectively.
For p ∈ [1,∞) and m,m′ ∈ N, we denote by Sp(Rm) the space of predictable and
continuous processesX valued in Rm such that ‖X‖pSp := E[(supt∈[0,T ] |Xt|)p] <
∞ and by Hp(Rm′×d) the space of predictable processes Z valued in Rm′×d such
that ‖Z‖pHp := E[(

∫ T
0 |Zu|

2 du)p/2] < ∞. For a suitable integrand Z, we denote
by Z ·W the stochastic integral (

∫ t
0 Zu dWu)t∈[0,T ] of Z with respect to W . From
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Protter [68], Z ·W defines a continuous martingale for any Z ∈ Hp. Let us further
define by BMO the martingales Z ·W valued in Rm′ such that

‖Z ·W‖BMO := sup
τ

∥∥∥∥∥∥E
 T∫
τ

Z2
u du | Fτ

∥∥∥∥∥∥
∞

<∞,

where the supremum is taken over all stopping times valued in [0, T ]. We are
interested in studying existence and uniqueness of predictable solutions (X,Y, Z)
of a coupled system of the form{

Xt = x+
∫ t

0 bu(Xu, Yu, Zu) du+
∫ t

0 σu(Xu, Yu, Zu) dWu

Yt = h(XT ) +
∫ T
t gu(Xu, Yu, Zu) du−

∫ T
t Zu dWu

(3.2.1)

in the case where the generator g has at least quadratic growth in the control vari-
able Z.

LetM be the class of smooth random variables of the form

ξ = F

 T∫
0

h1
s dWs, . . . ,

T∫
0

hms dWs


where F ∈ C∞p (Rm×d), the space of infinitely continuously differentiable func-
tions whose partial derivatives have polynomial growth, and h1, . . . , hm ∈ L2([0, T ];Rd).
For any ξ ∈ M, consider the operator D = (D1, . . . , Dd) :M→ L2(Ω× [0, T ])
given by

Di
tξ :=

m∑
j=1

∂F

∂xi,j

 T∫
0

h1
s dWs, . . . ,

T∫
0

hms dWs

hi,jt , 0 ≤ t ≤ T, 1 ≤ i ≤ d

and the norm ‖ξ‖1,2 := (E[|ξ|2 +
∫ T

0 |Dtξ|2 dt])1/2. As shown in Nualart [61],
the operator D extends to the closure D1,2 of the setM with respect to the norm
‖·‖1,2. A random variable ξ will be said to be Malliavin differentiable if ξ ∈ D1,2

and we will denote byDtξ its Malliavin derivative. Note that if ξ is Ft measurable,
then Duξ = 0 for all u ∈ (t, T ]. By L1,2

a (Rm′), we denote the space of processes
X ∈ H2(Rm′) such that Xt ∈ (D1,2)m

′
for all t ∈ [0, T ], the process DXt(ω)

admits a square integrable progressively measurable version and

‖X‖2L1,2
a

:= ‖X‖H2 +

∥∥∥∥∥∥∥
 T∫

0

T∫
0

|DrXt|2 dr dt

1/2
∥∥∥∥∥∥∥
L2

<∞.

We refer to Nualart [61] for a thorough treatment of the theory of Malliavin calcu-
lus.

A crucial observation in BSDEs has been that assumptions on the derivatives
of the parameters of the equation allow to give bounds for the control process Z
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and thereby solvability in the local Lipschitz case. See for instance Cheridito and
Nam [16] and Richou [69], where BSDEs and decoupled Markovian FBSDEs are
studied in such frameworks. Now consider the conditions

(A1) b : [0, T ] × Rm × Rm′ → Rm is a continuous function such that there
exist k1, k2, λ1 ≥ 0 such that∣∣bt(x, y)− bt(x′, y′)

∣∣ ≤ k1

∣∣x− x′∣∣+ k2

∣∣y − y′∣∣ and

|bt(x, y)| ≤ λ1(1 + |x|+ |y|)

for all x, x′ ∈ Rm and y, y′ ∈ Rm′ .

(A2) σ : [0, T ] → Rm×d is a Borel measurable function such that there exists
λ2 ≥ 0 such that |σ(t)| ≤ λ2 for all t ∈ [0, T ].

(A3) g : [0, T ]×Rm×Rm′×Rm′×d → Rm′ is a continuous function such that
gt(0, 0, 0) ∈ L2(dt), gi(x, y, z) = gi(x, y, zi) and there exist k3, k4 ≥ 0
as well as a nondecreasing function ρ : R+ → R+ such that∣∣gt(x, y, z)− gt(x′, y′, z′)∣∣ ≤ k3

∣∣x− x′∣∣+ k4

∣∣y − y′∣∣
+ ρ

(
|z| ∨

∣∣z′∣∣) ∣∣z − z′∣∣
for all x, x′ ∈ Rm, y, y′ ∈ Rm′ and z, z′ ∈ Rm′×d.

(A4) There exists a constant K ≥ 0 such that∣∣gt(x, y, z)− gt(x′, y, z)− gt(x, y′, z′) + gt(x
′, y′, z′)

∣∣
≤ K

∣∣x− x′∣∣ (∣∣y − y′∣∣+
∣∣z − z′∣∣)

for all t ∈ [0, T ], x, x′ ∈ Rm, y, y′ ∈ Rm′ and z, z′ ∈ Rm′×d.

(A5) h : Rm → Rm′ is a continuous function such that there exists k5 ≥ 0
such that ∣∣h(x)− h(x′)

∣∣ ≤ k5

∣∣x− x′∣∣
for all x, x′ ∈ Rm.

Under these assumptions, we obtain an existence and uniqueness result for
fully coupled FBSDEs with generators of superquadratic growth.

Theorem 3.2.1. If (A1) - (A5) hold, then there exists a constant Ck,λ,m′,d only
depending on ki, λ2,m

′, d, i = 1, . . . , 5, such that if T ≤ Ck,λ,m′,d, then the
FBSDE {

Xt = x+
∫ t

0 bu(Xu, Yu) du+
∫ t

0 σu dWu

Yt = h(XT ) +
∫ T
t gu(Xu, Yu, Zu) du−

∫ T
t Zu dWu

(3.2.2)
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has a unique solution (X,Y, Z) ∈ S2(Rm)× S2(Rm′)× S∞(Rm′×d) such that

|Zijt | ≤ 2λ2m
′ek1T+m′k4T (k5 + k3T ) P ⊗ dt-a.e. (3.2.3)

If in addition there exist λ1, λ3, λ4 ≥ 0 and λ5 > 0 as well as a nondecreasing
function ρ : R+ → R+ such that

|bt(x, y)| ≤ λ1(1 + |y|), |h(x)| ≤ λ4

|gt(x, y, z)| ≤ λ3

(
1 + |y|+ ρ(|z|) |z|

)
〈x, σtσ∗t x〉 ≥ λ5|x|2

(3.2.4)

for all x ∈ Rm, y ∈ Rm′ and z ∈ Rm′×d, then the solution (X,Y, Z) exists for
any T ∈ (0,∞).

The following counter example shows that the condition (3.2.4) cannot be dropped
without violating global solvability. Consider the FBSDE{

Xt =
∫ t

0 Yu du

Yt =
∫ T
t kXu du−

∫ T
t Zu dWu.

This equation can be rewritten as

Yt =

T∫
t

s∫
0

kYu du ds−
T∫
t

Zu dWu. (3.2.5)

It has been shown in [24, Example 3.2] that if T
√
k < π

2 then the time-delayed
BSDE (3.2.5) has a unique solution whereas if T

√
k = π

2 , (3.2.5) may not have
any solutions and if it does have one, there are infinitely many.

We will also show that in the non-Markovian case the fully coupled system
(3.2.1) can be solved under boundedness conditions on the Malliavin’s derivative of
the generator and the terminal condition. This is Theorem 3.3.1 below. Moreover,
still in the non-Markovian setting, such boundedness conditions are not needed for
existence of (3.2.2) provided that the generator has at most quadratic growth and
the time horizon is sufficiently small. In fact, consider the conditions

(B1) b : Ω×[0, T ]×Rm×Rm′ → Rm is measurable and there exist k1, k2, λ1 ≥
0 such that∣∣bt(x, y)− bt(x′, y′)

∣∣ ≤ k1

∣∣x− x′∣∣+ k2

∣∣y − y′∣∣ and

|bt(x, y)| ≤ λ1(1 + |x|+ |y|)

for all x, x′ ∈ Rm and y, y′ ∈ Rm′ .

(B2) σ : Ω×[0, T ]→ Rm×d is a predictable process such that σ ∈ H2(Rm×d).
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(B3) g : Ω× [0, T ]×Rm×Rm′ ×Rm′×d → Rm′ is measurable, gt(x, y, z) =
ft(z) + lt(x, y, z) where f and l are measurable functions with f it (z) =
f it (z

i), i = 1, . . . ,m′ and there exists k3, k4, k5, k6, λ2, λ3, λ4 ≥ 0 such
that

|ft(z)− ft(z′)| ≤ k3(1 + |z|+ |z′|)|z − z′|,
|lt(x, y, z)− lt(x′, y′, z′)| ≤ k4|x− x′|+ k5|y − y′|

+ k6(1 + |z|ε + |z′|ε)|z − z′|,
|ft(z)| ≤ λ2(1 + |z|2),

|lt(x, y, z)| ≤ λ3(1 + |z|1+ε) + λ4|y|

for some 0 ≤ ε < 1 and for all x, x′ ∈ Rm, y, y′ ∈ Rm′ and z, z′ ∈
Rm′×d.

(B4) h : Ω× Rm → Rm′ is measurable and there exist k7, λ5 ≥ 0 such that∣∣h(x)− h(x′)
∣∣ ≤ k7

∣∣x− x′∣∣ and |h(x)| ≤ λ5

for all x, x′ ∈ Rm.

The second main result of this work is the following:

Theorem 3.2.2. If (B1) - (B4) hold, then there exists a constant Ck,λ depending
only on the coefficients ki and λi such that if T ≤ Ck,λ, then there exist two
constants C1 and C2 such that FBSDE (3.2.2) has a unique solution (X,Y, Z)
such that (X,Y, Z ·W ) ∈ S2(Rm) × S∞(Rm′) × BMO and ‖Y ‖S∞(Rm′ ) ≤ C1,
and ‖Z ·W‖BMO ≤ C2.

3.3 FBSDEs with superquadratic growth

3.3.1 Proof of Theorem 3.2.1

Step 1: We first assume that h, b, g are continuously differentiable in all variables.
We will show that the sequence (Xn, Y n, Zn) given by X0 = 0, Y 0 = 0, Z0 = 0
and{
Xn+1
t = x+

∫ t
0 b(X

n+1
u , Y n

u ) du+
∫ t

0 σu dWu

Y n+1
t = h(Xn+1

T ) +
∫ T
t gu(Xn+1

u , Y n+1
u , Zn+1

u ) du−
∫ T
t Zn+1

u dWu, n ≥ 1

is well defined and that there exists a constant C > 0 which does not depend on n
such that |Zn| < C for all n.

By [68] and [61] the process X1 is well defined, belongs to D1,2(Rm) and its
Malliavin’s derivative satisfies

DtX
1
r = 0, 0 ≤ r < t ≤ T,

DtX
1
r =

r∫
t

(∂xbDtX
1
u + ∂ybDtY

0
u ) du+Dt

 r∫
t

σu dWu

 , 0 ≤ t ≤ r ≤ T,
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with Dt(
∫ r
t σu dWu) = σ1[t,r], see [61, Theorem 2.2.1]. Hence, since b is Lips-

chitz continuous, by Gronwall’s inequality we have∣∣DtX
1
r

∣∣ ≤ eTk1λ2.

Moreover, by the chain rule, see [61, Proposition 1.2.4] it follows that h(X1
T ) ∈

D1,2(Rm′) and D(h(X1
T )) = ∂xh(X1

T )DX1
T . Therefore, h(X1

T ) has bounded
Malliavin derivative since ∂xh is bounded. We then deduce from Theorem 3.A.2
and its proof that (Y 1, Z1) exists, (Y 1, Z1) ∈ D1,2(Rm′) × D1,2(Rm′×d), DY 1

is bounded and Z1
t = DtY

1
t . Now let n ∈ N, assume that (Xn, Y n, Zn) ∈

D1,2(Rm)×D1,2(Rm′)×D1,2(Rm′×d),DXn, DY n are bounded andZnt = DtY
n
t .

The process Xn+1 is well defined, belongs to D1,2(Rm) and its Malliavin deriva-
tive satisfies

DtX
n+1
r = 0, 0 ≤ r < t ≤ T,

DtX
n+1
r = σ1[t,r] +

r∫
t

(∂xbDtX
n+1
u + ∂ybDtY

n
u ) du, 0 ≤ t ≤ r ≤ T.

Since ∂xb, ∂yb and σ are bounded by k1, k2 and λ2 respectively, it follows from
Gronwall’s inequality that

∣∣DtX
n+1
r

∣∣ ≤ eTk1

λ2 + k2

T∫
0

|DtY
n
u | du

 .

Hence, ∥∥DtX
n+1
∥∥
S∞ ≤ e

Tk1 (λ2 + k2T ‖DtY
n‖S∞) <∞. (3.3.1)

By the chain rule, D(h(Xn+1
T )) exists and is bounded. It then follows again from

Theorem 3.A.2 and its proof that (Y n+1, Zn+1) exists and Zn+1 is bounded. In
addition, (Y n+1, Zn+1) are Malliavin differentiable and the derivatives satisfy, for
j = 1, . . . , d,

Dj
tY

n+1
r = 0, Dj

tZ
n+1
r = 0, 0 ≤ r < t ≤ T,

Dj
tY

n+1
r = ∂xh(Xn+1

T )Dj
tX

n+1
T +

T∫
r

(
∂xgD

j
tX

n+1
u + ∂ygD

j
tY

n+1
u

+ ∂zgD
j
tZ

n+1
u

)
du−

T∫
r

Dj
tZ

n+1
u dWu, 0 ≤ t ≤ r ≤ T.

By (A3)-(A5) and the boundedness of Zn+1 andDXn+1, it follows from the same
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procedure of the proof of Lemma 3.A.1 that for i = 1, . . . ,m′; j = 1, . . . , d.

|Dj
tY

i,n+1
r |

≤ m′
k5

∥∥DtX
n+1
∥∥
S∞ + k3

T∫
t

∥∥DtX
n+1
∥∥
S∞ e

−m′k4(T−s)ds

 em
′k4(T−t).

Hence ∥∥DtY
n+1
∥∥
S∞ ≤ e

m′k4Tm′
√
m′d (k5 + k3T )

∥∥DtX
n+1
∥∥
S∞ .

Plugging the above estimate in (3.3.1), we obtain∥∥DtX
n+1
∥∥
S∞ ≤M +M ′ ‖DtX

n‖S∞

with M := λ2e
Tk1 and M ′ := k2Tm

′√m′deTk1+m′Tk4(k5 + k3T ). Choosing T
small enough so that M ′ ≤ 1/2, we have∥∥DtX

n+1
∥∥
S∞ ≤ 2M and

∣∣∣Zij,nt

∣∣∣ =
∣∣∣Dj

tY
i,n
t

∣∣∣ ≤ 2Mm′em
′k4T (k5 + k3T ) .

Hence |Zn| ≤ Q, where Q = 2Mm′em
′k4T (k5 + k3T )

√
m′d.

Step 2: Now we show that (Xn, Y n, Zn) is a Cauchy sequence in S2(Rm) ×
S2(Rm′) ×H2(Rm′×d). Indeed, using (A1) we can estimate the norm of the dif-
ference Xn+1

t −Xn
t as

|Xn+1
t −Xn

t |2 ≤ 2

 t∫
0

k1|Xn+1
s −Xn

s |ds

2

+ 2

 t∫
0

k2|Y n
s − Y n−1

s |ds

2

.

Thus

sup
0≤t≤T

|Xn+1
t −Xn

t |2 ≤ 2

 T∫
0

k1|Xn+1
s −Xn

s |ds

2

+ 2

 T∫
0

k2|Y n
s − Y n−1

s |ds

2

.

Taking expectation on both sides and using Cauchy-Schwarz’ inequality, we have

E

[
sup

0≤t≤T
|Xn+1

t −Xn
t |2
]

≤ 2Tk2
1E

 T∫
0

|Xn+1
s −Xn

s |2ds

+ 2Tk2
2E

 T∫
0

|Y n
s − Y n−1

s |2ds


≤ 2T 2k2

1E

[
sup

0≤t≤T
|Xn+1

t −Xn
t |2
]

+ 2T 2k2
2E

[
sup

0≤t≤T
|Y n
t − Y n−1

t |2
]
.
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Choosing T to be small enough so that 2T 2k2
1 ≤ 1

2 , it follows

E

[
sup

0≤t≤T
|Xn+1

t −Xn
t |2
]
≤ 4T 2k2

2E

[
sup

0≤t≤T
|Y n
t − Y n−1

t |2
]
. (3.3.2)

On the other hand, applying Itô’s formula to eβt|Y n+1
t − Y n

t |2, β ≥ 0, we have

eβt|Y n+1
t − Y n

t |2

= eβT |h(Xn+1
T )− h(Xn

T )|2 − 2

T∫
t

eβs(Y n+1
s − Y n

s )(Zn+1
s − Zns )dWs

−
T∫
t

eβs(Zn+1
s − Zns )2ds−

T∫
t

βeβs(Y n+1
s − Y n

s )2ds

+ 2

T∫
t

eβs(Y n+1
s − Y n

s )
[
gs(X

n+1
s , Y n+1

s , Zn+1
s )− gs(Xn

s , Y
n
s , Z

n
s )
]
ds.

Hence, due to the condition (A3) and the boundedness of (Zn), it holds

eβt|Y n+1
t − Y n

t |2 +

T∫
t

eβs(Zn+1
s − Zns )2ds

≤ eβT
∣∣h(Xn+1

T )− h(Xn
T )
∣∣2 − 2

T∫
t

eβs(Y n+1
s − Y n

s )(Zn+1
s − Zns )dWs

−
T∫
t

βeβs(Y n+1
s − Y n

s )2ds+ 2

T∫
t

eβsρ(Q)
∣∣Y n+1
s − Y n

s

∣∣ ∣∣Zn+1
s − Zns

∣∣ ds
+ 2

T∫
t

eβsk7

∣∣Y n+1
s − Y n

s

∣∣ ∣∣Xn+1
s −Xn

s

∣∣ ds+ 2

T∫
t

eβsk4

∣∣Y n+1
s − Y n

s

∣∣2 ds.

With some positive constants α1, α2, it follows from (A5) and Young’s inequality
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that

eβt|Y n+1
t − Y n

t |2 +

T∫
t

eβs(Zn+1
s − Zns )2ds ≤ eβTk2

5|Xn+1
T −Xn

T |2

− 2

T∫
t

eβs(Y n+1
s − Y n

s )(Zn+1
s − Zns )dWs + α2

T∫
t

eβs|Xn+1
s −Xn

s |2ds

+

(
(ρ(Q))2

α1
+
k2

3

α2
+ 2k4 − β

) T∫
t

eβs(Y n+1
s − Y n

s )2ds

+ α1

T∫
t

eβs|Zn+1
s − Zns |2ds. (3.3.3)

Letting β = (ρ(Q))2

α1
+

k2
7
α2

+ 2k8 and taking expectation on both sides above, we
have

E
[
eβt|Y n+1

t − Y n
t |2
]
+E

 T∫
t

eβs(Zn+1
s − Zns )2ds

 ≤ eβTk2
5E
[
|Xn+1

T −Xn
T |2
]

+ α1E

 T∫
t

eβs|Zn+1
s − Zns |2ds

+ α2E

 T∫
t

eβs|Xn+1
s −Xn

s |2ds

 .
Putting α1 = 1

2 and α2 = 1, the previous estimate yields

E

 T∫
0

eβs(Zn+1
s − Zns )2ds


≤ 2eβTk2

5E
[
|Xn+1

T −Xn
T |2
]

+ 2E

 T∫
0

eβs|Xn+1
s −Xn

s |2ds

 .
Next, taking conditional expectation with respect to Ft in (3.3.3),

eβt|Y n+1
t −Y n

t |2+E

 T∫
t

eβs(Zn+1
s − Zns )2ds

∣∣∣∣Ft
 ≤ eβTk2

5E
[
|Xn+1

T −Xn
T |2|Ft

]

+ α1E

 T∫
t

eβs|Zn+1
s − Zns |2ds

∣∣∣∣Ft
+ α2E

 T∫
t

eβs|Xn+1
s −Xn

s |2ds
∣∣∣∣Ft
 .
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Thus, by Burkholder-Davis-Gundy’s inequality, with a positive constant c1 and
α1 = 1

2 , α2 = 1, we have

E

[
sup

0≤t≤T
eβt|Y n+1

t − Y n
t |2
]
≤ c1e

βTk2
5E
[
|Xn+1

T −Xn
T |2
]

+ c1
1

2
E

 T∫
0

eβs|Zn+1
s − Zns |2ds

+ c1E

 T∫
0

eβs|Xn+1
s −Xn

s |2ds



≤ 2c1e
βTk2

5E
[
|Xn+1

T −Xn
T |2
]

+ 2c1E

 T∫
0

eβs|Xn+1
s −Xn

s |2ds

 .
It now follows from (3.3.2) that

E

[
sup

0≤t≤T
|Y n+1
t − Y n

t |2
]

+ E

 T∫
0

(Zn+1
s − Zns )2ds


≤ 8(c1 + 1)eβT (k2

5 + T )T 2k2
2E

[
sup

0≤t≤T
|Y n
t − Y n−1

t |2
]
.

Taking T small enough so that

8(c1 + 1)eβT (k2
5 + T )T 2k2

2 ≤
1

2
,

we obtain that (Xn, Y n, Zn) is a Cauchy sequence in S2(Rm) × S2(Rm′) ×
H2(Rm′×d). By continuity of b, g and h we have the existence of a solution
(X,Y, Z) in S2(Rm) × S2(Rm′) × H2(Rm′×d) of FBSDE (3.2.1) and it follows
from the boundedness of (Zn) thatZ satisfies (3.2.3). The uniqueness follows from
the boundedness of Z and by repeating the above arguments on the difference of
two solutions.

Step 3: Let us now turn to the general case. For n ∈ N, let β1
n, β

2
n and β3

n

be nonnegative C∞ functions with support on {x ∈ Rm : |x| ≤ 1
n}, {x ∈

Rm+m′ : |x| ≤ 1
n} and {x ∈ Rm+m′+m′×d : |x| ≤ 1

n} respectively, and satis-
fying

∫
Rm β

1
n(r)dr = 1,

∫
Rm+m′ β

2
n(r)dr = 1 and

∫
Rm+m′+m′×d β

3
n(r)dr = 1. We

define the convolutions

hn(x) :=

∫
Rm

h(x′)β1
n(x′ − x)dx′,

bnt (x, y) :=

∫
Rm+m′

bt(x
′, y′)β2

n(x′ − x, y′ − y)dx′dy′,

gn(u, x, y, z) :=

∫
Rm+m′+m′×d

g(u, x′, y′, z′)β3
n(x′ − x, y′ − y, z′ − z)dx′dy′dz′.
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It is easy to check that bn satisfies (A1) with the constants k1, k2 and 2λ1 and that
gn and hn satisfy (A3) - (A4) and (A5), respectively, with the same constants.
From the above argument, there exists C̄k,λ,m′,d independent of n such that if T ≤
C̄k,λ,m′,d, FBSDE (3.2.1) with parameters (bn, hn, gn) admits a unique solution
(Xn, Y n, Zn) ∈ S2(Rm)× S2(Rm′)× S∞(Rm′×d) and

|Zij,nt | ≤ 2λ2m
′ek1T+m′k4T (k5 + k3T ) P ⊗ dt-a.e.

By the Lipschitz continuity conditions on b and h and the locally Lipschitz condi-
tion of g, the sequences (bn) and (hn) converge uniformly to b and h on Rm+m′

and Rm, respectively, and (gn) converges to g uniformly on Rm+m′ × Λ for any
compact subset Λ of Rm′×d. Combining these uniform convergences with the
boundedness of Zn, similar to above, we can show that there exists a constant
C̃k,λ,m′,d depending only on k1, k2, k3, k4, k5, λ2,m

′, d such that if T ≤ C̃k,λ,m′,d,
(Xn, Y n, Zn) is a Cauchy sequence in S2(Rm)×S2(Rm′)×H2(Rm′×d). Hence
with Ck,λ,m′,d = C̄k,λ,m′,d ∧ C̃k,λ,m′,d, for any T ≤ Ck,λ,m′,d, the FBSDE (3.2.2)
admits a solution (X,Y, Z) ∈ S2(Rm) × S2(Rm′) × S∞(Rm′×d) and |Zijt | ≤
2λ2m

′ek1T+m′k4T (k5 + k3T ). The uniqueness follows from similar arguments.
Step 4: Now, assume T > Ck,λ,m′,d and the additional growth conditions on b,

g and h given by (3.2.4) hold. Let h̃Q : R → R be a continuously differentiable
function whose derivative is bounded by 1 and such that h̃′Q(a) = 1 for all −Q ≤
a ≤ Q and

h̃Q(a) =


(Q+ 1) if a > Q+ 2

a if |a| ≤ Q
−(Q+ 1) if a < −(Q+ 2).

An example of such a function is given by

h̃Q(a) =

{(
−Q2 + 2Qa− a(a− 4)

)
/4 if a ∈ [Q,Q+ 2](

Q2 + 2Qa+ a(a+ 4)
)
/4 if [−(Q+ 2),−Q],

see [43]. By the assumptions (A3) the function g̃ : [0, T ]×Rm×Rm′×Rm′×d → R
defined by

g̃t(x, y, z) := gt(x, y, hQ(z)) (3.3.4)

with hQ(z) := (h̃Q(zij))ij is Lipschitz continuous in all variables. Thus, it follows
from [20, Theorem 2.6] that the equation{

X̃t = x+
∫ t

0 bu(X̃u, Ỹu) du+
∫ t

0 σu dWu

Ỹt = h(X̃T ) +
∫ T
t g̃u(X̃u, Ỹu, Z̃u) du−

∫ T
t Z̃u dWu, t ∈ [0, T ]

(3.3.5)

admits a unique solution (X̃, Ỹ , Z̃) ∈ S2(Rm)×S∞(Rm′)×H∞(Rm′×d). More-
over, there exists a bounded function θ : [0, T ] × Rm → Rm′ which is Lipschitz
continuous in x such that Ỹt = θ(t, X̃t) for all t ∈ [0, T ]. PutN = [T/Ck,A,q,m′,d],
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where [a] denotes the integer part of a, and ti := iCk,A,q,m′,d, i = 0, . . . , N and
tN+1 = T . Since t1 ≤ Ck,Ã,q,m′,d, by the first part of the proof the FBSDE{

Xt = x+
∫ t

0 bu(Xu, Yu) du+
∫ t

0 σu dWu

Yt = Ỹt1 +
∫ t1
t gu(Xu, Yu, Zu) du−

∫ t1
t Zu dWu, t ∈ [0, t1]

admits a unique solution (X1, Y 1, Z1) such that
∣∣Z1

t

∣∣ ≤ Q for all t ∈ [0, t1].
Therefore, (X1, Y 1, Z1)1[0,t1] = (X̃, Ỹ , Z̃)1[0,t1]. Similarly, we obtain a family
(Xi, Y i, Zi) of solutions of the FBSDEs{

Xt = X̃ti−1 +
∫ t
ti−1

bu(Xu, Yu) du+
∫ t
ti−1

σu dWu

Yt = Ỹti +
∫ ti
t gu(Xu, Yu, Zu) du−

∫ ti
t Zu dWu, t ∈ [ti−1, ti]

such that (Xi, Y i, Zi)1[ti−1,ti] = (X̃, Ỹ , Z̃)1[ti−1,ti], i = 1, . . . , N + 1. Define

X :=
N+1∑
i=1

Xi1[ti−1,ti]; Y :=

N+1∑
i=1

Y i1[ti−1,ti] and Z :=

N+1∑
i=1

Zi1[ti−1,ti].

Then, (X,Y, Z) ∈ S2(Rm) × S∞(Rm′) × S∞(Rm′×d) is the unique solution of
the FBSDE (3.3.6) satisfying |Zt| ≤ Q for all t ∈ [0, T ]. In fact, it is clear that
(X,Y, Z) ∈ S2(Rm)×S∞(Rm′)×S∞(Rm′×d) as a finite sum of elements of the
same space. Let t ∈ [0, T ] and i = 1, . . . , N + 1 such that t ∈ [ti−1, ti]. We have

x+

t∫
0

bu(Xu, Yu) du+

t∫
0

σu du = x+

i∑
j=1

 tj∧t∫
tj−1

bu(Xj
u, Y

j
u ) du+

tj∧t∫
tj−1

σu dWu


= Xi

t = Xt

and

h(XT ) +

T∫
t

gu(Xu, Yu, Zu) du−
T∫
t

Zu dWu

= h(XN+1
T ) +

N+1∑
j=i

 tj∫
tj−1∨t

gu(Xj
u, Y

j
u , Z

j
u) du−

tj∫
tj−1∨t

Zju dWu


= Y i

t = Yt.

That is, (X,Y, Z) satisfies Equation (3.3.6). Uniqueness follows from [20, Theo-
rem 2.6]. This concludes the proof. �

3.3.2 Fully coupled systems

In order to consider the fully coupled forward-backward system, i.e., we allow
the dependence in (x, y, z) of b and σ, we assume boundedness conditions on the
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Malliavin derivatives of the generator and the terminal condition. Under this as-
sumption, we can obtain solvability on any time interval [0, T ], T ∈ (0,∞) for the
Markovian case. Now, consider the following conditions

(A1’) b : Ω×[0, T ]×Rm×Rm′×Rm′×d → Rm is a continuous and measurable
function such that there exist k1, k2, k3, λ1 ≥ 0 such that∣∣bt(x, y, z)− bt(x′, y′, z′)∣∣ ≤ k1

∣∣x− x′∣∣+ k2

∣∣y − y′∣∣+ k3

∣∣z − z′∣∣
and |bt(x, y, z)| ≤ λ1(1 + |x|+ |y|+ |z|)

for all x, x′ ∈ Rm, y, y′ ∈ Rm′ and z, z′ ∈ Rm′×d.

(A2’) σ : Ω × [0, T ] × Rm × Rm′ × Rm′×d → Rm×d is a continuous and
measurable function such that there exist k4, k5, k6, λ2 ≥ 0 such that∣∣σt(x, y, z)− σt(x′, y′, z′)∣∣ ≤ k4

∣∣x− x′∣∣+ k5

∣∣y − y′∣∣+ k6

∣∣z − z′∣∣
and |σt(x, y, z)| ≤ λ2(1 + |x|+ |y|+ |z|)

for all x, x′ ∈ Rm, y, y′ ∈ Rm′ and z, z′ ∈ Rm′×d.

(A3’) g : Ω×[0, T ]×Rm×Rm′×Rm′×d → Rm′ is a continuous and measurable
function such that git(x, y, z) = git(x, y, z

i) for i = 1, . . . ,m′ and there
exist k7, k8, λ3 ≥ 0 as well as a nondecreasing function ρ : R+ → R+

such that∣∣gt(x, y, z)− gt(x′, y′, z′)∣∣ ≤ k7

∣∣x− x′∣∣+ k8

∣∣y − y′∣∣
+ ρ

(
|z| ∨

∣∣z′∣∣) ∣∣z − z′∣∣
for all x, x′ ∈ Rm, y, y′ ∈ Rm′ and z, z′ ∈ Rm′×d.

(A4’) For every X ∈ S2, we have g·(X·, 0, 0) ∈ H4 and there exist Borel-
measurable functions qij : [0, T ]→ R+ satisfying

∫ T
0 q2

ij(t)dt <∞ such
that for every pair (y, z) ∈ Rm′ × Rm′×d with

|z| ≤ Q :=

√√√√√m′
d∑
j=1

 m′∑
i=1

|Aij |+
m′∑
i=1

T∫
0

|qij(t)|e−m′k8(T−t)dt

2

em
′k8T ,

one has g·(X·, y, z) ∈ L1,2
a (Rm′) and

∣∣∣Dj
ugit(Xt, y, z)

∣∣∣ ≤ qij(t), i =

1, . . . ,m′; j = 1, . . . , d and u ∈ [0, T ],∣∣Dugt(Xt, y, z)−Dugt(Xt, y
′, z′)

∣∣ ≤ Ku

(∣∣y − y′∣∣+
∣∣z − z′∣∣)

for some R+-valued adapted process (Ku(t))t∈[0,T ] such that
∫ T

0 ‖Ku‖4H4 du <
∞.
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(A5’) h : Ω×Rm → Rm′ is continuous and FT -measurable such that h(XT ) ∈
D1,2(Rm′) for any XT ∈ L2(FT ) and there exist constants k9 ≥ 0 and
Aij ≥ 0, such that∣∣∣Dj

th
i(XT )

∣∣∣ ≤ Aij , i = 1, . . . ,m′, j = 1, . . . , d, and

|h(x)− h(x′)| ≤ k9|x− x′|,

for all x, x′ ∈ Rm.

Theorem 3.3.1. If (A1’) - (A5’) hold, then there exist two constants Ck,A,q,m′,d
and εk,A,q,m′,d depending only on k1, k2, k3, k4, k5, k7, k8, k9, A, q,m

′, d such that
if T ≤ Ck,A,q,m′,d and k6k9 ≤ εk,A,q,m′,d, then the FBSDE (3.2.1) has a unique
solution (X,Y, Z) ∈ S2(Rm)× S2(Rm′)× S∞(Rm′×d) such that

|Zijt | ≤

 m′∑
i=1

Aij +

m′∑
i=1

T∫
t

qij(s)e
−m′k8(T−s)ds

 em
′k8(T−t), P ⊗ dt-a.e.

Proof. LettingX0 = 0, Y 0 = 0, Z0 = 0, we consider the sequence (Xn, Y n, Zn),
solution of the FBSDE{

Xn+1
t = x+

∫ t
0 bs(X

n+1
s , Y n

s , Z
n
s ) +

∫ t
0 σs(X

n+1
s , Y n

s , Z
n
s )dWs

Y n+1
t = h(Xn+1

T ) +
∫ T
t gs(X

n+1
s , Y n+1

s , Zn+1
s )−

∫ T
t Zn+1

s dWs.

Under (A1’)-(A5’), it follows from [68] and Theorem 3.A.2 that (Xn, Y n, Zn) is
well defined in S2(Rm)× S2(Rm′)×H2(Rm′×d) and

|(Znt )ij | ≤

 m′∑
i=1

Aij +
m′∑
i=1

T∫
t

qij(s)e
−m′k8(T−s)ds

 em
′k8(T−t), P ⊗ dt-a.e.

For simplicity, we give only the estimation for |Xn+1−Xn|, as that of |Y n+1−Y n|
and |Zn+1 − Zn| follows from exactly the same procedure as in the the proof of
Theorem 3.2.1. Indeed, we have

|Xn+1
t −Xn

t |2 ≤ 6

 t∫
0

k1|Xn+1
s −Xn

s |ds

2

+ 6

 t∫
0

k2|Y n
s − Y n−1

s |ds

2

+ 6

 t∫
0

k3|Zns − Zn−1
s |ds

2

+ 2

 t∫
0

[
σ(s,Xn+1

s , Y n
s , Z

n
s )− σ(s,Xn

s , Y
n−1
s , Zn−1

s )
]
dWs

2

.
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Taking supremum with respect to t, then expectation to both sides and using Cauchy-
Schwarz’ and Burkholder-Davis-Gundy’s inequalities, we have

E

[
sup

0≤t≤T
|Xn+1

t −Xn
t |2
]
≤
(
6T 2k2

1 + 24Tk2
4

)
E

[
sup

0≤t≤T
|Xn+1

t −Xn
t |2
]

+
(
6T 2k2

2 + 24Tk2
5

)
E

[
sup

0≤t≤T
|Y n
t − Y n−1

t |2
]

+
(
6Tk2

3 + 24k2
6

)
E

 T∫
0

|Znt − Zn−1
t |2dt

 .
Choosing T to be small enough so that

(
6T 2k2

1 + 24Tk2
4

)
≤ 1

2 , we have

E

[
sup

0≤t≤T
|Xn+1

t −Xn
t |2
]
≤
(
12T 2k2

2 + 48Tk2
5

)
E

[
sup

0≤t≤T
|Y n
t − Y n−1

t |2
]

+
(
12Tk2

3 + 48k2
6

)
E

 T∫
0

|Znt − Zn−1
t |2dt

 .
Hence the result follows directly from the arguments in the proof of Theorem
3.2.1. �

Consider the conditions

(A1”) b : [0, T ] × Rm × Rm′ × Rm′×d → Rm is continuous and there exist
k1, k2, k3, λ1 ≥ 0 such that∣∣bt(x, y, z)− bt(x′, y′, z′)∣∣ ≤ k1

∣∣x− x′∣∣+ k2

∣∣y − y′∣∣+ k3

∣∣z − z′∣∣
and |bt(x, y, z)| ≤ λ1(1 + |y|+ |z|)

for all x, x′ ∈ Rm, y, y′ ∈ Rm′ and z, z′ ∈ Rm′×d.

(A2”) σ : [0, T ]×Rm×Rm′ → Rm×d is continuous and there exist k4, k5, λ2 ≥
0, λ5 > 0 such that∣∣σt(x, y)− σt(x′, y′)

∣∣ ≤ k4

∣∣x− x′∣∣+ k5

∣∣y − y′∣∣
|σt(x, y)| ≤ λ2(1 + |y|) and

〈x′, σt(x, y)σ∗t (x, y)x′〉 ≥ λ5|x′|2

for all x, x′ ∈ Rm and y, y′ ∈ Rm′ .

(A3”) g : [0, T ] × Rm × Rm′ × Rm′×d → Rm′ is continuous and continu-
ously differentiable in y and z, and is such that git(x, y, z) = git(x, y, z

i)
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i = 1, . . . ,m′ and there exist k7, k8, λ3 ≥ 0 as well as a nondecreasing
function ρ : R+ → R+ such that∣∣gt(x, y, z)− gt(x′, y′, z′)∣∣ ≤ k7

∣∣x− x′∣∣+ k8

∣∣y − y′∣∣
+ ρ

(
|z| ∨

∣∣z′∣∣) ∣∣z − z′∣∣
and |gt(x, y, z)| ≤ λ3(1 + |y|+ ρ(|z|) |z|)

for all x, x′ ∈ Rm, y, y′ ∈ Rm′ and z, z′ ∈ Rm′×d.

(A4”) For every X ∈ S2, we have g·(X·, 0, 0) ∈ H4 and there exist Borel-
measurable functions qij : [0, T ]→ R+ satisfying

∫ T
0 q2

ij(t)ds <∞ such
that for every pair (y, z) ∈ Rm′×Rm′×d one has g·(X·, y, z) ∈ L1,2

a (Rm′)
and

∣∣∣Dj
ugit(Xt, y, z)

∣∣∣ ≤ qij(t), i = 1, . . . ,m′; j = 1, . . . , d and, for every
u ∈ [0, T ],∣∣Dugt(Xt, y, z)−Dugt(Xt, y

′, z′)
∣∣ ≤ Ku

(∣∣y − y′∣∣+
∣∣z − z′∣∣)

for some R+-valued adapted process (Ku(t))t∈[0,T ] such that
∫ T

0 ‖Ku‖4H4 du <
∞.

(A5”) h : Rm → Rm′ is continuously differentiable and such that h(XT ) ∈
D1,2 for any XT ∈ L2(FT ) and there exist constants k9, λ4, Aij ≥ 0
such that ∣∣∣Dj

th
i(XT )

∣∣∣ ≤ Aij , i = 1, . . . ,m′, j = 1, . . . , d,

|h(x)− h(x′)| ≤ k9|x− x′|,

and |h(x)| ≤ λ4 for all x, x′ ∈ Rm.

Theorem 3.3.2. If (A1”) - (A5”) hold, then the FBSDE{
Xt = x+

∫ t
0 bu(Xu, Yu, Zu) du+

∫ t
0 σu(Xu, Yu) dWu

Yt = h(XT ) +
∫ T
t gu(Xu, Yu, Zu) du−

∫ T
t Zu dWu, t ∈ [0, T ]

(3.3.6)

has a unique solution (X,Y, Z) ∈ S2(Rm)× S2(Rm′)× S∞(Rm′×d) satisfying

|Zt| ≤ Q :=

√√√√√m′
d∑
j=1

 m′∑
i=1

|Ãij |+
m′∑
i=1

T∫
0

|qij(t)|e−m′k8(T−t)dt

2

em
′k8T

where

Ãij =

 m′∑
i=1

Aij +
m′∑
i=1

T∫
0

qij(t)e
−m′k8(T−t)dt

 em
′k8T .
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Proof. Consider the constant Ck,A,q,m′,d introduced in Theorem 3.3.1. If T ≤
Ck,A,q,m′,d, the result follows from Theorem 3.3.1.

In the rest of the proof let us assume that T > Ck,A,q,m′,d. The function g̃
defined by (3.3.4) is Lipschitz continuous and differentiable in (y, z), and satisfies
(A4”). Hence, by [20, Theorem 2.6] the FBSDE

{
X̃t = x+

∫ t
0 bu(X̃u, Ỹu, Z̃u) du+

∫ t
0 σu(X̃u, Ỹu) dWu

Ỹt = h(X̃T ) +
∫ T
t g̃u(X̃u, Ỹu, Z̃u) du−

∫ T
t Z̃u dWu, t ∈ [0, T ]

(3.3.7)

admits a unique solution (X̃, Ỹ , Z̃) ∈ S2(Rm)×S∞(Rm′)×H∞(Rm′×d). More-
over, by [28] the processes Ỹ and Z̃ are Malliavin differentiable and we have for
j = 1, . . . , d,

Dj
rỸt = 0, Dj

rZ̃t = 0, 0 ≤ t < r < T,

Dj
rỸt = Dj

rh(X̃T ) +

T∫
t

∂y g̃uD
j
rỸu + ∂z g̃uD

j
rZ̃u +Dj

r g̃u(X̃y, Ỹu, Z̃u) du

−
T∫
t

Dj
rZ̃u dWu, 0 ≤ r ≤ t ≤ T.

Since g̃ is Lipschitz in z, ∂z g̃(X̃y, Ỹu, Z̃u) is bounded. By (A4”) and (A5”), it
follows from the same procedure as in the proof of Lemma 3.A.1 that

|Dj
rỸ

i
t | ≤

 m′∑
i=1

Aij +
m′∑
i=1

T∫
t

qij(s)e
−m′k8(T−s)ds

 em
′k8(T−t), P ⊗ dt-a.e.,

i = 1, . . . ,m′; j = 1, . . . , d. Let Ck,Ã,q,m′,d be the constant given by Theorem
3.3.1 replacing Aij by Ãij . One can easily check that Ck,Ã,q,m′,d ≤ Ck,A,q,m′,d

since Aij ≤ Ãij . Considering a sequence 0 = t0 ≤ t1 ≤ · · · ≤ tN = T with
max1≤i≤N |ti− ti−1| ≤ Ck,Ã,q,m′,d similar to the last part of the proof of Theorem
3.2.1. SinceDrỸti ∈ L∞ for all r ∈ [ti−1, ti] we can get that for i = 1, . . . , N that

{
Xt = X̃ti−1 +

∫ t
ti−1

bu(Xu, Yu, Zu) du+
∫ t
ti−1

σu(Xu, Yu) dWu

Yt = Ỹti +
∫ ti
t gu(Xu, Yu, Zu) du−

∫ ti
t Zu dWu, t ∈ [ti−1, ti]

has a unique solution (Xi, Y i, Zi) ∈ S2(Rm) × S2(Rm′) × S∞(Rm′×d) and∣∣Zit ∣∣ ≤ Q for all t ∈ [ti−1, ti]. By the uniqueness of FBSDE (3.3.7), we have
(Xi, Y i, Zi)1[ti−1,ti] = (X̃, Ỹ , Z̃)1[ti−1,ti]. The result follows from a recursion
and pasting procedure as above. �
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3.4 FBSDEs with quadratic growth

3.4.1 Proof of Theorem 3.2.2

Consider the function Ψ mapping any processes (y, z) such that (y, z ·W ) ∈ S∞×
BMO to the solution (Y,Z) of the following decoupled FBSDE:{

Xt = x+
∫ t

0 bs(Xs, ys)ds+
∫ t

0 σsdWs,

Yt = h(XT ) +
∫ T
t fs(Zs) + ls(Xs, ys, zs)ds−

∫ T
t ZsdWs.

(3.4.1)

By (B1) and (B2), the process X exists and is unique, see for instance [68]. The
backward equation in (3.4.1) is composed of m′ times 1-dimensional quadratic
BSDEs. Due to (B3) and (B4), it admits a unique solution, see [41, Lemma 2.5].
Thus, Ψ is well defined. Furthermore, for T small enough there exist two positive
constants C1 and C2 depending only on T and λi, i = 2, . . . , 5, such that Ψ maps
the set

B := {(y, z) : ‖y‖S∞ ≤ C1; ‖z ·W‖BMO ≤ C2}

to itself, see [41] or chapter 2. Let (y, z), (ȳ, z̄) ∈ B. Put Ψ(y, z) = (Y, Z) and
Ψ(ȳ, z̄) = (Ȳ , Z̄) and let X and X̄ be the solution of the forward equation in
(3.4.1) associated to (y, z) and (ȳ, z̄), respectively. By the Lipschitz continuity
property of b, we have

∣∣Xt − X̄t

∣∣ ≤ t∫
0

∣∣bs(Xs, ys)− bs(X̄s, ȳs)
∣∣ ds

≤ k1

t∫
0

∣∣Xs − X̄s

∣∣ ds+ k2

t∫
0

|ys − ȳs| ds.

Hence Gronwall’s inequality yields

|Xt − X̄t| ≤ k2e
k1t

t∫
0

|ys − ȳs| ds,

thus
‖X − X̄‖S∞ ≤ k2Te

k1T ‖y − ȳ‖S∞ .

On the other hand, for every i = 1, . . . ,m′,

Y i
t − Ȳ i

t

= hi(XT )− hi(X̄T )

+

T∫
t

f is(Z
i
s)− f is(Z̄is) + lis(Xs, ys, zs)− lis(X̄s, ȳs, z̄s)ds−

T∫
t

Zis − Z̄isdWs
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= hi(XT )− hi(X̄T )

+

T∫
t

θis(Z
i
s − Z̄is) + lis(Xs, ys, zs)− lis(X̄s, ȳs, z̄s)ds−

T∫
t

Zis − Z̄isdWs

where |θis| ≤ k3(1 + |Zis|+ |Z̄is|) which implies that θi ·W is a BMO-martingale.
By Girsanov’s theorem, W̃ i

t := Wt −
∫ t

0 θ
i
sds is a Brownian motion under the

equivalent probability measure given by dP̃ i

dP = E(θi ·W )T . Hence

Y i
t −Ȳ i

t +

T∫
t

Zis−Z̄isdW̃ i
s = hi(XT )−hi(X̄T )+

T∫
t

lis(Xs, ys, zs)−lis(X̄s, ȳs, z̄s)ds.

Let us denote by δY i := Y i − Ȳ i, δZi := Zi − Z̄i, δX := X − X̄ , δy := y − ȳ
and δz := z− z̄. Taking the square and the conditional expectation with respect to
Ft and P̃ i on both sides of the previous equality, we have

|δY i
t |2 + Ẽi

 T∫
t

|δZis|2ds
∣∣∣∣Ft


= Ẽi


hi(XT )− hi(X̄T ) +

T∫
t

lis(Xs, ys, zs)− lis(X̄s, ȳs, z̄s)ds

2 ∣∣∣∣Ft


≤ 4k2
7Ẽ

i

[
|δXT |2

∣∣∣∣Ft]+ 4k2
4Ẽ

i


 T∫
t

|δXs|ds

2 ∣∣∣∣Ft


+ 4k2
5Ẽ

i


 T∫
t

|δys|ds

2 ∣∣∣∣Ft


+ 4k2
6Ẽ

i


 T∫
t

(1 + |zs|ε + |z̄s|ε)|δzs|ds

2 ∣∣∣∣Ft
 ,

where we used the Lipschitz and local Lipschitz continuity properties of h and l,
and 2ab ≤ a2 + b2. By Hölder’s inequality and 2ab ≤ a2 + b2 again, it holds

|δY i
t |2 + Ẽi

 T∫
t

|δZis|2ds
∣∣∣∣Ft


≤ 4k2
7Ẽ

i

[
|δXT |2

∣∣∣∣Ft]+ 4k2
4(T − t)2Ẽi

[
sup
t≤s≤T

|δXs|2ds
∣∣∣∣Ft
]

+ 4k2
5(T − t)2‖δy‖2∞
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+ 4k2
6Ẽ

i

 T∫
t

(1 + |zs|ε + |z̄s|ε)2ds

T∫
t

|δzs|2ds
∣∣∣∣Ft


≤ 4k2
7Ẽ

i

[
|δXT |2

∣∣∣∣Ft]+ 4k2
4(T − t)2Ẽi

[
sup
t≤s≤T

|δXs|2ds
∣∣∣∣Ft
]

+ 4k2
5(T − t)2‖δy‖2∞

+ 4k2
6Ẽ

i


 T∫
t

(1 + |zs|ε + |z̄s|ε)2ds

2 ∣∣∣∣Ft


1
2

Ẽi


 T∫
t

|δzs|2ds

2 ∣∣∣∣Ft


1
2

≤ 4k2
7Ẽ

i

[
|δXT |2

∣∣∣∣Ft]+ 4k2
4(T − t)2Ẽi

[
sup
t≤s≤T

|δXs|2ds
∣∣∣∣Ft
]

+ 4k2
5(T − t)2‖δy‖2∞

+ 12k2
6Ẽ

i


 T∫
t

(1 + |zs|2ε + |z̄s|2ε)ds

2 ∣∣∣∣Ft


1
2

Ẽi


 T∫
t

|δzs|2ds

2 ∣∣∣∣Ft


1
2

.

(3.4.2)

Now, we can further estimate the last term of the right hand side above as follows:

Ẽi


 T∫
t

(1 + |zs|2ε + |z̄s|2ε)ds

2 ∣∣∣∣Ft


1
2

Ẽi


 T∫
t

|δzs|2ds

2 ∣∣∣∣Ft


1
2

≤ Ẽi
T − t+ (T − t)1−ε

 T∫
t

|zs|2ds

ε

+ (T − t)1−ε

 T∫
0

|z̄s|2 ds

ε2 ∣∣∣∣Ft


1
2

Ẽi


 T∫
t

|δzs|2ds

2 ∣∣∣∣Ft


1
2

≤
√

3(T − t)1−ε

T ε + 2 + εẼi


 T∫
t

|zs|2ds

2 ∣∣∣∣Ft


1
2

+ εẼi


 T∫
t

|z̄s|2ds

2 ∣∣∣∣Ft


1
2

 Ẽi


 T∫
t

|δzs|2ds

2 ∣∣∣∣Ft


1
2

.

Therefore, (3.4.2) and Lemma A.1.4 yield

‖δY i‖2S∞ + ‖δZi · W̃ i‖2BMO(P̃ i)

≤ 8k2
7‖δXT ‖2L∞ + 8k2

4T
2‖δX‖2S∞ + 8k2

5T
2‖δy‖2S∞
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+ 24
√

3k2
6L

2
4T

1−ε
(
T ε + 2 + εL2

4‖z · W̃ i‖2BMO(P̃ i)

+εL2
4‖z̄ · W̃ i‖2BMO(P̃ i)

)
‖δz · W̃ i‖2BMO(P̃ i)

≤
(

8k2
2T

2e2k1T
(
k2

4 + k2
7

)
+ 8k2

5T
2
)
‖δy‖2S∞

+ 24
√

3k2
6L

2
4T

1−ε
(
T ε + 2 + εL2

4‖z · W̃ i‖2BMO(P̃ i)

+εL2
4‖z̄ · W̃ i‖2BMO(P̃ i)

)
‖δz · W̃ i‖2BMO(P̃ i)

.

With the strictly positive constants c1, c2 depending only on k3 andC2 from Lemma
A.1.3,

‖δY ‖2S∞ + c1‖δZ ·W‖2BMO(P )

≤ m′
(

8k2
2T

2e2k1T
(
k2

4 + k2
7

)
+ 8k2

5T
2
)
‖δy‖2S∞

+ 24
√

3k2
6L

2
4T

1−εc2m
′ (T ε + 2 + 2εL2

4c2C
2
2

)
‖δz ·W‖2BMO(P ).

Letting T be small enough so thatm
′
(

1 + 1
c1

) (
8k2

2T
2e2k1T

(
k2

4 + k2
7

)
+ 8k2

5T
2
)

≤ 1
2

24
√

3k2
6L

2
4T

1−εc2m
′
(

1 + 1
c1

) (
T ε + 2 + 2εL2

4c2C
2
2

)
≤ 1

2 ,
(3.4.3)

it follows that Ψ defines a contraction mapping. Then, there exists a fixed point
(Y,Z) ∈ B. Hence there exists a constant Ck,λ which depends only on ki, λi such
that when T ≤ Ck,λ, FBSDE (3.2.2) admits a unique solution (X,Y, Z) such that
(X,Y, Z ·W ) belongs to S2(Rm) × S∞(Rm′) × BMO and ‖Y ‖S∞(Rm′ ) ≤ C1,
‖Z ·W‖BMO ≤ C2.

3.4.2 Regularity of solutions

For any initial value x ∈ Rm, we denote by (Xx, Y x, Zx) the unique solution of
the FBSDE (3.2.2). The following two results provide regularity of the solution
upon the parameter x.

Theorem 3.4.1 (Continuity). Assume (B1) - (B4). With the same constant Ck,λ
as in Theorem 3.2.2, if T ≤ Ck,λ, the function x 7→ (Xx, Y x, Zx) is continuous.

Proof. Let T ≤ Ck,λ and (Xx, Y x, Zx) be the solution of the FBSDE (3.2.2) for
any x ∈ R. Notice thatXx−Xx′ is bounded. In fact, using the Lipschitz continuity
condition on b, we have

|Xx
t −Xx′

t | ≤ |x− x′|+ k1

t∫
0

|Xx
u −Xx′

u | du+ k2

t∫
0

|Y x
u − Y x′

u | du

≤ |x− x′|+ k2T‖Y x − Y x′‖S∞ + k1

t∫
0

|Xx
u −Xx′

u | du
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≤
(
|x− x′|+ k2T‖Y x − Y x′‖S∞

)
ek1t,

by Gronwall’s lemma. Thus

‖Xx −Xx′‖S∞ ≤
(
|x− x′|+ k2T‖Y x − Y x′‖S∞

)
ek1T . (3.4.4)

On the other hand, arguing such as in the proof of Theorem 3.2.2, we have, for
each i = 1, . . . ,m′,

Y i,x
t − Y i,x′

t +

T∫
t

Zi,xu − Zi,x
′

u dW̃ i
u

= hi(Xx
T )− hi(Xx′

T ) +

T∫
t

liu(Xx
u , Y

x
u , Z

x
u)− liu(Xx′

u , Y
x′
u , Zx

′
u ) du

where W̃ i = W−
∫ .

0 η
i
s dswith |ηis| ≤ k3(1+|Zi,xs |+|Zi,x

′
s ) is a Brownian motion

under the equivalent measure P̃ i = E(ηi ·W )T · P . Hence, similar to Theorem
3.2.2, with the same constants c1, c2 and C2,

‖Y x − Y x′‖2∞ + c1‖(Zx − Zx
′
) ·W‖2BMO

≤ m′
(

16k2
2T

2e2k1T
(
k2

4 + k2
7

)
+ 8k2

5T
2
)
‖Y x − Y x′‖2∞

+ 16m′e2k1T
(
k2

4 + k2
7

)
|x− x′|2

+ 24
√

3k2
6L

2
4T

1−εc2m
′ (T ε + 2 + 2εL2

4c2C
2
2

)
‖(Zx − Zx′) ·W‖2BMO.

Therefore, it follows from (3.4.3) that

‖Y x − Y x′‖2S∞ ≤
16m′e2k1T

(
k2

4 + k2
7

)
1−m′

(
16k2

2T
2e2k1T

(
k2

4 + k2
7

)
+ 8k2

5T
2
) |x− x′|2. (3.4.5)

and
c1‖Zx − Zx

′‖2BMO ≤ 32m′e2k1T
(
k2

4 + k2
7

)
|x− x′|2. (3.4.6)

Combining with (3.4.4)

‖Xx −Xx′‖S∞

≤

(
1 + k2T

√
16m′e2k1T

(
k2

4 + k2
7

)
1−m′

(
16k2

2T
2e2k1T

(
k2

4 + k2
7

)
+ 8k2

5T
2
)) ek1T |x− x′|.

(3.4.7)

This proves continuity of the solution. �

(B5) The functions b; h; f and l are continuously differentiable.
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(B6) The functions h′; ∂xb; ∂yb; ∂xl; ∂yl; ∂zl and f ′ are Lipschitz continuous
in all variables with Lipschitz constant K.

Theorem 3.4.2 (Differentiability). Assume (B1) - (B6). With the same constant
Ck,λ as in Theorem 3.2.2, if T ≤ Ck,λ, the function x 7→ (Xx, Y x, Zx) is differen-
tiable.

Proof. Let T ≤ Ck,λ, x, x′ ∈ Rm and λ, λ′ > 0. Let ej = (0, . . . , 1, . . . , 0)
be the unit vector in Rm the jth component of which is 1 and all the others 0.
Given (Xx+λei , Y x+λej , Zx+λej ), (Xx′+λ′ej , Y x′+λ′ej , Zx

′+λ′ej ), (Xx, Y x, Zx)
and (Xx′ , Y x′ , Zx

′
) solutions of the FBSDE (3.2.2), we define the processesNx,λ :=

(Xx+λej −Xx)/λ; Nx′,λ′ := (Xx′+λ′ej −Xx′)/λ′; Ux,λ := (Y x+λej − Y x)/λ;
Ux
′,λ′ := (Y x′+λ′ej−Y x′)/λ′ and V x,λ := (Zx+λej−Zx)/λ; V x′,λ′ := (Zx

′+λ′ej−
Zx
′
)/λ′. Furthermore, for θ ∈ [0, 1], λ > 0, x ∈ Rm, we define the processes

Λx,λ := Xx + θλNx,λ, Γx,λ := Y x + θλUx,λ and ∆x,λ := Zx + θλV x,λ. Let
N i,x,λ, U i,x,λ, V i,x,λ, Λi,x,λ,Γi,x,λ and ∆i,x,λ be the ith component of Nx,λ, Ux,λ,
V x,λ,Λx,λ,Γx,λ and ∆x,λ, respectively for each i = 1, . . . ,m′. Let us first show
that there exists a constant C independent of x and λ such that

‖Nλ‖2S∞ + ‖Uλ‖2S∞ + ‖V λ ·W‖2BMO ≤ C. (3.4.8)

Since

Nx,λ
t = ei +

t∫
0

1∫
0

∂xbu(Xx
u + θ(Xx+λei

u −Xx
u), Y x

u + θ(Y x+λei
u − Y x

u ))Nx,λ
u dθ du

+

t∫
0

1∫
0

∂ybu(Xx
u + θ(Xx+λei

u −Xx
u), Y x

u + θ(Y x+λei
u − Y x

u ))Ux,λu dθ du,

and ∂xb and ∂yb are bounded, it follows from Gronwall’s inequality that

|Nx,λ
t | ≤ ek1t

(
1 + k2T‖Ux,λ‖S∞

)
. (3.4.9)

We have

U i,x,λt =

1∫
0

∂xh
i(Λx,λT )Nx,λ

T dθ +

T∫
t

1∫
0

∂zf
i
u(∆i,x,λ

u )V i,x,λ
u

+ ∂xl
i
u(Λx,λu ,Γx,λu ,∆x,λ

u )Nx,λ
u + ∂yl

i
u(Λx,λu ,Γx,λu ,∆x,λ

u )Ux,λu

+ ∂zl
i
u(Λx,λu ,Γx,λu ,∆x,λ

u )V x,λ
u dθ du−

T∫
t

V i,x,λ
u dWu.
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Hence, similar to the proof of Theorem 3.2.2, we have

U i,x,λt +

T∫
t

V i,x,λ
u dW̃ i

u

=

1∫
0

∂xh
i(Λx,λT )Nx,λ

T dθ +

T∫
t

1∫
0

∂xl
i
u(Λx,λu ,Γx,λu ,∆x,λ

u )Nx,λ
u

+ ∂yl
i
u(Λx,λu ,Γx,λu ,∆x,λ

u )Ux,λu + ∂zl
i
u(Λx,λu ,Γx,λu ,∆x,λ

u )V x,λ
u dθ du,

where W̃ i = W −
∫ .

0 ζ
i
s ds with |ζis| ≤ k3(1 + 2|(1 − θ̄s)Zi,xs + θ̄sZ

i,x+λej
s |) for

some predictable process θ̄s ∈ [0, 1] is a Brownian motion under the equivalent
measure P̃ i = E(ζi ·W )T · P . Therefore similar to Theorem 3.2.2, with the same
constants c1, c2 and C2,

‖Ux,λ‖2∞ + c1‖V x,λ ·W‖2BMO

≤ m′
(

16k2
2T

2e2k1T
(
k2

4 + k2
7

)
+ 8k2

5T
2
)
‖Ux,λ‖2∞ + 16m′e2k1T

(
k2

4 + k2
7

)
+ 24
√

3k2
6L

2
4T

1−εc2m
′ (T ε + 2 + 2εL2

4c2C
2
2

)
‖V x,λ ·W‖2BMO.

Therefore, it follows from (3.4.3) that

‖Ux,λ‖2S∞ ≤
16m′e2k1T

(
k2

4 + k2
7

)
1−m′

(
16k2

2T
2e2k1T

(
k2

4 + k2
7

)
+ 8k2

5T
2
) . (3.4.10)

and
c1‖V x,λ‖2BMO ≤ 32m′e2k1T

(
k2

4 + k2
7

)
. (3.4.11)

Combining with (3.4.9),

‖Nx,λ‖S∞ ≤

(
1 + k2T

√
16m′e2k1T

(
k2

4 + k2
7

)
1−m′

(
16k2

2T
2e2k1T

(
k2

4 + k2
7

)
+ 8k2

5T
2
)) ek1T .

(3.4.12)
Now, estimating the difference gives

|Nx,λ
t −Nx′,λ′

t | =
∣∣ t∫

0

1∫
0

∂xbu(Λx,λu ,Γx,λu )Nx,λ
u + ∂ybu(Λx,λu ,Γx,λu )Ux,λu

− ∂xbu(Λx
′,λ′
u ,Γx

′,λ′
u )Nx′,λ′

u − ∂ybu(Λx
′,λ′
u ,Γx

′,λ′
u )Ux

′,λ′
u dθdu

∣∣
≤

t∫
0

1∫
0

|∂xbu(Λx,λu ,Γx,λu )||Nx,λ
u −Nx′,λ′

u |

+ |∂xbu(Λx,λu ,Γx,λu )− ∂xbu(Λx
′,λ′
u ,Γx

′,λ′
u )||Nx′,λ′

u |

+ |∂ybu(Λx,λu ,Γx,λu )||Ux,λu − Ux′,λ′u |

+ |∂ybu(Λx,λu ,Γx,λu )− ∂ybu(Λx
′,λ′
u ,Γx

′,λ′
u )||Ux′,λ′u |dθdu.

(3.4.13)

54



Quadratic and Superquadratic FBSDEs

Then, using (B1) and (B6) and applying Gronwall’s lemma, we have

‖Nx,λ −Nx′,λ′‖S∞

≤ ek1T

(
k2T‖Ux,λ − Ux

′,λ′‖S∞ +
K(‖Nx′,λ′‖S∞ + ‖Ux′,λ′‖S∞)

2
‖Xx −Xx′‖S∞

+
K(‖Nx′,λ′‖S∞ + ‖Ux′,λ′‖S∞)

2
‖Xx+λej −Xx′+λ′ej‖S∞

+
K(‖Nx′,λ′‖S∞ + ‖Ux′,λ′‖S∞)

2
‖Y x − Y x′‖S∞

+
K(‖Nx′,λ′‖S∞ + ‖Ux′,λ′‖S∞)

2
‖Y x+λej − Y x′+λ′ej‖S∞

)
.

On the other hand,

U i,x,λt − U i,x
′,λ′

t +

T∫
t

(V i,x,λ
u − V i,x′,λ′

u )dW̃ i
u

=

1∫
0

∂xh
i(Λx,λT )Nx,λ

T − ∂xhi(XΛx
′,λ′

T )Nx′,λ′

T dθ

+

T∫
t

1∫
0

(∂zf
i
u(∆i,x,λ

u )− ∂zf iu(∆i,x′,λ′
u ))V i,x′,λ′

u dθ du

+

T∫
t

1∫
0

∂xl
i
u(Λx,λu ,Γx,λu ,∆x,λ

u )Nx,λ
u + ∂yl

i
u(Λx,λu ,Γx,λu ,∆x,λ

u )Ux,λu

+ ∂zl
i
u(Λx,λu ,Γx,λu ,∆x,λ

u )V x,λ
u − ∂xliu(Λx

′,λ′
u ,Γx

′,λ′
u ,∆x′,λ′

u )Nx′,λ′
u

− ∂yliu(Λx
′,λ′
u ,Γx

′,λ′
u ,∆x′,λ′

u )Ux
′,λ′

u − ∂zliu(Λx
′,λ′
u ,Γx

′,λ′
u ,∆x′,λ′

u )V x′,λ′
u dθ du,

where W̃ i = W −
∫ .

0 ζ
i
s ds is defined as above. Rearranging the terms on the

right hand side such as in (3.4.13) using successively (B3), (B4), (B6) and using
Cauchy-Schwarz’ inequality, similar to Theorem 3.2.2, with the same constants
c1, c2, C2, we have

‖Ux,λ − Ux′,λ′‖2∞ + c1‖(V x,λ − V x′,λ′) ·W‖2BMO

≤ m′
(

16k2
2T

2e2k1T
(
k2

4 + k2
7

)
+ 16k2

5T
2
)
‖Ux,λ − Ux′,λ′‖2∞ + I1 + I2

+ 24
√

3k2
6L

2
4T

1−εc2m
′ (T ε + 2 + 2εL2

4c2C
2
2

)
‖(V x,λ − V x′,λ′) ·W‖2BMO,

where

I1 = 4K2m′e2k1T (k2
4 + k2

7)
(
‖Nx′,λ′‖S∞ + ‖Ux′,λ′‖S∞

)2 (
‖Xx −Xx′‖S∞

+‖Xx+λej −Xx′+λ′ej‖S∞ + ‖Y x − Y x′‖S∞ + ‖Y x+λej − Y x′+λ′ej‖S∞
)2
,
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I2 = 24m′K2

(
‖Nx′,λ′

T ‖2S∞
(
‖Xx

T −Xx′
T ‖S∞ + ‖Xx+λej

T −Xx′+λ′ej
T ‖S∞

)2

+

(
4c2

2L
2
4‖V x′,λ′ ·W‖2BMO + 2Tc2

(
‖Nx′,λ′

T ‖S∞ + ‖Ux
′,λ′

T ‖S∞
)2
)

·
(
‖(Zx − Zx′) ·W‖2BMO + ‖(Zx+λej − Zx′+λ′ej ) ·W‖2BMO

)
+

(
Tc2‖V x′,λ′ ·W‖2BMO + T 2

(
‖Nx′,λ′

T ‖S∞ + ‖Ux
′,λ′

T ‖S∞
)2
)

·
(
‖Xx −Xx′‖S∞ + ‖Xx+λej −Xx′+λ′ej‖S∞

+‖Y x − Y x′‖S∞ + ‖Y x+λej − Y x′+λ′ej‖S∞
)2
)
.

Hence, it follows from the Equations (3.4.3), (3.4.5), (3.4.6), (3.4.7) and (3.4.8)
that there exists a constant C̃ > 0 which does not depend on x, x′ and λ, λ′ such
that

‖Nx,λ −Nx′,λ′‖2S∞ + ‖Ux,λ − Ux′,λ′‖2S∞ + ‖(V x,λ − V x′,λ′) ·W‖2BMO

≤ C̃
(
|x− x′|+ |λ− λ′|

)
.

This proves the differentiability of x 7→ (Xx, Y x, Zx). �

3.A Multidimensional BSDEs with terminal condition of
bounded Malliavin derivative

In this section, we extend the existence result of Cheridito and Nam [16] to the
multidimensional case where the ith component of the generator depends only on
(y, zi). For simplicity, we prove the crucial boundedness of Z in this setting and
leave out the existence since it follows as in [16, Theorem 2.2]. We consider the
BSDE

Yt = ξ +

T∫
t

gu(Yu, Zu)du−
T∫
t

ZudWu. (3.A.1)

We make the following assumptions:

(D1) g : Ω × [0, T ] × Rm′ × Rm′×d → Rm′ is a continuous and measurable
function such that git(y, z) = git(y, z

i), i = 1, . . . ,m′ and there exists a
constant B ∈ R+ and a nondecreasing function ρ : R+ → R+ such that∣∣gt(y, z)− gt(y′, z′)∣∣ ≤ B ∣∣y − y′∣∣+ ρ

(
|z| ∨

∣∣z′∣∣) ∣∣z − z′∣∣
for all t ∈ [0, T ], y, y′ ∈ Rm′ and z, z′ ∈ Rm′×d.

56



Quadratic and Superquadratic FBSDEs

(D2) g·(0, 0) ∈ H4 and there exist Borel-measurable functions qij : [0, T ] →
R+ satisfying

∫ T
0 q2

ij(t)dt < ∞ such that for every pair (y, z) ∈ Rm′ ×
Rm′×d with

|z| ≤ Q :=

√√√√√m′
d∑
j=1

 m′∑
i=1

|Aij |+
m′∑
i=1

T∫
0

|qij(t)|e−m′B(T−t)dt

2

em
′BT ,

one has g·(y, z) ∈ L1,2
a (Rm′) and

∣∣∣Dj
ugit(y, z)

∣∣∣ ≤ qij(t), i = 1, . . . ,m′; j =

1, . . . , d and, for every u ∈ [0, T ],∣∣Dugt(y, z)−Dugt(y
′, z′)

∣∣ ≤ Ku

(∣∣y − y′∣∣+
∣∣z − z′∣∣)

for some R+-valued adapted process (Ku(t))t∈[0,T ] such that
∫ T

0 ‖Ku‖4H4 du <
∞.

(D3) The terminal condition ξ ∈ D1,2(Rm′) and there exist constants Aij ≥ 0

such that
∣∣∣Dj

t ξ
i
∣∣∣ ≤ Aij for all i = 1, . . . ,m′; j = 1, . . . , d.

We first prove a useful lemma under the following stronger conditions:

(D1’) g is continuously differentiable in (y, z) is such that git(y, z) = git(y, z
i),

i = 1, . . . ,m′ and there exist constants B ∈ R+, ρ ∈ R+ such that

|∂ygt(y, z)| ≤ B, |∂zgt(y, z)| ≤ ρ,

for all t ∈ [0, T ], y, y′ ∈ Rm′ and z, z′ ∈ Rm′×d.

(D2’) Condition (D2) holds for all (y, z) ∈ Rm′ × Rm′×d.

Lemma 3.A.1. If (D1’), (D2’) and (D3) hold, then the BSDE (3.A.1) admits a
unique solution (Y,Z) ∈ S4(Rm′)×H4(Rm′×d), and

|Zijt | ≤

 m′∑
i=1

|Aij |+
m′∑
i=1

T∫
t

|qij(s)|e−m
′B(T−s)ds

 em
′B(T−t), P ⊗ dt-a.e.

Proof. By [16, Lemma 2.5], condition (D3) implies E|ξ|p < +∞, for all p ∈
[1,∞). It follows from [28, Theorem 5.1 and Proposition 5.3] that the BSDE
(3.A.1) has a unique solution (Y, Z) ∈ S4(Rm′)×H4(Rm′×d). Moreover, (Y,Z) ∈
L1,2
a (Rm′+m′×d) for i = 1, . . . ,m′; j = 1, . . . , d,

(Dj
rY

i
t , D

j
rZ

i
t) = (U ij,rt , V ij,r

t ) P ⊗ dt⊗ dr-a.e. and Zijt = U ij,tt P ⊗ dt-a.e.,

where
U ij,rt = 0, V ij,r

t = 0, for 0 ≤ t < r ≤ T,
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and for each fixed r, denoting (U j,rt , V j,r
t ) = (Dj

rYt, D
j
rZt), then (U j,r, V j,r) is

the unique solution in S2(Rm′)×H2(Rm′×d) of the BSDE

U j,rt = Dj
rξ +

T∫
t

∂ygs(Ys, Zs)U
j,r
s + ∂zgs(Ys, Zs)V

j,r
s +Dj

rgs(Ys, Zs)ds

−
T∫
t

V j,r
s dWs.

Using the conditions (D1’), we have

U ij,rt = Dj
rξ
i +

T∫
t

∂yg
i
s(Ys, Zs)U

j,r
s + ∂zig

i
s(Ys, Zs)V

ij,r
s +Dj

rg
i
s(Ys, Zs)ds

−
T∫
t

V ij,r
s dWs

= Dj
rξ
i +

T∫
t

∂yg
i
s(Ys, Zs)U

j,r
s +Dj

rg
i
s(Ys, Zs)ds−

T∫
t

V ij,r
s dW̃ i

s ,

where W̃ i
t = Wt −

∫ t
0 ∂zig

i
s(Ys, Zs)ds is a Brownian motion under the probability

measure P̃ i := E(∂zig
i
· (Y·, Z·) · W )T · P . Taking conditional expectation with

respect to Ft and P̃ i, using condition (D1’) and (D3)

|U ij,rt | ≤ Ẽi
Aij +

T∫
t

B|U j,rs |+ qij(s)ds

∣∣∣∣Ft
 .

Hence, |U ij,rt | ≤ u
j
t , where ujt is the solution of the following ODE

ujt =

m′∑
i=1

Aij +

T∫
t

m′Bujs +

m′∑
i=1

qij(s)ds.

It is easy to see that the unique solution of the above ODE is given by

ujt =

 m′∑
i=1

Aij +
m′∑
i=1

T∫
t

qij(s)e
−m′B(T−s)ds

 em
′B(T−t).

Hence

|U ij,rt | ≤

 m′∑
i=1

Aij +

m′∑
i=1

T∫
t

qij(s)e
−m′B(T−s)ds

 em
′B(T−t), P ⊗ dt-a.e. �
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Theorem 3.A.2. If (D1) - (D3) hold, then the BSDE (3.A.1) has a unique solution
in S4(Rm′)×H∞(Rm′×d) and

|Zijt | ≤

 m′∑
i=1

Aij +

m′∑
i=1

T∫
t

qij(s)e
−m′B(T−s)ds

 em
′B(T−t), P ⊗ dt-a.e.

Proof. Using Lemma 3.A.1, following the same procedure for each gi, i = 1, . . . ,m′

as in the proof of [16, Theorem 2.2] and in combination with [28, Proposition 5.1]
the result follows. �

3.B Multidimensional BSDEs with superquadratic growth

In this section, we will drop the assumption that the ith component of the generator
depends only on (y, zi). We obtain solvability for small time horizon. Under an ad-
ditional condition on the growth function ρ, the existence result hold for arbitrarily
large time horizon. We consider the BSDE

Yt = ξ +

T∫
t

gu(Yu, Zu)du−
T∫
t

ZudWu. (3.B.1)

We make the following assumptions:

(H1) g : Ω × [0, T ] × Rm′ × Rm′×d → Rm′ is a continuous and measurable
function such that there exists a constant B ∈ R+ and a nondecreasing
function ρ : R+ → R+ such that∣∣gt(y, z)− gt(y′, z′)∣∣ ≤ B ∣∣y − y′∣∣+ ρ

(
|z| ∨

∣∣z′∣∣) ∣∣z − z′∣∣
for all t ∈ [0, T ], y, y′ ∈ Rm′ and z, z′ ∈ Rm′×d.

(H2) g·(0, 0) ∈ H4 and there exist Borel-measurable functions qij : [0, T ] →
R+ satisfying

∫ T
0 q2

ij(t)dt < ∞ such that for every pair (y, z) ∈ Rm′ ×
Rm′×d with

|z| ≤ Q :=

√√√√√2
d∑
j=1

m′∑
i=1

|Aij |2 +

T∫
0

|qij(t)|2dt

,
one has g·(y, z) ∈ L1,2

a (Rm′) and
∣∣∣Dj

ugit(y, z)
∣∣∣ ≤ qij(t), i = 1, . . . ,m′; j =

1, . . . , d and, for every u ∈ [0, T ],∣∣Dugt(y, z)−Dugt(y
′, z′)

∣∣ ≤ Ku

(∣∣y − y′∣∣+
∣∣z − z′∣∣)

for some R+-valued adapted process (Ku(t))t∈[0,T ] such that
∫ T

0 ‖Ku‖4H4 du <
∞.
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(H3) The terminal condition ξ ∈ D1,2(Rm′) and there exist constants Aij ≥ 0

such that
∣∣∣Dj

t ξ
i
∣∣∣ ≤ Aij for all i = 1, . . . ,m′; j = 1, . . . , d.

We first prove a useful lemma under the following stronger conditions:

(H1’) g is continuously differentiable in (y, z) is such that there exist constants
B ∈ R+, ρ ∈ R+ such that

|∂ygt(y, z)| ≤ B, |∂zgt(y, z)| ≤ ρ,

for all t ∈ [0, T ], y, y′ ∈ Rm′ and z, z′ ∈ Rm′×d.

(H2’) Condition (D2) holds for all (y, z) ∈ Rm′ × Rm′×d.

Lemma 3.B.1. If (H1’), (H2’) and (H3) hold, then the BSDE (3.B.1) admits a
unique solution (Y,Z) ∈ S4(Rm′)×H4(Rm′×d), and

|Zjt |2 ≤
m′∑
i=1

A2
ij +

T∫
t

q2
ij(s)e

−(2B+ρ2+1)(T−s)ds

 e(2B+ρ2+1)(T−t), P⊗dt-a.e.

Proof. By [16, Lemma 2.5], condition (H3) implies E|ξ|p < +∞, for all p ∈
[1,∞). It follows from [28, Theorem 5.1 and Proposition 5.3] that the BSDE
(3.B.1) has a unique solution (Y, Z) ∈ S4(Rm′)×H4(Rm′×d). Moreover, (Y,Z) ∈
L1,2
a (Rm′+m′×d) for i = 1, . . . ,m′; j = 1, . . . , d,

(Dj
rY

i
t , D

j
rZ

i
t) = (U ij,rt , V ij,r

t ) P ⊗ dt⊗ dr-a.e. and Zijt = U ij,tt P ⊗ dt-a.e.,

where

U ij,rt = 0, V ij,r
t = 0, for 0 ≤ t < r ≤ T,

and for each fixed r, denoting (U j,rt , V j,r
t ) = (Dj

rYt, D
j
rZt), then (U j,r, V j,r) is

the unique solution in S2(Rm′)×H2(Rm′×d) of the BSDE

U j,rt = Dj
rξ +

T∫
t

∂ygs(Ys, Zs)U
j,r
s + ∂zgs(Ys, Zs)V

j,r
s +Dj

rgs(Ys, Zs)ds

−
T∫
t

V j,r
s dWs.
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Applying Itô’s formula to |U j,rt |2 yields

|U j,rt |2 = |Dj
rξ|2 −

T∫
t

2U j,rs V j,r
s dWs +

T∫
t

2U j,rs ∂ygs(Ys, Zs)U
j,r
s

+ 2U j,rs ∂zgs(Ys, Zs)V
j,r
s + 2U j,rs Dj

rgs(Ys, Zs)− |V j,r
s |2ds

≤ |Dj
rξ|2 −

T∫
t

2U j,rs V j,r
s dWs

+

T∫
t

2B|U j,rs |2 + 2ρ|U j,rs ||V j,r
s |+ 2

√√√√ m′∑
i=1

q2
ij(s)|U

j,r
s | − |V j,r

s |2ds

≤ |Dj
rξ|2 −

T∫
t

2U j,rs V j,r
s dWs +

T∫
t

(
2B + ρ2 + 1

)
|U j,rs |2 +

m′∑
i=1

q2
ij(s)ds.

Taking conditional expectation with respect to Ft and P , using condition (H3)

|U j,rt |2 ≤ E

 m′∑
i=1

A2
ij +

T∫
t

(
2B + ρ2 + 1

)
|U j,rs |2 +

m′∑
i=1

q2
ij(s)ds

∣∣∣∣Ft
 .

Gronwall’s inequality implies that

|U j,rt |2 ≤
m′∑
i=1

A2
ij +

T∫
t

q2
ij(s)e

−(2B+ρ2+1)(T−s)ds

 e(2B+ρ2+1)(T−t), P⊗dt-a.e.

�

Theorem 3.B.2. If (H1) - (H3) hold and T ≤ log 2
2B+ρ2(Q)+1

, then the BSDE (3.B.1)

has a unique solution in S4(Rm′)×H∞(Rm′×d) and

|Zjt |2 ≤ 2
m′∑
i=1

A2
ij +

T∫
0

q2
ij(s)ds

 , P ⊗ dt-a.e.

Proof. Define

g̃t(y, z) =

{
gt(y, z) if |z| ≤ Q,
gt(y,Qz/|z|) if |z| > Q.

Denote x = (y, z) ∈ Rm′+m′×d and let β ∈ C∞(Rm′+m′×d) be the mollifier

β(x) :=

{
λ exp

(
− 1

1−|x|2

)
if |x| < 1,

0 otherwise,
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where the constant λ ∈ R+ is chosen such that
∫
Rm′+m′×d β(x)dx = 1. Set

βn(x) := nm
′+m′×dβ(nx), n ∈ N \ {0}, and define

gnt (ω, x) :=

∫
Rm′+m′×d

g̃t(ω, x
′)βn(x− x′)dx′.

Then all gn satisfy (H1’) and (H2’). Therefore by Lemma 3.B.1 there exist unique
solutions (Y n, Zn) ∈ S4(Rm′) × H4(Rm′×d) to the BSDEs corresponding to
(gn, ξ), and

|Zn,jt |2 ≤
m′∑
i=1

A2
ij +

T∫
t

q2
ij(s)e

−(2B+ρ2(Q)+1)(T−s)ds

 e(2B+ρ2(Q)+1)(T−t)

≤
m′∑
i=1

A2
ij +

T∫
0

q2
ij(s)ds

 e(2B+ρ2(Q)+1)T .

Since T ≤ log 2
2B+ρ2(Q)+1

, we obtain

|Zn,jt |2 ≤ 2

 m′∑
i=1

A2
ij +

m′∑
i=1

T∫
0

q2
ij(s)ds

 .

Thus, following the same procedure as in the proof of [16, Theorem 2.2] and in
combination with [28, Proposition 5.1] the result follows. �

Theorem 3.B.3. If (H1), (H3) hold and ρ is such that
∑∞

n=0
log 2

2B+ρ2(2nQ)+1
> T ,

(H2) holds for all (y, z) ∈ Rm′ × Rm′×d such that |z| ≤ 2NQ where N is the
smallest integer such that

∑N
n=0

log 2
2B+ρ2(2nQ)+1

≥ T . Then the BSDE (3.B.1) has

a unique solution in S4(Rm′)×H∞(Rm′×d) and

|Zt| ≤ 2NQ, P ⊗ dt-a.e.

Proof. From Theorem 3.B.2, the BSDE (3.B.1) has a unique solution in S4(Rm′)×
H∞(Rm′×d) and |Zt| ≤ Q on [T − log 2

2B+ρ2(Q)+1
, T ]. By Lemma 3.B.1, we have

|Dj
rYT− log 2

2B+ρ2(Q)+1

|2 ≤
m′∑
i=1

2|Aij |2 +
m′∑
i=1

T∫
0

2|qij(t)|2dt.

By similar arguments as in Lemma 3.B.1 and Theorem 3.B.2, the BSDE (3.B.1) has
a unique solution in S4(Rm′)×H∞(Rm′×d) on [T− log 2

2B+ρ2(Q)+1
− log 2

2B+ρ2(2Q)+1
, T−
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log 2
2B+ρ2(Q)+1

] with terminal condition Y
T− log 2

2B+ρ2(Q)+1

, and

|Dj
rYT− log 2

2B+ρ2(Q)+1
− log 2

2B+ρ2(2Q)+1

|2 ≤
m′∑
i=1

22|Aij |2 +

m′∑
i=1

T∫
0

(22 + 2)|qij(t)|2dt,

|Zt| ≤ 2Q, t ∈ [T − log 2

2B + ρ2(Q) + 1
− log 2

2B + ρ2(2Q) + 1
, T − log 2

2B + ρ2(Q) + 1
].

By recurrence, for m ≥ 2, the BSDE (3.B.1) has a unique solution in S4(Rm′) ×
H∞(Rm′×d) on [T −

∑m
n=0

log 2
2B+ρ2(2nQ)+1

, T −
∑m−1

n=0
log 2

2B+ρ2(2nQ)+1
] with termi-

nal condition Y
T−

∑m−1
n=0

log 2

2B+ρ2(2nQ)+1

, and

|Dj
rYT−

∑m
n=0

log 2

2B+ρ2(2nQ)+1

|2 ≤
m′∑
i=1

2m+1|Aij |2 +
m′∑
i=1

T∫
0

(
m+1∑
k=1

2k)|qij(t)|2dt,

|Zt| ≤ 2mQ, t ∈ [T −
m∑
n=0

log 2

2B + ρ2(2nQ) + 1
, T −

m−1∑
n=0

log 2

2B + ρ2(2nQ) + 1
].

Hence the existence follows from a pasting argument. The uniqueness follows
from a similar argument as in the proof of [16, Theorem 2.2]. �

Remark 3.B.4. If ρ(x) =
√

log(1 + x) for x ≥ 0, then
∑∞

n=0
log 2

2B+ρ2(2nQ)+1
=

∞. Indeed, since ρ(2nQ) ≤
√

log(2n(1 +Q)), we have

∞∑
n=0

log 2

2B + ρ2(2nQ) + 1
≥
∞∑
n=0

log 2

2B + log(2n(1 +Q)) + 1

=
∞∑
n=0

log 2

2B + log(1 +Q) + n log 2 + 1
=∞. �
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Chapter 4

BSDEs on Finite and Infinite
Horizon with Time-delayed
Generators

4.1 Introduction

In Delong and Imkeller [24, 25], the theory of backward stochastic differential
equations (BSDEs) was extended to BSDEs with time delay generators (delay BS-
DEs). These are non-Markovian BSDEs in which the generator at each positive
time t may depend on the past values of the solutions. This class of equations
turned out to have natural applications in pricing and hedging of insurance con-
tracts, see Delong [23].

The existence result of Delong and Imkeller [24], proved for standard Lips-
chitz generators and small time horizon, has been refined by dos Reis et al. [26]
who derived additional properties of delay BSDEs such as path regularity and ex-
istence of decoupled systems. Furthermore, existence of delay BSDE constrained
above a given continuous barrier has been established by Zhou and Ren [77] in a
similar setup. More recently, Briand and Elie [13] proposed a framework in which
quadratic BSDEs with sufficiently small time delay in the value process can be
solved.

In addition to the inherent non-Markovian structure of delay BSDEs, the dif-
ficulty in studying these equations comes from that the inter-temporal changes of
the value and control processes always depend on their entire past, hence making it
hard to obtain boundedness of solutions or even BMO-martingale properties of the
stochastic integral of the control process. This suggests that delay BSDEs can ac-
tually be solved forward and backward in time and in this regard, share similarities
with forward backward stochastic differential equations (FBSDEs), see Section 4.4
for a more detailed discussion.

The object of the present chapter is to study delay BSDEs in the case where
the past values of the solutions are weighted with respect to some scaling function.
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In economic applications, these weighting functions can be viewed as representing
the perception of the past of an agent. For multidimentional BSDEs with possibly
infinite time horizon, we derive existence, uniqueness and stability of delay BSDE
in this weighting-function setting. In particular, we show that when the delay van-
ishes, the solutions of the delay BSDEs converge to the solution of the BSDE with
no delay, hence recovering a result obtained by Briand and Elie [13] for different
types of delay. Moreover, we prove that in our setting existence and uniqueness
also hold in the case of reflexion on a càdlàg barrier. We observe a link between
delay BSDEs and coupled FBSDE and, based on the findings in chapter 3, we de-
rive existence of delay quadratic BSDEs in the case where only the value process
is subjected to delay. We refer to Briand and Elie [13] for a similar result, again for
a different type of delay and in the one-dimensional case.

In the next section, we specify our probabilistic structure and the form of the
equation, then present existence, uniqueness and stability results. Sections 4.3
and 4.4 are dedicated to the study of reflected delay BSDEs and quadratic and
superquadratic BSDEs with delay in value process, respectively.

4.2 BSDEs with time delayed generators

We work on a filtered probability space (Ω,F , (Ft)t∈[0,T ], P ) with T ∈ (0,∞].
We assume that the filtration is generated by a d-dimensional Brownian motion
W and it is complete and right continuous. Let us also assume that F = FT .
We endow Ω × [0, T ] with the predictable σ-algebra and Rk with its Borel σ-
algebra. Unless otherwise stated, all equalities and inequalities between random
variables and stochastic processes will be understood in the P -a.s. and P ⊗ dt-
a.e. sense, respectively. For p ∈ [1,∞) and m ∈ N, we denote by Sp(Rm) the
space of predictable and continuous processesX valued in Rm such that ‖X‖pSp :=
E[(supt∈[0,T ] |Xt|)p] < ∞ and by Hp(Rm) the space of predictable processes Z

valued in Rm×d such that ‖Z‖pHp := E[(
∫ T

0 |Zu|
2 du)p/2] < ∞. For a suitable

integrand Z, we denote by Z ·W the stochastic integral (
∫ t

0 Zu dWu)t∈[0,T ] of Z
with respect to W . From Protter [68], Z ·W defines a continuous martingale for
every Z ∈ Hp(Rm). Processes (φt)t∈[0,T ] will always be extended to [−T, 0) by
setting φt = 0 for t ∈ [−T, 0). We equip R with the σ-algebra B(R) consisting of
Borel sets of the usual real line with possible addition of the points −∞,+∞, see
Bogachev [11].

Let ξ be an FT -measurable terminal condition and g an Rm-valued function.
Given two measures α1 and α2 on [−∞,∞], and two weighting functions u, v :
[0, T ]→ R, we study the existence of the BSDE

Yt = ξ +

T∫
t

g(s,Γ(s))ds−
T∫
t

ZsdWs, t ∈ [0, T ], (4.2.1)
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where

Γ(s) :=

 0∫
−T

u(s+ r)Ys+rα1(dr),

0∫
−T

v(s+ r)Zs+rα2(dr)

 . (4.2.2)

Example 4.2.1. 1. BSDE with infinite horizon: If u = v = 1 and α1 = α2 = δ0

the Dirac measure at 0, then Equation (4.2.1) reduces to the classical BSDE with
infinite time horizon and stantard Lipschitz generator.
2. Pricing of insurance contracts: Let us consider the pricing problem of an insur-
ance contract ξ written on a weather derivative. It is well know, see for instance [3]
that such contracts can be priced by investing in a highly correlated, but tradable
derivative. In the Merton model, assuming that the latter asset has dynamics

dSt = St(µtdt+ σtdWt),

then the insurer chooses a number πt of shares of S to buy at time t and fixes a cost
ct to be paid by the client. Hence, he seeks to find the price V0 such that

dVt = ct dt+ πtσt(dWt + θt dt)

with θt = σ′t(σtσt)
−1µt. It is natural to demand the cost ct at time t to depend on

the past values of the insurance premium Vt, for instance to account for historical
weather data. A possible cost criteria is

ct := Mt

0∫
−T

cos(
2π

P
(t+ s))Vt+s ds

where P accounts for the weather periodicity and M is a scaling parameter. Thus,
the insurance premium satisfies the delay BSDE

Vt = ξ +

T∫
t

 0∫
−T

Mu cos(
2π

P
(u+ s))Vu+s ds+ Zuσuθu

 du−
T∫
t

Zu dWu. ♦

4.2.1 Existence

Our existence result for the BSDE (4.2.1) is obtained under the following assump-
tions:

(A1) α1, α2 are two deterministic, finite valued measures supported on [−T, 0].

(A2) u, v : [0, T ] → R are Borel measurable functions such that u ∈ L1(dt)
and v ∈ L2(dt).

67



Time-delayed BSDEs

(A3) g : Ω×[0, T ]×Rm×Rm×d → Rm is measurable, such that
∫ T

0 g(s, 0, 0) ds ∈
L2(Rm) and satisfies the standard Lipschitz condition: there exists a con-
stant K > 0 such that

|g(t, y, z)− g(t, y′, z′)| ≤ K(|y − y′|+ |z − z′|)

for every y, y′ ∈ Rm and z, z′ ∈ Rm×d.

(A4) ξ ∈ L2(Rm) and is FT -measurable.

Theorem 4.2.2. Assume (A1)-(A4). If{
K2α2

1([−T, 0]) ‖u‖2L1(dt) ≤
1
25 ,

K2α2
2([−T, 0]) ‖v‖2L2(dt) ≤

1
25 ,

(4.2.3)

then BSDE (4.2.1) admits a unique solution (Y, Z) ∈ S2(Rm)×H2(Rm×d).

For the proof we need the following lemma on a priori estimates of solutions of
(4.2.1).

Lemma 4.2.3 (A priori estimation). Assume (A1)-(A3). For every ξ, ξ̄ ∈ L2(Rm),
(y, z), (ȳ, z̄) ∈ S2(Rm)×H2(Rm×d) and (Y,Z), (Ȳ , Z̄) ∈ S2(Rm)×H2(Rm×d)
satisfying {

Yt = ξ +
∫ T
t g(s, γ(s))ds−

∫ T
t ZsdWs

Ȳt = ξ̄ +
∫ T
t g(s, γ̄(s))ds−

∫ T
t Z̄sdWs, t ∈ [0, T ]

with γ(s) =
(∫ 0
−T u(s+ r)ys+rα1(dr),

∫ 0
−T v(s+ r)zs+rα2(dr)

)
γ̄(s) =

(∫ 0
−T u(s+ r)ȳs+rα1(dr),

∫ 0
−T v(s+ r)z̄s+rα2(dr)

)
.

Then, one has

‖Y − Ȳ ‖2S2(Rm) + ‖Z − Z̄‖2H2(Rm×d)

≤ 20K2α2
1([−T, 0]) ‖u‖2L1(dt) ‖y − ȳ‖

2
S2(Rm)

+ 10
∥∥ξ − ξ̄∥∥2

L2(Rm)
+ 20K2α2

2([−T, 0]) ‖v‖2L2(dt) ‖z − z̄‖
2
H2(Rm×d).

Proof. Let (y, z) ∈ S2(Rm) ×H2(Rm×d), by assumptions (A1) and (A3), using
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2ab ≤ a2 + b2 and [26, Lemma 1.1], we have

E

 T∫
0

g(s, γ(s))ds

2

≤ E

 T∫
0

|g(s, 0, 0)|ds+K

T∫
0

0∫
−T

|u(s+ r)||ys+r|α1(dr)ds

+K

T∫
0

0∫
−T

|v(s+ r)||zs+r|α2(dr)ds

2

≤ 3E


 T∫

0

|g(s, 0, 0)|ds

2

+K2

 T∫
0

0∫
−T

|u(s+ r)||ys+r|α1(dr)ds

2

+K2

 T∫
0

0∫
−T

|v(s+ r)||zs+r|α2(dr)ds

2


≤ 3E


 T∫

0

|g(s, 0, 0)|ds

2

+K2

 T∫
0

α1([s− T, 0])|u(s)||ys|ds

2

+K2

 T∫
0

α2([s− T, 0])|v(s)||zs|ds

2


≤ 3E

 T∫
0

|g(s, 0, 0)|ds

2

+ 3K2α2
1([−T, 0])

 T∫
0

|u(s)|ds

2

E

[
sup

0≤t≤T
|yt|2

]

+ 3K2α2
2([−T, 0])

 T∫
0

|v(s)|2ds

E

 T∫
0

|zs|2ds

 .
Hence, it holds

∫ T
0 g(s, γ(s)) ds ∈ L2.

Now, for t ∈ [0, T ], we have

Yt − Ȳt = ξ − ξ̄ +

T∫
t

g(s, γ(s))− g(s, γ̄(s))ds−
T∫
t

Zs − Z̄sdWs (4.2.4)

and taking conditional expectation with respect to Ft yields

Yt − Ȳt = E

ξ − ξ̄ +

T∫
t

g(s, γ(s))− g(s, γ̄(s))ds

∣∣∣∣Ft
 .
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By Doob’s maximal inequality and 2ab ≤ a2 + b2, we obtain

E

[
sup

0≤t≤T
|Yt − Ȳt|2

]

= E

 sup
0≤t≤T

∣∣∣∣E
ξ − ξ̄ +

T∫
t

g(s, γ(s))− g(s, γ̄(s))ds

∣∣∣∣Ft
 ∣∣∣∣
2

≤ E

 sup
0≤t≤T

E

|ξ − ξ̄|+ T∫
0

|g(s, γ(s))− g(s, γ̄(s))|ds
∣∣∣∣Ft
2

≤ 8E

|ξ − ξ̄|2 +

 T∫
0

|g(s, γ(s))− g(s, γ̄(s))| ds

2
 .

On the other hand, for t = 0 in (4.2.4), bringing
∫ T

0 Zs − Z̄sdWs to the left hand
side, taking square and expectation to both sides and 2ab ≤ a2 + b2, we have

E

 T∫
0

|Zt − Z̄t|2dt

 = E

ξ − ξ̄ +

T∫
0

g(s, γ(s))− g(s, γ̄(s))ds

2

− |Y0 − Ȳ0|2

≤ E

ξ − ξ̄ +

T∫
0

g(s, γ(s))− g(s, γ̄(s))ds

2

≤ 2E

|ξ − ξ̄|2 +

 T∫
0

|g(s, γ(s))− g(s, γ̄(s))|ds

2
 .

By assumption (A3), using [26, Lemma 1.1] and the inequality 2ab ≤ a2 + b2, we
have

E

 T∫
0

|g(s, γ(s))− g(s, γ̄(s))|ds

2

≤ K2E

 T∫
0

0∫
−T

|u(s+ r)||ys+r − ȳs+r|α1(dr)ds

+

T∫
0

0∫
−T

|v(s+ r)||zs+r − z̄s+r|α2(dr)ds

2

= K2E

 T∫
0

α1([s− T, 0])|u(s)||ys − ȳs|ds+

T∫
0

α2([s− T, 0])|v(s)||zs − z̄s|ds

2
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≤ 2K2α2
1([−T, 0]) ‖u‖2L1(dt) ‖y − ȳ‖

2
S2 + 2K2α2

2([−T, 0]) ‖v‖2L2(dt) ‖z − z̄‖
2
H2 .

Hence,

‖Y − Ȳ ‖2S2(Rm) + ‖Z − Z̄‖2H2(Rm×d) ≤ 20K2α2
1([−T, 0]) ‖u‖2L1(dt) ‖y − ȳ‖

2
S2(Rm)

10E
[
|ξ − ξ̄|2

]
+ 20K2α2

2([−T, 0]) ‖v‖2L2(dt) ‖z − z̄‖
2
H2(Rm×d).

This concludes the proof. �

Proof ( of Theorem 4.2.2). Let (y, z) ∈ S2(Rm)×H2(Rm×d) and define the pro-
cess γ(s) :=

(∫ 0
−T u(s+ r)ys+rα1(dr),

∫ 0
−T v(s+ r)zs+rα2(dr)

)
. Similar to

Lemma 4.2.3, it follows from (A1)-(A4) that

E

ξ +

T∫
0

g(s, γ(s))ds

2

<∞.

According to the martingale representation theorem, there exists a unique Z ∈
H2(Rm×d) such that for all t ∈ [0, T ],

E

ξ +

T∫
0

g(s, γ(s))ds

∣∣∣∣Ft
 = E

ξ +

T∫
0

g(s, γ(s))ds

+

t∫
0

ZsdWs.

Putting

Yt := E

ξ +

T∫
t

g(s, γ(s))ds
∣∣ Ft

 , 0 ≤ t ≤ T,

the pair (Y,Z) belongs to S2(Rm)×H2(Rm×d) and satisfies

Yt = ξ +

T∫
t

g(s, γ(s))ds−
T∫
t

ZsdWs, 0 ≤ t ≤ T.

Thus we have constructed a mapping Φ from S2(Rm)×H2(Rm×d) to itself such
that Φ(y, z) = (Y,Z). Let (y, z), (ȳ, z̄) ∈ S2(Rm) × H2(Rm×d), and (Y,Z) =
Φ(y, z), (Ȳ , Z̄) = Φ(ȳ, z̄). By Lemma 4.2.3, we have

‖Y − Ȳ ‖2S2(Rm) + ‖Z − Z̄‖2H2(Rm×d) ≤ 10K2α2
1([−T, 0]) ‖u‖2L1(dt) ‖y − ȳ‖

2
S2(Rm)

+ 10K2α2
2([−T, 0]) ‖v‖2L2(dt) ‖z − z̄‖

2
H2(Rm×d)

so that if condition (4.2.3) is satisfied, Φ is a contraction mapping which therefore
admits a unique fixed point on the Banach space S2(Rm) × H2(Rm×d). This
completes the proof. �
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4.2.2 Stability

In this subsection, we study stability of the BSDE (4.2.1) with respect to the delay
measures. In particular, in Corollary 4.2.5 below we give conditions under which
a sequence of solutions of BSDEs with time delayed generator converges to the
solution of a standard BSDE with no delay. Given two measures α and β, we write
α ≤ β if α(A) ≤ β(A) for every measurable set A.

Theorem 4.2.4. Assume (A2)-(A4). For i = 1, 2 and n ∈ N, let αni , αi be mea-
sures satisfying (A1); with αni satisfying (4.2.3) in Theorem 4.2.2 and such that
αni ([−T, 0]) converges to αi([−T, 0]). If αn1 ≤ α1 (or α1 ≤ αn1 ) and αn2 ≤ α2

(or α2 ≤ αn2 ), then ‖Y n − Y ‖S2(Rm) → 0 and ‖Zn − Z‖H2(Rm×d) → 0, where
(Y n, Zn) and (Y, Z) are solutions of the BSDE (4.2.1) with delay given by the
measures (αn1 , α

n
2 ) and (α2, α2), respectively.

Proof. From Theorem 4.2.2, for every n, there exists a unique solution (Y n, Zn)
to the BSDE (4.2.1) with delay given by the measures (αn1 , α

n
2 ). Since αni , i =

1, 2 satisfy (4.2.3) in Theorem 4.2.2 and αni ([−T, 0]) converges to αi([−T, 0]), it
follows that αi satisfy (4.2.3) and by Theorem 4.2.2 there exists a unique solution
(Y, Z) to the BSDE with delay given by (α1, α2). Using

Y n
t − Yt =

T∫
t

g(s,Γn(s))− g(s,Γ(s))ds−
T∫
t

Zns − ZsdWs,

it follows similar to the proof of Lemma 4.2.3 that

E

[
sup

0≤t≤T
|Y n
t − Yt|2

]
≤ 4E


 T∫

0

|g(s,Γn(s))− g(s,Γ(s))|ds

2
 ,

and

E

 T∫
0

|Znt − Zt|2
 ≤ E


 T∫

0

|g(s,Γn(s))− g(s,Γ(s))|ds

2
 .

On the other hand, using 2ab ≤ a2 + b2, we get

E


 T∫

0

|g(s,Γn(s))− g(s,Γ(s))|ds

2


≤ 2K2E


 T∫

0

∣∣∣∣
0∫

−T

u(s+ r)Y n
s+rα

n
1 (dr)−

0∫
−T

u(s+ r)Ys+rα1(dr)

∣∣∣∣ds
2

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+ 2K2E


 T∫

0

∣∣∣∣
0∫

−T

v(s+ r)Zns+rα
n
2 (dr)−

0∫
−T

v(s+ r)Zs+rα2(dr)

∣∣∣∣ds
2
 .

Without loss of generality, we assume α1 ≤ αn1 and α2 ≤ αn2 . Hence αni − αi,
i = 1, 2, define positive measures satisfying (A1). Therefore,

E


 T∫

0

∣∣∣∣
0∫

−T

u(s+ r)Y n
s+rα

n
1 (dr)−

0∫
−T

u(s+ r)Ys+rα1(dr)

∣∣∣∣ds
2


≤ 2E


 T∫

0

0∫
−T

|u(s+ r)|
∣∣Y n
s+r − Ys+r

∣∣αn1 (dr)ds

2


+ 2E


 T∫

0

0∫
−T

|u(s+ r)| |Ys+r| (αn1 − α1)(dr)ds

2
 .

Using [26, Lemma 1.1], we obtain

E


 T∫

0

0∫
−T

|u(s+ r)|
∣∣Y n
s+r − Ys+r

∣∣αn1 (dr)ds

2


+ E


 T∫

0

0∫
−T

|u(s+ r)| |Ys+r| (αn1 − α1)(dr)ds

2


≤ E


 T∫

0

αn1 ([s− T, 0]) |u(s)| |Y n
s − Ys| ds

2


+ E


 T∫

0

(αn1 − α1)([s− T, 0]) |u(s)| |Ys| ds

2


≤ (αn1 ([−T, 0]))2 ‖u‖2L1(dt)‖Y
n − Y ‖2S2(Rm)

+ ((αn1 − α1)([−T, 0]))2 ‖u‖2L1(dt)‖Y ‖
2
S2(Rm).

Similarly, for the control processes we have

E


 T∫

0

∣∣∣∣
0∫

−T

v(s+ r)Zns+rα
n
2 (dr)−

0∫
−T

v(s+ r)Zs+rα2(dr)

∣∣∣∣ds
2


≤ 2 (αn2 ([−T, 0]))2 ‖v‖2L2(dt)‖Z
n − Z‖2H2(Rm×d)

+ 2 ((αn2 − α2)([−T, 0]))2 ‖v‖2L2(dt)‖Z‖
2
H2(Rm×d).
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Hence

‖Y n − Y ‖2S2(Rm) + ‖Zn − Z‖2H2(Rm×d)

≤ 20K2 (αn1 ([−T, 0]))2 ‖u‖2L1(dt)‖Y
n − Y ‖2S2(Rm)

+ 20K2 ((αn1 − α1)([−T, 0]))2 ‖u‖2L1(dt)‖Y ‖
2
S2(Rm)

+ 20K2 (αn2 ([−T, 0]))2 ‖v‖2L2(dt)‖Z
n − Z‖2H2(Rm×d)

+ 20K2 ((αn2 − α2)([−T, 0]))2 ‖v‖2L2(dt)‖Z‖
2
H2(Rm×d)

≤ 4

5
‖Y n − Y ‖2S2(Rm) +

4

5
‖Zn − Z‖2H2(Rm×d)

+ 20K2 ((αn1 − α1)([−T, 0]))2 ‖u‖2L1(dt)‖Y ‖
2
S2(Rm)

+ 20K2 ((αn2 − α2)([−T, 0]))2 ‖v‖2L2(dt)‖Z‖
2
H2(Rm×d).

Therefore, the result follows from the convergence of αni ([−T, 0]), i = 1, 2. �

The following is a direct consequence of the above stability result. We denote by
δ0 the Dirac measure at 0.

Corollary 4.2.5. Assume (A2)-(A4). For i = 1, 2 and n ∈ N let αni be measures
satisfying (A1) and (4.2.3) in Theorem 4.2.2 and such that αni ([−T, 0]) converges
to 1. If δ0 ≤ αn1 (or αn1 ≤ δ0) and δ0 ≤ αn2 (or αn2 ≤ δ0), then ‖Y n−Y ‖S2(Rm) →
0 and ‖Zn−Z‖H2(Rm×d) → 0, where (Y n, Zn) is the solution of the BSDE (4.2.1)
with delay given by (αn1 , α

n
2 ) and (Y, Z) is the solution of BSDE without delay.

We conclude this section with the following counterexample which shows that the
condition α1 ≤ αn1 (or αn1 ≤ α1) and α2 ≤ αn2 (or αn2 ≤ α2) is needed in the
above theorem.

Example 4.2.6. Assume that m = d = 1. We denote by δ0 and δ−1 the Dirac
measures at 0 and −1, respectively. It is clear that δ0([−1, 0]) = δ−1([−1, 0]).
Consider the delay BSDEs

Yt = 1 +

1∫
t

1/5

 0∫
−1

Ys+r + Zs+r

 δ0(dr)ds−
1∫

0

Zs dWs (4.2.5)

and

Ȳt = 1 +

1∫
t

1/5

 0∫
−1

Ȳs+r + Z̄s+r

 δ−1(dr)ds−
1∫

0

Z̄s dWs. (4.2.6)

Since BSDE (4.2.6) takes the form Ȳt = 1−
∫ 1
t Z̄u dWs, it follows that Ȳt = 1 for

all t ∈ [0, 1]. On the other hand, (4.2.5) is the standard BSDE without delay, its
solution can be written as Yt = E[Ht

1 | Ft], where the deflator (Ht
s)s≥t at time t is

given by dHt
s = −Ht

s
5 (ds+dWs). Thus, Yt = exp(−1/5(1−t)) and for t ∈ [0, 1),

Yt < Ȳt. ♦
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4.3 Reflected BSDEs with time-delayed generators

The probabilistic setting and the notation of the previous section carries over to the
present one. In particular, we fix a time horizon T ∈ (0,∞] and we assumem = 1.
For p ∈ [1,∞), we further introduce the spaceMp(R) of adapted càdlàg processes
X valued in R such that ‖X‖pMp := E[(supt∈[0,T ] |Xt|)p] <∞ and byAp(R), we
denote the subspace of elements ofMp(R) which are increasing processes starting
at 0. Let (St)t∈[0,T ] be a càdlàg adapted real-valued process. In this section, we
study existence of solutions (Y, Z,K) of BSDEs reflected on the càdlàg barrier S
and with time-delayed generators. That is, processes satisfying

Yt = ξ +

T∫
t

g(s,Γ(s))ds+KT −Kt −
T∫
t

ZsdWs, t ∈ [0, T ] (4.3.1)

Y ≥ S (4.3.2)∫ T
0 (Yt− − St−)dKt = 0 (4.3.3)

with Γ defined by (4.2.2). Consider the condition

(A5) E
[
sup0≤t≤T (S+

t )2
]
<∞ and ST ≤ ξ.

Theorem 4.3.1. Assume (A1)-(A5). If{
K2α2

1([−T, 0]) ‖u‖2L1(dt) ≤
1
36 ,

K2α2
2([−T, 0]) ‖v‖2L2(dt) ≤

1
36 ,

(4.3.4)

then RBSDE (4.3.1) admits a unique solution (Y, Z,K) ∈ M2(R) × H2(Rd) ×
A2(R) satisfying

Yt = ess sup
τ∈Tt

E

 τ∫
t

g(s,Γ(s))ds+ Sτ1{τ<T} + ξ1{τ=T}

∣∣∣∣Ft
 ,

where T is the set of all stopping times taking values in [0, T ] and Tt = {τ ∈ T :
τ ≥ t}.

Proof. For any given (y, z) ∈ M2(R) × H2(Rd), similar to the proof of Lemma
4.2.3, we have

E

ξ +

T∫
0

g(s, γ(s))ds

2

<∞

with γ defined as in Lemma 4.2.3. Hence, from [50, Theorem 3.3] for T <∞ and
[1, Theorem 3.1] for T =∞ the reflected BSDE

Yt = ξ +

T∫
t

g(s, γ(s))ds+KT −Kt −
T∫
t

ZsdWs
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with barrier S admits a unique solution (Y,Z,K) such that (Y, Z) ∈ B, the space
of processes (Y,Z) ∈ M2(R) × H2(Rd) such that Y ≥ S, and K ∈ A2(R).
Moreover, Y admits the representation

Yt = ess sup
τ∈Tt

E

 τ∫
t

g(s, γ(s))ds+ Sτ1{τ<T} + ξ1{τ=T}

∣∣∣∣Ft
 t ∈ [0, T ].

Hence we can define a mapping Φ from B to B by setting Φ(y, z) := (Y,Z). Let
(y, z), (ȳ, z̄) ∈ B and (Y,Z) = Φ(y, z), (Ȳ , Z̄) = Φ(ȳ, z̄). From the representa-
tion, we deduce

|Yt − Ȳt|

≤ ess sup
τ∈Tt

E

 τ∫
t

|g(s, γ(s))− g(s, γ̄(s))|ds
∣∣∣∣Ft


≤ E

 T∫
0

|g(s, γ(s))− g(s, γ̄(s))|ds
∣∣∣∣Ft
 .

Doob’s maximal inequality implies that

E

[
sup

0≤t≤T
|Yt − Ȳt|2

]
≤ 4E


 T∫

0

|g(s, γ(s))− g(s, γ̄(s))|ds

2
 .

Applying Itô’s formula to |Yt − Ȳt|2, we obtain

|Yt − Ȳt|2 +

T∫
t

|Zs − Z̄s|2ds = 2

T∫
t

(Ys − Ȳs)(g(s, γ(s))− g(s, γ̄(s)))ds

+ 2

T∫
t

(Ys− − Ȳs−)d(Ks − K̄s)− 2

T∫
t

(Ys − Ȳs)(Zs − Z̄s)dWs

= 2

T∫
t

(Ys − Ȳs)(g(s, γ(s))− g(s, γ̄(s)))ds− 2

T∫
t

(Ys − Ȳs)(Zs − Z̄s)dWs

+ 2

T∫
t

(Ys− − Ss−)dKs − 2

T∫
t

(Ys− − Ss−)dK̄s − 2

T∫
t

(Ȳs− − Ss−)dKs

+ 2

T∫
t

(Ȳs− − Ss−)dK̄s.
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Since (Y,K) and (Ȳ , K̄) satisfy (4.3.2) and (4.3.3), we have

|Yt − Ȳt|2 +

T∫
t

|Zs − Z̄s|2ds ≤ 2

T∫
t

(Ys − Ȳs)(g(s, γ(s))− g(s, γ̄(s)))ds

− 2

T∫
t

(Ys − Ȳs)(Zs − Z̄s)dWs.

Hence

E

 T∫
0

|Zs − Z̄s|2ds


≤ E

[
sup

0≤t≤T
|Yt − Ȳt|2

]
+ E


 T∫

0

|g(s, γ(s))− g(s, γ̄(s))|ds

2
 .

In view of the proof of Lemma 4.2.3, we deduce

‖Y − Ȳ ‖2M2(R) + ‖Z − Z̄‖2H2(Rd) ≤ 9E


 T∫

0

|g(s, γ(s))− g(s, γ̄(s))|ds

2


≤ 18K2α2
1([−T, 0]) ‖u‖2L1(dt) ‖y − ȳ‖

2
M2(R)

+ 18K2α2
2([−T, 0]) ‖v‖2L2(dt) ‖z − z̄‖

2
H2(Rd).

By condition (4.3.4), Φ is a contraction mapping and therefore it admits a unique
fixed point which combined with the associated process K is the unique solution
of the RBSDE (4.3.1). �

4.4 Quadratic and superquadratic BSDEs with delay in
value process

In this section, we study quadratic and superquadratic BSDEs with delay in value
process through the connection between BSDEs with time-delayed generators and
FBSDEs. We work in the probabilistic setting and with the notation of Section 4.2.

Standard methods to solve BSDEs with quadratic growth in the control variable
often rely either on boundedness of the control process, see for instance [69] and
[16], or on BMO estimates for the stochastic integral of the control process, see for
instance [73]. However, as shown in [24], solutions of BSDEs with time-delayed
generators do not, in general, satisfy boundedness and BMO properties so that
new methods are required to solve quadratic BSDE with time-delayed generators.
Recently, [13] obtained existence and uniqueness of solution for a quadratic BSDE
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with delay only in the value process. We show below that using FBSDE theory, it
is possible to generalize their results to multidimension and considering a different
kind of delay. Moreover, our argument allows to solve equations with generators
of superquadratic growth.

Let α1 be the uniform measure on [−T, 0], α2 the Dirac measure at 0. Put
u(s) = v(s) = 1, for s ∈ [0, T ]. We are considering the following BSDE with
time delay only in the value process:

Yt = ξ +

T∫
t

g(s,

s∫
0

Yrdr, Zs)ds−
T∫
t

ZsdWs, t ∈ [0, T ]. (4.4.1)

We denote by D1,2 the space of all Malliavin differentiable random variables and
for ξ ∈ D1,2 denote by Dtξ its Malliavin derivative. We refer to Nualart [61] for
a thorough treatment of the theory of Malliavin calculus, whereas the definition
and properties of the BMO-space and norm can be found in [47]. We make the
following assumptions:

(B1) g : [0, T ] × Rm × Rm×d → Rm is a continuous function such that
gi(y, z) = gi(y, zi) and there exists a constant K > 0 as well as a nonde-
creasing function ρ : R+ → R+ such that

|g(s, y, z)− g(s, y′, z′)| ≤ K|y − y′|+ ρ(|z| ∨ |z′|)|z − z′|,
|g(s, y, z)− g(s, y′, z)− g(s, y, z′) + g(s, y′, z′)| ≤ K(|y − y′|+ |z − z′|)

for all s ∈ [0, T ], y, y′ ∈ Rm and z, z′ ∈ Rm×d.

(B2) ξ is FT -measurable such that ξ ∈ D1,2(Rm) and there exist constants
Aij ≥ 0 such that

|Dj
t ξ
i| ≤ Aij , i = 1, . . . ,m; j = 1, . . . , d,

for all t ∈ [0, T ].

(B3) g : Ω×[0, T ]×Rm×Rm×d is measurable, g(s, y, z) = f(s, z)+l(s, y, z)
where f and l are measurable functions with f i(s, z) = f i(s, zi), i =
1, . . . ,m and there exists a constant K ≥ 0 such that

|f(s, z)− f(s, z′)| ≤ K(1 + |z|+ |z′|)|z − z′|,
|l(s, y, z)− l(s, y′, z′)| ≤ K|y − y′|+K(1 + |z|ε + |z′|ε)|z − z′|,
|f(s, z)| ≤ K(1 + |z|2),

|l(s, y, z)| ≤ K(1 + |z|1+ε),

for some 0 ≤ ε < 1 and for all s ∈ [0, T ], y, y′ ∈ Rm and z, z′ ∈ Rm×d.
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(B4) ξ is FT -measurable such that there exist a constant K ≥ 0 such that
|ξ| ≤ K.

(B5) g : Ω × [0, T ] × R × Rd → R is progressively measurable, continuous
process for any choice of the spatial variables and for each fixed (s, ω) ∈
[0, T ] × Ω, g(s, ω, ·) is continuous. g is increasing in y and for some
constant K ≥ 0 such that

|g(s, y, z)| ≤ K(1 + |z|),

for all s ∈ [0, T ], y ∈ R and z ∈ Rd.

(B6) ξ is FT -measurable such that ξ ∈ L2.

(B7) g : Ω × [0, T ] × R × Rd → R is progressively measurable, continuous
process for any choice of the spatial variables and for each fixed (s, ω) ∈
[0, T ] × Ω, g(s, ω, ·) is continuous. g is increasing in y and for some
constant K ≥ 0 such that

|g(s, y, z)| ≤ K(1 + |z|2),

for all s ∈ [0, T ], y ∈ R and z ∈ Rd.

Proposition 4.4.1. Assume T ∈ (0,∞).

1. If (B1)-(B2) are satisfied, then there exists a constant C ≥ 0 such that
for sufficiently small T , BSDE (4.4.1) admits a unique solution (Y,Z) ∈
S2(Rm)×H2(Rm×d) such that |Z| ≤ C.

2. If (B3)-(B4) are satisfied, then there exist constants C1, C2 ≥ 0 such that
for sufficiently small T , BSDE (4.4.1) admits a unique solution (Y, Z) ∈
S2(Rm)×H2(Rm×d) such that |Y | ≤ C1 and ‖Z · dW‖BMO ≤ C2.

3. If m = d = 1 and (B5)-(B6) are satisfied, then BSDE (4.4.1) admits at least
a solution (Y, Z) ∈ S2(R)×H2(Rd).

4. If m = d = 1 and (B4) and (B7) are satisfied, then BSDE (4.4.1) admits
at least a solution (Y,Z) ∈ S2(R) × H2(Rd) such that Y is bounded and
Z ·W is a BMO martingale.

Proof. Define the function b : Rm → Rm by setting for y ∈ Rm, bi(y) = yi,
i = 1, . . . ,m. For t ∈ [0, T ], put

Xt =

t∫
0

b(Ys)ds.
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Thus BSDE (4.4.1) can be written as the coupled FBSDE{
Xt =

∫ t
0 b(Ys)ds,

Yt = ξ +
∫ T
t g(s,Xs, Zs)ds−

∫ T
t ZsdWs

(4.4.2)

so that 1. and 2. follow from chapter 3, and 3. and 4. from [5]. �

The above theorem provides an explanation why it is not enough to solve a time-
delayed BSDE backward in time, one actually needs to consider both the forward
and backward parts of the solution due to the delay.
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Appendix

A.1 BMO martingales

We recall some results and properties of BMO martingales, for a thorough treat-
ment, we refer to Kazamaki [47]. For any uniformly integrable martingale M with
M0 = 0 and p ∈ [1,∞), define

‖M‖BMOp := sup
τ∈T
‖E[〈M〉T − 〈M〉τ |

p
2Fτ ]

1
p ‖∞.

We will use BMOp(P ) when it is necessary to indicate the underlying probability
measure, and just write BMO when p = 2. We recall the following results from
the literature.

Lemma A.1.1. Let M be a BMO martingale. Then we have:

(1) The stochastic exponential E(M) is uniformly integrable.

(2) There exists a number r > 1 such that E(M)T ∈ Lr. This property follows
from the Reverse Hölder inequality. The maximal r with this property can
be expressed explicitly in terms of the BMO norm of M . There exists as
well an upper bound for ‖E(M)T ‖rLr depending only on T, r and the BMO
norm of M .

(3) For probability measures P and Q satisfying dQ = E(M)TdP for M ∈
BMO(P ), the process M̂ = M − 〈M〉 is a BMO(Q) martingale.

(4) Energy inequalities imply the inclusion BMO ⊂ Hp for all p ≥ 1. More
precisely, for M =

∫
αdW with BMO norm C, the following estimate

holds

E

 T∫
0

|αs|2ds

p ≤ 2p!(4C2)p.
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Lemma A.1.2 (John-Nierenberg inequalities). LetM be a local martingale such
that M0 = 0.

(i) If ‖M‖BMO1 < 1/4, then for any stopping time τ ∈ T

E
[
exp (|MT −Mτ |)

∣∣Fτ ] ≤ 1

1− 4‖M‖BMO1

.

(ii) If ‖M‖BMO < 1, then for any stopping time τ ∈ T

E
[
exp (〈M〉T − 〈M〉τ )

∣∣Fτ ] ≤ 1

1− ‖M‖2BMO

.

Lemma A.1.3. For K > 0, there are constants c1 > 0 and c2 > 0 such that for
any BMO martingaleM , we have for any BMO martingaleN such that ‖N‖BMO(P ) ≤
K,

c1‖M‖2BMO(P ) ≤ ‖M̃‖
2
BMO(P̃ )

≤ c2‖M‖2BMO(P )

where M̃ := M − 〈M,N〉 and dP̃
dP := ET (N).

Define

Φ(x) :=

{
1 +

1

x2
log

2x− 1

2(x− 1)

} 1
2

− 1, x > 1.

By Lemma 2.4 in [41], the constants in the previous lemma are given by

c1 =
1

L4
2q̄C

2
p̄

p̄

,

c2 = L4
2qC

2
p
p ,

where 1
p + 1

q = 1 and 1
p̄ + 1

q̄ = 1, Cp and Cp̄ are given by Lemma A.1.5, L2q and
L2q̄ are given by Lemma A.1.4, and p, p̄ are constants such that Φ(p) > K and
Φ(p̄) > K̄, where K̄ =

√
2(q − 1) log(Cp + 1).

Lemma A.1.4. Let 1 < p < ∞. There is a positive constant Lp such that for any
uniformly integrable martingale M

‖M‖BMO1 ≤ ‖M‖BMOp ≤ Lp‖M‖BMO1 .

If p ∈ N, Lp is given by 8 · 21/p(p!)1/p.

Lemma A.1.5. Let 1 < p <∞. If ‖M‖BMO2 < Φ(p), then

E
[
ET (M)p

∣∣Fτ ] ≤ CpEτ (M)p

for any stopping time τ ∈ T with a constant Cp depending only on p. Indeed,
Cp = 2

1−2(p−1)(2p−1)−1 exp{p2n(M)} with n(M) = 2‖M‖BMO1 + ‖M‖2BMO2
.
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A.2 Malliavin Calculus

We briefly recall some definitions and results in the theory of Malliavin calculus.
We refer to Nualart [61] for a thorough treatment. Let S be the class of smooth
random variables of the form

ξ = F

 T∫
0

h1
s dWs, . . . ,

T∫
0

hms dWs


where F ∈ C∞p (Rm×d), the space of infinitely continuously differentiable func-
tions whose partial derivatives have polynomial growth, and h1, . . . , hm ∈ L2([0, T ];Rd).
For any ξ ∈ S, consider the operator D = (D1, . . . , Dd) : S → L2(Ω × [0, T ])
given by

Di
tξ :=

m∑
j=1

∂F

∂xi,j

 T∫
0

h1
s dWs, . . . ,

T∫
0

hms dWs

hi,jt , 0 ≤ t ≤ T, 1 ≤ i ≤ d

and the norm ‖ξ‖1,2 := (E[|ξ|2 +
∫ T

0 |Dtξ|2 dt])1/2. As shown in Nualart [61], the
operator D extends to the closure D1,2 of the set S with respect to the norm ‖·‖1,2.
A random variable ξ will be said to be Malliavin differentiable if ξ ∈ D1,2 and we
will denote by Dtξ its Malliavin derivative. Note that if ξ is Ft measurable, then
Duξ = 0 for all u ∈ (t, T ].

The following result is the chain rule ([61, Proposition 1.2.4]).

Proposition A.2.1. Let ϕ : Rm → R be a function such that

|ϕ(x)− ϕ(y)| ≤ K|x− y|

for any x, y ∈ Rm. Suppose that F = (F 1, . . . , Fm) is a random vector whose
components belong to the space D1,2. Then ϕ(F ) ∈ D1,2, and there exists a
random vector G = (G1, . . . , Gm) bounded by K such that

D (ϕ(F )) =
m∑
i=1

GiDF
i.

By L1,2
a (Rm′), we denote the space of processes X ∈ H2(Rm′) such that Xt ∈

(D1,2)m
′

for all t ∈ [0, T ], the process DXt(ω) admits a square integrable pro-
gressively measurable version and

‖X‖2L1,2
a

:= ‖X‖H2 +

∥∥∥∥∥∥∥
 T∫

0

T∫
0

|DrXt|2 dr dt

1/2
∥∥∥∥∥∥∥
L2

<∞.
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Let {Xt, t ∈ [0, T ]} be the solution of the following SDE

Xt = x+

t∫
0

b(s,Xs)ds+

t∫
0

σ(s,Xs)dWs, x ∈ Rm.

Then we have the following result.

Proposition A.2.2. Suppose that b, σ are globally Lipschitz continuous functions
with linear growth and continuously differentiable. Then Xt ∈

(
D1,2

)m for any
t ∈ [0, T ] and the derivative DrXt satisfies for 0 ≤ 0 ≤ t ≤ T the SDE

DrXt = σ(r,Xr) +

t∫
r

∇xb(s,Xs)DrXsds+

t∫
r

∇xσ(s,Xs)DrXsdWs.
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