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Abstract—Visualizing data streams poses numerous chal-
lenges in the data, image and user space. In the era of big data,
we need incremental visualization methods that will allow the
analysts to explore data faster and help them make important
decisions on time. In this paper, we have reviewed several well-
known information visualization methods that are commonly
used to visualize static datasets and analyzed their degrees of
freedom. By observing which independent visual variables can
change in each method, we described how these changes are
related to the attribute and structure changes that can occur in
the data stream. Most of the changes in the data stream lead
to potential loss of temporal and relational context between the
new data and the past data. We present potential directions
for measuring the amount of change and loss of context by
reviewing related work and identify open issues for future work
in this domain.
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I. INTRODUCTION

Visualization of data streams in the era of big data has

an important role. The streams are currently being created

everywhere - from personal logs, where people track their

travels over the world or training routines, to large network

and sensor infrastructures, from financial transactions to

social media text streams and this will be an ongoing

trend in the years to come. Efforts in databases and data

management communities on how to efficiently transfer and

store all that data have been joined in the last years by

the efforts in data mining community on how to deal with

the automated analysis algorithms on such a large scale.

What we are seeing now are the challenges that arise in

the domain of data science and visual analytics - how to

visualize, explore and make sense of all these vast amounts

of data. Therefore, visualizations that can help the human to

efficiently analyze the part of the current and the past data

are of great importance.

Visualization of streaming data is strongly related to its

temporal context and very often methods that map time to

the horizontal axis are used to visualize the data stream.

How do we define which part of past data is relevant for

the current data and the current point in time? Although,

the data being generated and delivered in the streams has

a strong temporal component, in many cases it is not only

the temporal component that the analysts are interested in.

There are other important data dimensions that are equally

important and time might be just an additional aspect that

they care about. In those cases, we might want to rely on

other visualization methods that can show other attributes

better than temporal visualizations.

How should the visualization change when we add new

data? Does the whole layout have to be recomputed when

we add just one element like in force-directed graphs, or we

can easily add it like in scatterplots? But what if the new

attribute value is out of current minimum/maximum ranges?

Can i identify what is new and where did my old data go?

In this paper, we have explored the degrees of freedom

of several well-known visualization techniques and tried

to identify how these changes relate to the attribute and

structural changes that can occur in a data stream. The most

of the changes can lead to loss of context to the past data,

from simple cases where the visualization is just minimally

changed to significant changes where the whole layout has

to be recomputed, each visual element moves on the screen

and the previous order in each dimension is not preserved.

II. WHAT CAN CHANGE?

Established methods in information visualization are typi-

cally used to visualize historical datasets. We have reviewed

several well-known methods that are commonly used to

visualize static datasets and analyzed the degrees of freedom

for each method, i.e. we have looked at which independent

visual variables can change. Even though these methods

work with different data types, use different visual features

and sometimes have completely orthogonal approaches to

visualize data, they share some commonalities when used

to displayed dynamic data. For each method, we have also

discussed which changes in the data structure and data

attributes (dimensions) can occur and differentiated between

the changes within range and changes out of range. Our

observations show that they all suffer to certain extent from

the loss of context, with a degree that depends on the type

of change that occurs in the data stream and few of them

have issues that also exist when working with static datasets,

such as overplotting and visual clutter. The summary of the

results is given in the Table.

http://nbn-resolving.de/urn:nbn:de:bsz:352-262227
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Figure 1. Changes in treemap. The changes in the data stream can lead to adjustments of the rectangle size, color and opacity and positioning. Although
small changes might not lead to a significant loss of context (middle), bigger changes can lead to complete rearrangement of the layout, since the ranges
and volume of the data stream is not predictable (right).

We have worked under following basic assumptions: first,

the amount of new data is significantly smaller than the

amount of the already processed data or it is just one

new element. This way we avoid potential issues arising

during the visualization initialization stages and minimize

the complexity of the problem that would occur when the

change between two time steps is bigger than the amount of

the past data. Although some of the conclusions from our

observations could also apply to big changes, we believe

that it would be very difficult to describe and define such

complex changes in the visualization. Therefore, we decided

to concentrate on small incremental changes, which can, in

some cases, already lead to significant loss of context. Our

second assumption is that it is important to understand the

relational and temporal context between the new and old

objects. Otherwise, the visualization of streaming data would

be visualization of each new increment separately, which is

not different from visualizing a historical dataset.

A. Treemap

Treemap is a well-known space-filling technique used

to visualize hierarchical data. Each node in the hierarchy

is represented by a rectangle, whose area corresponds to

(one of) the node’s attribute(s). The fill color of the node

can be used to show another data attribute. This technique

can display both the hierarchy and node values without

overlap and has been used extensively since its introduction

in [1]. There exist several popular layout algorithms, such as

squarified [2], pivot, slice-and-dice [1], spiral [3] or ordered

treemap [4], which try to balance between aspect ratio, order

and layout stability.

The obvious advantage of the technique to improve vis-

ibility of small items in a single layout is overshadowed

by its instability when applied on streaming data and other

design issues [5]. In many applications, such as monitoring

stock market data, abrupt layout changes will lead to loss

of relational and temporal context of the past.

1) Degrees of freedom: Treemap belongs to the class of

relative visualization techniques in which the features of the

visual objects used to depict data items always depend on

the features of other data items. The basic visual object in a

tree map is the rectangle, whose size is always proportional

to the other rectangles and the fixed size of the visualization.

Typically, the first dimension from the hierarchical dataset is

mapped to the area of the rectangles and can change as the

underlying dimension in the data stream change over time.

Next, the second dimension from the data is usually

mapped to the color according to a predefined colormap. In a

streaming data scenario, the data is potentially unbounded,

which means that the colormap needs to be readjusted in

every rectangle when only one value in the whole dataset is

out of minimum/maximum range. An early attempt to map

dynamic data changes in a treemap can be found in [6],

where color is used to show high activity in the node. In this

example, the rectangle areas do not change their fixed size

and time is not mapped to any of the visualization primitives.

Treemap applied on streaming data would belong to

the class of visualization techniques that provide implicit

temporal context [7], which means that it could be used to

represent new data in the context of the past data, although it

would hardly be possible to reconstruct the history/evolution

of the data. The color (or opacity) of the rectangle could be

used to reflect recent changes by mapping the time of last

change to it.

Finally, the aforementioned issues appear when the

changes in the stream occur in the attribute space. Additional

problems may arise when there are structural changes in the

hierarchy, i.e. when the new nodes are added to the tree, the

nodes are removed from the tree, or the nodes move in the

hierarchy. This would lead to similar abrupt changes in the

layout, which occur when the rectangles are resized.

The issues related to the changes that can occur in the



- Ranges of the axes

- Streams reordered

- Streams added/removed from the screen

scatterplot / 
map

What can change?

- Ranges of the axes

- Points added/removed from the screen

- Existing points can change their properties 

(size, color, opacity, position)

line chart(s) - Ranges of the axes

- Lines added/removed from the screen

pixel-oriented
(recursive pattern)

word cloud - Word size, position

- Words added, removed

- Pixels added/removed from the screen

- Color change

- Dimension reordering

- Recursion levels changed

horizon chart(s) - Ranges of the axes

- Color ranges for new max/min values

- Number of charts

- Charts reordered

- spiral: only for a big change 

- force-directed: signi"cant due to layout recomputation

Loss of context

- only when outside min/max range

- minimal due to point order preservation

- minimal because of the assumption: 

  amount of change << past data

- other problems: overplotting, clutter

- only when outside min/max y-axis range

- other signi"cant problems: overplotting, clutter, 

low resolution

- change of color (when values are out of range

- chart reordering

- color change when values outside range

- if dimension reordering needed (rare)

treemap - Rectangles can change size/color/opacity

- Rectangles could move in the hierarchy

- Rectangles added/removed from the screen

- signi"cant when size changes a lot

- signi"cant when rectangles move in the hierarchy

- change of color (when values are out of range

streamgraph - signi"cant due to stream reordering

Figure 2. Which components of different visualization techniques change when new data is added? The table lists common information visualization
techniques, the visualization properties that can change in each technique and summarizes the loss of context that occurs when new data arrives in the data
stream

streams of hierarchical data and major issues related to the

loss of relational and temporal context are summarized in

Figure 1 and the table shown in Figure 2.

B. Scatterplot / Map

Scatterplot is typically used to visualize multidimensional

data in order to find correlations between dimensions and

detect visual clusters. Two data attributes are mapped to

Cartesian coordinates, creating a point, whose visual features

(size, color, shape...) can be mapped to other data attributes.

1) Degrees of freedom: Scatterplot belongs to the class of

absolute visualization techniques, where each visual object

is placed in the visualization independently of other objects.

change within range 

(small/comprehensible change)
change outside of range

(big change)
original data

Figure 3. Changes in scatterplot. Adding a data point whose values are
within the axes ranges (middle) causes a minimal change of the display,
while adding a data point outside of the axes ranges requires the whole
display to be adjusted (right).



Figure 4. Streamgraph, also known as ThemeRiver or stacked graph. The
optimal ordering of layers requires offline calculation, such that the streams
with the highest ”wiggles” are laid on the outside. Image taken from [8]

In a data streaming scenario, if a new data item arrives,

whose main attributes are within current dimension ranges,

it can be placed in the visualization without losing neither

the temporal nor the relational context to past data. This is

shown in Figure 3 (middle). Minimal loss of context might

occur when the data attributes are out of range (Figure 3

(right), which can be also applied to changes in other data

attributes (point size, color, opacity or shape). Although

the loss of context might not necessarily be significant,

this technique suffers from the problem of overplotting and

clutter, which is a disadvantage that also exist when working

with static dataset.

Scatterplot, similarly to treemap, belongs to the class

of visualization techniques with implicit temporal context

[7], and one possibility to encode time (age) of the visual

elements on the screen would be to use color or opacity.

C. Streamgraph

Streamgraph (shown in Figure 4, also known as stacked

graph or ThemeRiver) is a well-known technique that is used

for visualizing data streams [8] [9] [10] [11]. It shows several

”streams”, i.e. variables that change their values over time

and are layered on top of each other and symmetrically

along the timeline. This is a good example of a popular

technique where the term ”stream” is used incorrectly from

data streaming perspective, because of its strong limitations

in terms of streamability, which we will discuss below.

1) Degrees of freedom: As with other visualization tech-

niques used for time series data, the ranges of the axes can

change. Since the new data is added to the right of the

visualization, the viewport on the timeline (x-axis) can either

rescale to keep all the past data, or just shift and remove

the same period length on the left that has been added to

the right. If the new data is out of range for the maximum

values on the y-axis, the streamgraph would have to rescale

vertically. These shifts and size changes do not introduce

major losses of context and we treat them as negligible in

our observation.

However, an important property of a ”good” streamgraph

is the optimal ordering of individual streams, i.e. the or-

dering that provides the best legibility of the visualization.

The legibility criteria is discussed in [8]. In order to achieve

good legibility, the visual objects (layers) with the least

amount of change are positioned in the middle, while the

most ”bursty” layers are on the upper and lower side of the

Figure 5. Horizon graph is very often used to visualize multiple time
series. When the new data points are outside the predefined range, the
colormap has to be readjusted, thus leading to the loss of context of the
past data. Image taken from [12]

graph. This ensures minimum ”wiggles” of the surrounding

layers. Having a layout in which the positioning of each

visual object is dependent on all the other objects, leads

to the following issues when applied to the data stream:

first, when new data comes in, layers have to be reordered,

which requires recomputing of the whole visualization. This

does not just increase the performance costs, but it can

also cause confusion for the user, since the mental map

of the visualization will not be preserved. Additionally, the

unexpected bursts in each layer, which are characteristic for

data streams, still might not result in a legible visualization

even if reordering is applied. Second, if the layers are not

reordered, the stability and optimal layout of the visualiza-

tion is disrupted. In that case, the visualization depends on

the initial layout that doesn’t represent the current state of

the underlying data.

Having so many undesired properties and serious limi-

tations, the streamgraph can hardly be a good choice for

streaming data. However, an exception could be made if the

following criteria is fulfilled:

• the bursts in each layer are not too extreme and not too

frequent,

• the number of layers is low,

• the past data is discarded or approximated using, for

example, multi-resolution time windows,

• the time for user exploration between two updates is

relatively long,

• there is enough time to inform the user about the new

reordering (for example, using animation).

D. Horizon graph(s)

Horizon graph 5, also known as ”two tone pseudo color-

ing” [12] is a visualization method very often recommended

for displaying multiple time series due to its efficient use of

space and color than other time-series techniques [13] [14].

Losing the context of the past data when working with data

streams can occur in two cases. First, if the new values are
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Figure 6. Changes in line chart. Adding new data to the current line
requires readjustment of the display when the data is out of axes ranges,
while adding new lines can cause overplotting and clutter.

outside of range, the whole color map has to be reapplied

to the whole visualization again. Second, the order of the

horizon charts can change. Although this is not the problem

of the visualization itself, it is an issue since this method is

usually used to visualize multiple time series and not just

one.

E. Line chart(s)

When applied to streaming data, this low-resolution tech-

nique has the similar properties that were described for

streaming graphs - rescaling the visualization when the new

data is out of range, as shown in Figure 6. Since it uses the

explicit notion of time, the loss of temporal context would

be minimal. However the well known disadvantages from

static datasets, such as overplotting and clutter, exist here as

well when the new variables show up and new lines have to

be added to the screen.

F. Pixel-oriented visualizations

Figure 7. Pixel-oriented visualization: Recursive pattern technique, image
taken from [15]

Pixel-based visualizations (Figure 7) are a set of well

known techniques [16] for visualization of multidimensional

data whose main idea is to use one pixel for one attribute

value by assigning the value to the color of the pixel.

The pixels are arranged according to different criteria, with

recursive pattern being one of the most popular arrangements

[15]. The pixels are arranged according to user-defined

parameters for each recursion level.

Since the data value is mapped to color, all the pixels

would have to be repainted if the new data value is out of

maximum range for the chosen colormap. The ordering of

dimensions might be another problem that could lead to the

loss of context.

G. Word cloud

Figure 8. Word cloud visualization. The words are usually positioned
without overlap using the force-directed method or spiral arrangement.
Image taken from [17]

Word cloud, shown in Figure 8, has been extensively

used to visualize text data [18] [19] [20] [17]. The layout

algorithm tries to pack the words as tightly as possible,

and two approaches are commonly used: force-directed and

spiral. Applying the force-directed layout to streaming text

data can lead to a significance loss of context, since the new

words that appear in the stream would require the whole

layout to be recomputed. On the other side, spiral layout,

which places the word with the highest weight in the center

and then arranges the rest on a spiral path, would lead to

loss of context only if the change between the updates is

big.

III. CHANGE/CONTEXT METRICS AND CRITERIA

In the previous section we have described which prop-

erties of different well-known visualization methods can

change when working with data streams. As it can be seen

in the Table 2, the majority of problems that occur are

related to the loss of context, while few methods suffer

from problems that already exist with large static datasets,

such as overplotting or clutter in scatterplots and line charts.

Our first step in identifying and describing these problems

should be extended to quantifying the loss of context and

defining other optimization, stability and aesthetic criteria

for streaming data visualization.

One such metric could be similar to the layout distance

change function proposed by Bederson and Shneiderman [4].

This metric tries to capture how much two treemap layouts



differ on average by measuring the Euclidean distances

between each pair of corresponding rectangles. This metric

could easily be extended by taking into account variance

distance change, as proposed in [3] to detect changes when

few items move by large distances while the most items do

not move at all.

Hao et al. [21] propose a similar metric, constancy of

display, which ”counts the number of pixel changes per

time unit” and usage of display space, which suggests that

the empty space in the visualization should be avoided.

However, they suggest that these might not be the best

metrics and that other metrics should be developed. One

proposal is to use the pixel coherence, which captures the

neighbouring pixels that form a pattern and are percieved

as an object. It has been suggested that measuring the

data shifting to evaluate the usefulness of a visualization

is strongly data dependent.

However, these metrics might not be appropriate for

scatterplots and other techniques in which rescaling of axes

occurs (see Figure 3). In such cases, the movement/change

of the objects (points, lines, etc), on the screen might be

significant, although it wouldn’t necessary lead to the loss

of context. This example shows how an abstract structural

information can be easily formed when the data allows it and

relates to the well known mental map preservation criterion.

In any case, these criteria have to be taken into account

together with aesthetic criteria, which are often conflicting

(as seen in the streamgraph example). Beck et al. define

different aesthetic criteria for graphs in [22], which, beside

mental map preservation, include reduction of cognitive

load and minimization of temporal aliases that occur when

a node is positioned after the update in the same place

where another node was before the update. A survey on

visualization of large graphs [23] reviews general, dynamic

and scalability criteria for dynamic graphs and discusses

two categories of visual display of time changes on graph

elements: animation and static displays.

IV. CONCLUSION

In this paper, we have described the changes that can

lead to loss of context in common visualization techniques

when working with streaming data. We have addressed

the relationship context between the new and old elements

and temporal context that distinguishes the new and old

elements. We have analyzed the usage scenarios under the

assumption that the data is being updated one element at the

time or delta is much smaller than the rest of the visualiza-

tion. For each technique, we have differentiated between the

updates that occur within the existing visualization structure

and the updates with new elements in the visualization. We

have identified possible research directions for measuring

the loss of context.

Research in streaming data visualization is a new and

challenging field, which tackles complex problems in data,

visualization and user spaces. Future work should address

the challenges that occur in transition stages between the

updates, the propagation of streaming data through the

information visualization pipeline and process times needed

to get from the raw data to the visualization, the interplay

between user interaction and automatic updates, but also the

different types of updates (automatic and user triggered).

Finally, an important research direction is how to deal with

the visualization when the volume of the data is too big and

data approximation occurs.
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