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Abstract

A system consists of hardware and software components and makes life-critical decisions, for example, in a pacemaker. The interactions between the components of a system lead to a high degree of concurrency, which makes it a complex task to verify whether a system model violates a property of its specification. Different approaches exist to verify whether a system satisfies its specification. Test procedures are often used but are labor intensive and time-consuming. In contrast, Model checking tools systematically search through the state-space of a system model to verify whether a property in the specification is violated. When a model checker finds a property violation, it usually returns a counterexample in the form of an execution that leads to this property violation. Model Checkers are even more efficient in finding property violation than testing procedures [28].

Realistic systems also consist of hardware components that can fail, for instance, due to fatigue of material. In these systems, a property violation cannot always be prevented. Safety standards such as ISO26262 [76] recommend to justify by safety cases that a property violation is sufficiently improbable, and therefore the system is acceptably dependable. For a safety analysis, it does not suffice to find a single counterexample, but an enumeration of the possible property violations is needed.

Causality Checking [104] is an algorithmic method that utilizes a model checker to enumerate causes that explain every property violation in a model. In Causality Checking, a cause for a property violation is based on the counterfactual conditional [108] that if the cause occurs, the property violation occurs, and if the cause would not have occurred, the property violation would not have occurred. In the analysis, Causality Checking compares the action sequences in the executions of a system model and computes causes in the form of ordered actions. Causality checking is implemented in the tool QuantUM, which analyzes the SysML model [115] of a system, computes causes for the property violations of the system, and represents these causes in a fault tree [134]. Causality checking is a promising approach to support the safety analysis of systems.

The first significant contribution of this work is to extend and improve Causality Checking. For a safety analysis, it is essential to compute every possibility of the system to result in a property violation. Therefore, we propose revised cause definitions and analyses compared to [102] that are complete and compute each cause for a property violation in a system. Furthermore, we explicitly compute the action order in a cause, which has not been done before. The results show that these order relations help to understand the occurrence of a property violation and the difference between causes where the action sets are subsets of one another. We demonstrate that Causality Checking can support the safety analysis by a case study considering an autonomous driving assistant. Contrary to manual driving, an autonomous driving assistant cannot rely on a driver and needs to be fail-operational, which means that the function to drive a car is provided, even in the event of a system failure. Therefore, we propose also a method to analyze whether the system is fail-operational. The results show that Causality Checking
supports the safety analysis of a system. Furthermore, the automated nature of the presented analyses allows a developer to compare and evaluate design decisions early in the development of a system.

The second significant contribution of this work is to adapt the idea of causes to real-time models. In an embedded system, such as a pacemaker, time is an essential aspect for the correctness of the system. We can describe such a timed system by a real-time model [7] where time passes continuously within a location of the model and not explicitly by transit to another location. The timed counterexample of a real-time model contains a sequence of actions and time constraints that limit the possible delay values within a location. An assignment of every delay value in the timed counterexample is an execution. Considering that for the same timed counterexample, one execution can lead to a property violation and another execution can not. Both executions contain the same sequence of actions and differ only in the chosen delay values. Hence, Causality Checking cannot compute a cause for this violation, since it analyzes only the action sequences in an untimed system.

In this thesis, we propose a dynamic and a static analysis that analyze a timed counterexample and compute causes for a property violation. The dynamic analysis compares the possible delay values in a timed counterexample. It computes causal ranges in which every delay assignment leads to a property violation and an alternative value assignment exists that does not lead to a property violation. Accordingly, the counterfactual conditional is satisfied and the causal range is causal.

The static analysis is a repair method that computes alternative time constraints for a timed counterexample such that the property violation is no longer reachable. Since alternate time constraints prevent the property violation that occurs with the original time constraints, the counterfactual conditional is fulfilled and the original time constraints can be assumed as causal for the property violation. These alternative time constraints are potential repairs for the real-time model underlying the timed counterexample. The alternative time constraints affect the possible executions of the real-time model, and therefore may change the functional behavior of the real-time model. We propose an admissibility test to ensure that the altered time constraint does not change the functional behavior of the real-time model and is, therefore, a repair for the real-time model. We apply both the dynamic and static analysis to several real-time models from literature and show that the computed causes help to understand the occurrence of property violations and to prevent violations in real-time models.

The presented approaches automatically compute causes for the occurrence of system failures in systems with and without real-time aspects. Integrating these approaches into an Model-driven engineering (MDE) development process may save manpower and may make systems more dependable.


In dieser Arbeit diskutieren wir eine dynamische und eine statische Analyse, die jeweils ein zeitliches Gegenbeispiel analysieren und Gründe für das Auftreten einer Eigenschaftsverletzung berechnen. Die dynamische Analyse vergleicht die mögliche Wertzuweisung der Verzögerungen. Sie berechnet kausale Wertebereiche für diejenigen Wertzuweisungen, die für Werte in diesem Bereich immer zu einer Eigenschaftsverletzung führen und für die eine alternative Wertzuweisung außerhalb des Wertebereiches nicht zu einer Eigenschaftsverletzung führt. Entsprechend ist das kontrafaktische Konditional erfüllt und der kausale Wertebereich stellt einen Grund für die Eigenschaftsverletzung dar.

Die statische Analyse ist eine Reparaturmethode, die für ein zeitliches Gegenbeispiel alternative zeitliche Beschränkungen berechnet, welche die Eigenschaftsverletzung verhindern. Da das zugrundeliegende Modell mit den alternativen zeitlichen Beschränkungen die Eigenschaftsverletzung nicht erreicht, ist das kontrafaktische Konditional erfüllt und die jeweils ursprüngliche zeitliche Beschränkung ist daher auch ein Grund für die Eigenschaftsverletzung. Eine alternative zeitliche Beschränkung stellt gleichzeitig eine Reparatur für das zugrundeliegende Echtzeit-
modell dar. Eine Reparatur beeinflusst die möglichen Ausführungen des Modells und kann infolgedessen das funktionale Verhalten des Echtzeitmodells verändern. Wir schlagen daher eine Zulässigkeitsprüfung vor, die für eine Reparatur überprüft, ob das funktionale Verhalten des Echtzeitmodells nicht verändert wird und eine zulässige Reparatur ist. Wir wenden sowohl die dynamische als auch die statistische Analyse auf mehrere Echtzeitmodelle aus der Literatur an und zeigen, dass die berechneten Gründe helfen das Auftreten einer Eigenschaftsverletzung zu verstehen und das Echtzeitmodell zu reparieren.
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Part I

Introduction
1.1 Motivation

Software is used in messengers to communicate online, is hidden in the electronic hardware of systems, and even makes life-critical decisions, for instance, in a pacemaker. We continuously integrate more complex systems in our daily life, for example, by improving the driving assistants in our cars. Our daily routines rely on the dependability of such systems. In order to ensure dependability, a system has to behave as expected. The expected behavior is commonly defined by requirements. When a system deviates from its requirements, it fails [10]. Such a failure can lead to substantial financial losses or, in the case of a safety-critical system, harm persons. A system is dependable, if we can ensure that either a failure cannot happen or the probability of every potential failure is below a certain threshold [10]. Since systems continuously integrate more functionality and cooperate with other systems, the task to ensure dependability becomes more complex. In the following, we present promising methods to deal with this complexity.

Model-driven engineering (MDE) [38, 130] uses a system model to reduce the complexity of a system and to automate development tasks whenever possible. A system consists of hardware and software components. A pure software model can be described in the Unified Modeling Languages (UML) [116]. With the derivate Systems Modeling Language (SysML) [115], system models including hardware can be described. The languages include diagrams that semi-formally describe the static structure and the dynamic behavior of a system. A system usually consists of several components, which can be depicted in SysML by a block definition diagram. The behavior of each system component can be described by a state-machine diagram (STM). An STM depicts possible states, transitions between these states, and actions that trigger the transitions to change the state in a component. Several transitions in different STMs can be enabled simultaneously. This makes it possible to take the transitions in different orders, which leads to different system interleavings. Since every transition is labeled with an action, we can also describe an interleaving of transitions by its sequence of actions and call it an action trace. Every interleaving is a possible execution of the system, or in other words, a possible behavior. We refer to these behaviors as the functional behavior of the system. Real-time can be also important in order to ensure the correctness of a system. In the Pacemaker model [80], for instance, it is life-critical that a pace happens periodically within a specific time. An extension of SysML to describe real-time constraints is MARTE [117].

A model checking algorithm [14] systematically analyzes the behavior of a system to ensure its correctness with respect to a given specification. Otherwise, it will
detect a state that violates a desired property of the system. In case a failure is found, the model checking algorithm usually returns a counterexample in the form of an execution that leads to the failure. Although a model checker finds failures more efficiently than testing [28], model checkers are typically not used in system development. One reason is that model checkers use their own input languages and, hence, can not be easily integrated into MDE [109]. This problem can be tackled by automated transformations that convert SysML to the input languages of model checkers. Automated transformations are described, for instance, for SysML models in [30,90] and for SysML models with real-time aspects in [18,71]. The main challenges to use a model checker to analyze a system are:

- If a model checker finds a counterexample, the counterexample consists of many transitions that describe a complex interaction between several system components. On the one hand, the counterexample contains a specific cause, since otherwise, the failure would not be reached. On the other hand, not every transition of a counterexample may be required to reach the failure state. An additional analysis is necessary that computes why certain behaviors in the system can reach a property violating system state.

- A realistic system can contain unpreventable failures like hardware failures. For a system with unpreventable failures, a dependability analysis needs to be based on a technique that does not only witness a single failure, but that enumerates the possibilities of a system to fail. Standards such as ISO26262 [76] then cover every failure possibility by a safety case to ensure that the system is acceptably safe.

**Causality Checking** [102,104] is an approach that overcomes these challenges. It uses a model checker to find counterexamples in a system model and analyzes the contained action traces to enumerate the causes for reaching property violations. The underlying cause definition is an adaption of actual causality [59,60] to system models. A cause describes a minimal set of actions and their order such that the failure occurs (regularity) whereas with fewer actions or in a different order the failure would not occur (counterfactual). Causality Checking is implemented in the QuantUM tool [103] and depicts the causes in a fault tree [134]. Fault trees are well known by engineers who are not experts in model checking. In dependability analysis, safety cases are created that consider every cause in the fault tree.

Causality Checking as proposed in [102,103] uses a cause definition that is incomplete, as we will see in Section 4.2. Additionally, this cause definition cannot compute a cause when the same action trace in a system model non-deterministically violates and satisfies a property. Such an action trace violates the cause condition that every action trace that is according to a cause has to violate the property. For a dependability analysis, we need a complete version of Causality Checking. Otherwise, a possibility of the system to fail may not be covered by a safety case. Therefore, we propound complete cause definitions and algorithms to compute every cause in a system model. In line with the cause definition originally proposed, we consider the actions and their ordering in a counterexample to be causal for a failure to occur. We also propose algorithms that explicitly compute the action orders in a cause and depict these orders in a fault tree.
We show by a case study on autonomous driving that this enhanced version of Causality Checking can support the development of a safety critical system. Driver assistance systems in vehicles are safety critical systems of high complexity, which motivates the usage of formal analysis techniques [132], such as Causality Checking. As a case study, we analyze with Causality Checking the safety of an autonomous driving vehicle architecture to support the recommendations of the the ISO 26262 standard [76]. The standard describes recommendations for the development of safe road vehicles. However, these recommendations rely on the presence of a driver who is not present in an autonomous driving system. Accordingly, we present a safety analysis in the sense of the ISO 26262 standard that follows the recommendations whenever possible. In the design of a system architecture, it is important to evaluate the possible design decisions. Making design decisions differently results in a different version of an architecture and the implications of the chosen design decisions are not obvious from the outset. We demonstrate how Causality Checking can automate the analysis of several architecture versions. Differences in the computed causes make the implications of the design decisions explicit. In this way, the impact of design decisions is understood and can be carefully considered at an early stage of system development.

Causality Checking can only analyze untimed systems and does not compute timed causes. In order to overcome this limitation, we describe a timed system by a real-time model where time progresses while the model is in a concrete location. Real-time model checkers, such as UPPAAL [26] and oppaal [39], find a failure in a real-time model, if any, and return a timed counterexample in this case. We refer to a timed counterexample also as timed diagnostic trace (TDT). A TDT is a sequence of actions that leads to a failure and is annotated with time constraints that bound the possible values of time delays in a state. Since a TDT can describe multiple possible delays for a state, a TDT is symbolic and describes a variety of executions. For the same TDT, one choice of the delay values can lead to a failure while another choice of the delay values may not lead to a failure. Causality Checking could be applied straightforward by removing time constraints in the TDTs and causally analyzing only the action traces in TDTs. Obviously, this approach cannot explain in a TDT, why for some delay values, the TDT reaches a failure and for other delay values it does not. The cause for the violation is not within the action sequence but the assigned delay values.

The assignment of a delay value in a TDT is influenced dynamically by the choice for a specific value and statically by the time constraints that restrict the possible assignments to a delay. Since both influences can be considered causal, we present a dynamic and a static timed cause analysis. The dynamic analysis considers the assignment of delay values as causal for reaching a failure, since choosing a different assignment prevents the violation, which satisfies the counterfactual argument. As such, the dynamic analysis computes a cause by comparing the possible behaviors allowed in the system model similar to Causality Checking. The static analysis searches for alternative time constraints in the TDT that prevent the failure. As an alternative constraint prevents the violation, the static analysis also satisfies the counterfactual argument, and we determine the original constraint as causal for the violation. The alternative constraint represents also a potential repair that
corrects the underlying real-time model. However, it may also be too strict and remove functional behavior from the real-time model. Therefore, we provide an admissibility test to ensure that the repair does not change the functional behavior of the real-time model. In order to evaluate the analyses, we applied them to a set of TDTs that we created for various real-time models from the literature. The dynamic analysis computes causal delay ranges that explain when a real-time model fails. The static analysis computes at least one admissible repair for 69% of the TDTs. These repairs can be directly applied to correct a real-time model.

In summary, we propose approaches to causally analyze the functional behavior and the real-time aspect of a system model. The computed causes explain why a system fails. This is a necessary insight, for instance, to repair a faulty system and to ensure system dependability.

1.2 Contributions

We modify and extend Causality Checking for untimed systems and propose causal analyses that consider the real-time aspects in timed systems.

In more detail, we propose the following modifications on Causality Checking for untimed systems in Part II:

1. complete cause definitions for Causality Checking,
2. an algorithm that completely enumerates the action traces required to compute the causes in a system model, and
3. an analysis to compute and depict the partial event orders in a cause.

We evaluate this advanced version of Causality Checking by a case study on the safety analysis of an automated driving architecture.

In Part III, we present approaches to causally analyze the real-time aspect in TDTs:

1. Approach analyzes in a TDT which delay assignments are causal for reaching a property violation.
2. Approach analyzes the time constraints in a TDT to compute repairs that prevent the failure. We also propose an admissibility test to check whether a repair is also admissible in the overall real-time system.

1.3 Outline

Chapter 2 contains an overview of the current state of the art and related work.

Chapter 3 presents necessary foundations and provides basic definitions.

Chapter 4 proposes revised cause definitions for untimed systems.

Chapter 5 presents an algorithm to compute every action trace that leads to a failure in an untimed system.
1.4 Attribution of Contributions

Chapter 6 shows algorithms to analyze the strict partial order in causes and depict these orders by a fault tree.

Chapter 7 exemplifies how Causality Checking can support the safety analysis of an automated driving architecture according to the ISO26262.

Chapter 8 gives a formalization of a TDT that we use for the analyses in the following chapters.

Chapter 9 sets up a dynamic analysis to compute delay values that are causal for the property violation in a TDT.

Chapter 10 presents static repair analyses for the time constraints in a TDT that compute admissible repairs for a timed model.

1.4 Attribution of Contributions

Parts of this thesis have already been published in [86–89, 91, 92]. Stefan Leue coauthored every of the beforehand mentioned papers. Florian Leitner-Fischer first presented research about Causality Checking in [102–105] and its implementation in the tool QuantUM. At the beginning of this thesis, we applied Causality Checking to analyze the architecture of an automated driving vehicle in [86]. We detected an under-approximation in the cause definition and the cause computation of Causality Checking, and presented an efficient algorithm that overcomes the algorithmic approximation in [87]. In the original version, QuantUM already depicted the causes of a model by a fault tree but did not depict the possible action orders within the execution of a cause. We extended QuantUM by the possibility to depict the action orders in [88]. The work published in [87] is presented in Chapter 5 and the work published in [88] is presented in Chapter 6. The results of [88] motivated the revision of the fault trees published in [86] by fault trees that also depict the action order. The preliminaries of these papers are also part of Chapter 3.

In parallel to the causal analysis of untimed systems we started to analyze the time aspect in the TDT of a real-time system. We present an algorithm in [89] that analyzes the time delays in a TDT and computes the time delay values that are causal for the property violation. The work published in [89] is presented in Chapter 9. In collaboration with Thomas Wies, we presented in [91–93] analyses to compute syntactic repairs that prevent the property violation in a TDT, and to check whether the computed repairs are admissible in the real-time system. Thomas Wies also coauthored these papers. The work published in [91–93] is presented in Chapter 10 and the formal trace encoding is part of Chapter 8. This work on computing repairs resulted in the tool TarTar. The tool is publicly available at https://github.com/sen-uni-kn/tartar.
We focus on the computation of causes to explain the occurrence of failures in a system. In order to compute a cause for a system failure, we need a technique to detect a failure in a system. Techniques to find failures in a system are either categorized as testing or formal verification techniques. Testing relies on a fault hypothesis and can only witness the presence of a fault but not its absence. Model checking is a formal verification technique that searches the state space of a given model to verify whether the model is correct according to a given specification or not. Using a model checker to verify UML/SysML models is well researched [8,32, 85,99,124,135,144] and is also applied to verifying timed systems [129]. The focus of those papers lies on the correct transformation from a UML/SysML model to a model checking language to verify, with the help of a model checker, whether the system model is correct. The result is a counterexample that witnesses the failure and facilitates debugging the underlying fault, but it does not give the reason for the failure. In this thesis, we propose several formal verification techniques that causally analyze counterexamples of untimed and timed systems to explain why a property violation is reachable.

2.1 Causal Analyses of Untimed Systems

Various approaches towards analyzing counterexamples in order to explain system failures exist. [15,56,57] use a model checker to find counterexamples in a program and compare several counterexamples with each other in order to find a cause. Similarly, the approaches in [22,107] statistically analyze the occurrence of actions to mine action patterns that probably cause system failures. The authors of [114,143] use automated testing and minimize counterexample by comparing a non-failure and a failure execution of a program. None of these works enumerates the causes of a system model. These works do not explicitly rely on a causal theory, the authors ensure minimality and in some works also compare failure and non-failure executions with another just as in the works below that rely on a causal theory.

A typical distinction of causal theories is to differentiate between type causality and actual causality. In both theories, the cause must happen temporally before the effect. While type causality considers predictions such as “smoking causes lung cancer”, actual causality considers why a certain effect occurred in a given situation [61]. For example, assume a person called Susi threw a rock at a bottle, the rock hit the bottle and the bottle shattered. We now want to analyze whether Susi throwing a rock was the actual cause for the bottle to shatter. An actual cause
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by [108] satisfies the counterfactual argument. This argument holds when in case Susi would not have thrown the rock, then the bottle would not have been shattered. As we cannot change reality after the fact, the counterfactual argument can only be checked for a given artificial model. A formal and rigorous definition of actual causality based on a suitable model called structural equation model (SEM) is presented in [59,61,62].

It is not trivial to check whether the counterfactual argument holds when multiple potential causes occur in a given model. Assume an extended version of the rock throwing example where Susi and another person called Bob throw rocks [59]. The throws are both perfect. So the first rock that hits the bottle also shatters the bottle. Susi’s rock arrives first and shatters the bottle. Intuitively, we would assume the throw of Susi to be the cause for shattering the bottle. A straightforward test of the counterfactual argument fails: If Susi would not have thrown the rock, the bottle would still be destroyed because of Bob throwing a rock. Halpern and Pearl introduce contingencies in [59] to block Bob from throwing his rock and so Susi throwing a rock satisfies the counterfactual argument and is the actual cause in the extended rock example.

The relationship between an effect and its actual cause is refined in [19,58] by dependency and production. The bottle shattering depends on Susi throwing a rock and Bob throwing a rock since without a throw the bottle would not shatter. Susi throwing the rock is also productive in the sense that her rock actually shatters the bottle. In an alternative scenario where Bob’s rock reaches the bottle first, Susi’s throw is not productive but Bob’s throw is productive and, hence, the actual cause. An actual cause of a scenario relies on dependency and production. In this thesis, we propose cause analyses to enumerate the potential actual causes for a violation in a given system model. The violation depends on every computed cause. This means, even if one computed cause occurs in a given behavior it is still possible that another occurring cause can be productive and is therefore the actual cause. In this, the proposed cause analyses differ from the actual cause analysis in [59,61,62].

Early work on applying actual causality in the sense of [62] to the counterexample of a model checker is [21]. The approach analyzes a single counterexample and returns a set of causal variable values. [17] encodes actual causality in the sense of [62] in first order logic. Similarly, [73,74] encode actual causality in first order logic to infer an actual cause for a property violation in acyclic models with binary variables. An overview of different approaches and techniques to explain model failures through causality is also given in [12]. We differ from those approaches in that we focus on approaches that enumerate each cause in a model that leads to a system failure.

The Computation of Every Cause in a System Model is addressed by several papers that search for all minimal counterexamples [20,102,104,106]. The algorithm described in [102,104,106] computes an approximation as we will see in Chapter 5. The algorithm in [20] is also approximative since it is based on bounded model checking. None of the above mentioned approaches returns a complete set of counterexamples, which is necessary to completely enumerate causes. The approach in [31] uses process algebra to compute causal traces of a system model that vio-
lates a property in Hennessy Milner logic [67]. The cause definition differs from our work in the analyzed property language, and the explicit encoding of every trace of a model, which makes the approach rather inefficient.

Note that even though causes describe minimal action traces in this work, they differ from minimal length paths in graphs, which is why the vast literature on shortest path searches on graphs [47] and the computation of minimal length counterexamples [2, 64, 65, 128] are not directly applicable to the computation of actual causes.

This thesis is also related to work that enumerates a finite set of counterexamples without a reference to causality. Only a few works explicitly address the enumeration of counterexamples. A explicit state search based model checker does not have to terminate after finding the first counterexample and can continue to find further counterexamples. Such an approach does not need to terminate since a system model can contain infinite many counterexamples. An approach to enumerate all cycles that violate a liveness property is given in [140] but the approach does not return an explanation for the property violation. The approach in [43] computes single actions in programs that they determine as potentially responsible for a violation. An incomplete method to enumerate the k-shortest paths of a model and a survey on similar algorithms is given in [3].

Depicting and Computing the Action Order in a Set of Action Traces. The approach in [20, 102, 106] proposed Event Order Logic (EOL) [104] to express the action order in a cause, however, we are not aware of an automatized technique to compute an EOL formula from a set of action traces to express those action traces. A step in this direction is to analyze the partial order of actions in a set of action sequences. A set of arbitrary action sequences can be expressed by a set of partial orders. The computation of a minimal number of partial orders to express the set of sequences is known as the partial-order-set cover problem which is NP-complete [66]. In contrast to this approach, we compute a single partial order for each set of action traces with the same action set. A Mazurkiewicz trace [44] describes a set of action traces by a sequence \( t \) of events and an independence relation \( D \). The \( D \) is symmetric, which means that when \( (a, b) \) is in \( D \), then \( (b, a) \) is in \( D \). In \( t \), two neighboring actions \( a \) and \( b \) can be reordered when \( (a, b) \) is in \( D \). In the context of causality, we are not interested in the independence relation between actions but in the order relation of a cause describing the necessary action orders to reach a property violation. Similarly, Lamport’s happen-before relation describes strict partial orders, for instance, of messages in an asynchronous system [98]. A happen-before relation describes the possible ordering of the events that it contains, but does not describe the process that leads to a certain effect, as a cause does that we compute. A (strict) partial order is usually depicted by a Hasse diagram which is an undirected acyclic graph where the edges between lower vertices with vertices above describes a partial order relation [48]. In the context of Causality Checking, we prefer to use fault trees to depict a set of causes and the orders that the contained actions represent, since fault trees present a notation that is well known to engineers of safety-critical systems.
Safety Analysis of an Automated Driving System (ADS). The most closely related work on automated model-based safety analysis for autonomous vehicles is [54]. It uses a block definition diagram and a manually created fault tree to compute probabilities for the purpose of safety analysis. In contrast to our work, no causal explanations for failures are automatically derived from the model. An automotive driving system with a fail-operational mode is formally verified by a model checker in [125]. In a similar way, a case study in [52] verifies a vehicle control. Both approaches verify a system and do not compute causes or probabilities for a failure to occur. Model-based techniques are applied to evaluate an automotive architecture also in the following papers. The approaches of [36, 126] need a manual creation of a model in the model checker language and do not address the specifics of ADS. UML models, which are similar to SysML models, are also verified in [131] and [11], but both do not quantify the probability of system failures to occur. The analysis framework in [84] can analyze automotive systems with real-time aspects and probabilities. Also, it generates test cases to check that an implementation conforms with the model behavior. A cause computation or failure enumeration is not part of the framework. The work described in [1] addresses safety engineering for autonomous vehicles. It proposes no formal verification technique. Instead, it gives an overview of the current state of the art to develop and validate a safe automated driving system.

2.2 Analysis & Repair in Timed Systems

Causal reasoning is considered for real-time systems in [55, 136] and for reactive systems in [46]. In these three approaches, a system consists of several black-box components and the analysis blames failing components for a fail of the system. In contrast, we propose approaches to analyze the delay assignments and time constraints in a TDT.

In the following, we present the relatively few existing results available on a formal treatment of TDTs. The zone-based approach to real-time model checking, which relies on a constraint-based abstraction of the state space, is proposed in [68]. The use of constraint solving to perform reachability analysis for NTAs is described in [141]. This approach ultimately leads to the on-the-fly reachability analysis algorithm used in UPPAAL [27]. [45] defines the notion of a time-concrete UPPAAL counterexample. Work documented in [121] describes the computation of concrete delays for symbolic TDTs. The above cited approaches address neither fault analysis nor repair for TDTs.

The Analysis of Time Delays in a TDT is one approach to compute a cause for a property violation in a timed system. We are not aware of any work to compute causal time delays. The most appropriate example in actual causality for the causal analysis of time delays is an election [61]. Assume an election with 11 voters where a majority of yes votes results in an event to occur, otherwise the event does not occur. In case 7 votes are in favor of the event to occur, every single vote of these 7 votes is responsible for the event to happen. However, no voter is fully responsible
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since the event would have also occurred when one voter had a different opinion. Similarly, failures exist in a timed system where several time delays contribute to miss a time bound and reaching a system failure but none of the single delays is fully responsible for the failure.

The Computation of a Timed Repair is another approach to analyze a TDT. Our repair analyses use MaxSMT solvers to compute minimal repairs. It is inspired by the use of MaxSAT solvers for fault localization in C programs which was first explored in the BugAssist tool [81]. Our approach also shares some similarities with syntax-guided synthesis [5, 122], which has also been deployed in the context of program repair [100]. One key difference is how we determine the admissibility of a repair in the overall system, which takes advantage of the semantics restrictions imposed by timed automata. In our approach, we repair timed systems that violate a property by reaching some error state, and we compute repairs that modify time constraints to prevent the TDT to reach a failure. While we modify constraints of a timed system, the repairs computed in [49] introduce new clocks and constraints to prevent the faulty TDT. The approach in [25] analyzes the violation of an existential property that ensures a location is reachable. A repair in their context relaxes time constraints such that extra behavior reaches a location as expected by the existential property. A repair in the our approach restricts time constraints.

2.3 Conclusion

Plenty of research exists that causally analyzes system failures. The concurrent interaction of several system components results in a complex behavior where some behaviors may lead to failures. In a complex interaction, rarely a single action is the cause of a failure, but rather, the interleaving of several actions causes a failure. Many of the referenced approaches analyze a single counterexample, and only few works aim at computing every cause for a system failure, but these approaches are mostly not complete. A complete analysis that scales for system models of realistic size is missing.

In real-time models not only the interleaving of actions, but also the time delays inside of a location can cause a failure. No approach exists to the best of our knowledge that causally analyzes the timing inside of a TDT to explain the occurrence of a failure. Causes for real-time failures can help, for instance, to choose correct time constraints in a real-time model, and in this way support design space exploration.

In this thesis, we present algorithms that compute causes based on discrete action orders, continuous time delays and time constraints in a system that potentially lead to a system failure. A full enumeration of causes helps to understand occurring failures and raises the confidence in the dependability of a system.
We present the foundation in this chapter. First, we introduce the system of a railroad crossing that we will use throughout the thesis to exemplify analyses of untimed systems. Causality Checking utilizes an explicit-state model checker to analyze a system model. The model checker searches the system model, which is given as a transition system, to find counterexamples that violate a given linear time property [110]. We also present the formal definition of actual causality in [62] and the cause definition used in the original description of Causality Checking as described in [102,104]. We describe the necessary foundations to analyze a real-time model in Section 3.6.

### 3.1 Running Example: Railroad Crossing

We exemplify our analyses for untimed systems, on the example of a railroad crossing.

**Example 1** (Railroad). *The railroad crossing consists of three components: a train, a car and a gate. The SysML state machines (STM) of the components are given in Figure 3.1. In the STMs, the locations are named with the actions that can occur in the railroad crossing. The STM transitions use the Boolean variables Gate.open that signals towards the car whether the gate is open, and the variable Gate.state that signals towards the train whether the gate is closed. An STM transition can be labeled with a pattern of the form event[guard]/effect. A guard is, for instance, Gate.open and has to evaluate to true when a transition is taken. An effect can assign a new value to a variable, or can send the messages denoted with (). A message is asynchronously transferred and triggers a transition that has the message as an event. In the railroad model, a train approaches a crossing (Ta) and sends a message gateClose to the gate, when the gate is closed then the train enters the crossing (Tc). Afterwards, the train can leave the crossing (Tl) and also sends a*
message gateOpen to the gate. A car approaches the crossing (Ca). When the gate is open, the car can enter the crossing (Cc), and, afterwards, leave the crossing (Cl). The gate controller starts with an open gate. When receiving a message gateClose, the gate closes (Gc) and when receiving a message gateOpen, the gate opens (Go). At any time the gate can fail (Gf), which means that the gate is open while the train assumes that the gate is closed. A safety hazard occurs in this system when the train and the car are in the crossing at the same time, since this means a fatal accident. We, therefore, state the property that such a state shall not be reachable.

### 3.2 Verification Formalisms of Transition Systems

A model checker interprets the STMs of a model as program graphs [14], interleaves and unfolds these program graphs to a transition system (TS), and searches in the TS for states that violate a desired property.

**System Model.** In order to interleave the STMs of a model, the current state of every STM is stored in a state vector together with the value of every variable in the model. The initial state vector of the railroad example is \((Ta, Go, Ca, \text{Gate.open} = \text{true}, \text{Gate.state} = \text{true})\). Every assignment of the state vector is a state in a TS. A transition in an STM can change the state vector, and hence, is also a transition labeled with the name of the reached state in the TS.

**Definition 1** (Transition System (TS) [14]). A transition system is a tuple \((S, \text{Act}, \rightarrow, I, AP, L)\) where

- \(S\) is a finite set of states,
- \(\text{Act}\) is a finite set of actions,
- \(\rightarrow \subseteq S \times \text{Act} \times S\) is a transition relation,
- \(I \subseteq S\) is a set of initial states,
- \(AP\) is a set of atomic propositions, and
- \(L : S \rightarrow 2^{AP}\) is a labeling function.
A TS is deterministic iff $|I| \leq 1$ and for every state $s \in S$ and every action $a \in \text{Act}$ exists at most one relation $(s, a, s') \mapsto$ with $s' \in S$ [14]. An execution $\tau$ of a TS is a possibly infinite alternating sequence $s_0, a_0, s_1, a_1 \ldots$ of states and actions that starts in an initial state and for $i \geq 0$, any triple $(s_i, a_i, s_{i+1})$, called a transition, is an element in $\rightarrow$. We denote that $\tau$ is an execution of a TS $T$ by $\tau = T$. An execution $s_0, a_1 \ldots s_n$ is simple iff $s_i \neq s_j$ holds for any two indices $i, j \in [0, n]$ with $i \neq j$. An action trace $\langle a_0, a_1, \ldots \rangle$ is the projection of an execution $s_0, a_0, s_1, a_1 \ldots$ on Act. An action trace is simple iff it is a projection of a simple execution. The set of all action traces of a TS $T$ is the language $\mathcal{L}_T$ of $T$. An action trace $\sigma' = \langle a_0', \ldots, a_n' \rangle$ contains another action trace $\sigma = \langle a_0, \ldots, a_m \rangle$ when $\sigma$ is a non-contiguous subtrace of $\sigma'$, written as $\sigma \subseteq \sigma'$. Formally, $\sigma \subseteq \sigma'$ holds iff the word $a_0' \ldots a_n'$ is contained in the language obtained from the $\Sigma^* a_0 \Sigma^* a_1 \Sigma^* \ldots \Sigma^* a_m \Sigma^*$, where $\Sigma = \{a_0' \ldots a_n'\}$. We write $\sigma \subseteq \sigma'$ iff $\sigma \subseteq \sigma'$ and $\sigma \neq \sigma'$. We refer to $\sigma$ also as a subtrace of $\sigma'$. Let $\tau = s_0, a_0, a_1, a_2, \ldots, s_m, a_m$ and $\tau' = s_0', a_0', a_1', a_2', \ldots, a_n'$ be executions from which traces $\sigma$ and $\sigma'$, respectively, have been derived by projection. We say $\tau'$ contains $\tau$ iff $\sigma \subseteq \sigma'$. The $\subseteq$ relation is transitive.

An action trace class is a set of action traces $C$ where every action trace $\sigma$ in $C$ has the same alphabet $\mathcal{A} \subseteq \text{Act}$ and every action of the alphabet occurs in $\sigma$ exactly once. Thus, every action trace in an action trace class has the same length $n = |\mathcal{A}|$. An action trace $\sigma''$ of a TS can contain an action $a$ several times. In this case, we substitute every occurrence $a$ in $\sigma''$ with $a_i$, where the index $i$ is the number of occurrences of $a$ up to the current action in $\sigma''$, add $a_i$ to $\mathcal{A}$ and remove $a$.

Action traces can be space efficiently stored in a prefix tree [51] data structure. The edges in a prefix tree are labeled, in our context with actions. The path of some vertex is defined as a sequence of edges that leads from the considered vertex to the root vertex $r$. The path of any vertex in a prefix tree is simple and unique. An action trace of a path is the projection of the respective path on the set of actions. A path $p$ contains another path $p'$ iff the action trace of $p$ contains the action trace of $p'$.

### Linear Time Properties

A model checker searches in a transition system $T = (S, \text{Act}, \rightarrow, I, \mathcal{AP}, L)$ for the violation of a property.

We denote the powerset over atomic $\mathcal{AP}$ as $2^{\mathcal{AP}}$. A trace is a sequence $A_0 A_1 \ldots$ with $A_i \subseteq 2^{\mathcal{AP}}$ for $i \geq 0$. A linear-time property (LT property) describes traces over $2^{\mathcal{AP}}$ that satisfy the property.

Causality Checking analyzes LT properties that are given in linear temporal logic (LTL). The syntax of LTL in presented in Definition 2. An LTL formula is formed over an atomic proposition set $\mathcal{AP}$.

**Definition 2** (Syntax of LTL [14]). An LTL formula $\varphi$ over the set $\mathcal{AP}$ of atomic propositions is formed according to the following grammar:

$$
\varphi ::= \text{true} \mid a \mid \varphi_1 \land \varphi_2 \mid \neg \varphi \mid \varphi_1 U \varphi_2
$$

where $a \in \mathcal{AP}$.

We also use the eventually operator $\diamond \varphi ::= \text{true} U \varphi$ and the always operator $\Box \varphi ::= \neg \diamond \neg \varphi$.  

---

**3.2. Verification Formalisms of Transition Systems**

---
The semantics of LTL is given in Definition 3. An LTL formula \( \varphi \) describes a set \( \text{Words}(\varphi) \) of words over \( 2^{AP} \). \( \text{Words}(\varphi) \) corresponds to a subset of \( (2^{AP})^\omega \).

**Definition 3 (Semantics of LTL [14]).** Let \( \varphi \) be an LTL formula over \( AP \). The LTL property induced by \( \varphi \) is

\[
\text{Words}(\varphi) = \{ \iota \in (2^{AP})^\omega \mid \iota \models \varphi \}
\]

where the satisfaction relation \( \models \subseteq (2^{AP})^\omega \times \text{LTL} \) is the smallest relation with the properties:

\[
\begin{align*}
\iota &\models \text{true} \\
\iota &\models a \iff a \in A_0 \\
\iota &\models \varphi_1 \land \varphi_2 \iff \iota \models \varphi_1 \text{ and } \iota \models \varphi_2 \\
\iota &\models \neg \varphi \iff \iota \not\models \varphi \\
\iota &\models o \varphi \iff [1\ldots] = A_1 A_2 A_3 \ldots \models \varphi \\
\iota &\models \varphi_1 U \varphi_2 \iff \exists j \geq 0. \iota[j\ldots] = \varphi_2 \text{ and } \iota[i\ldots] = \varphi_1, \forall 0 \leq i < j.
\end{align*}
\]

where \( \iota = A_0 A_1 \ldots \) with \( A_i \subseteq AP \) for \( i \geq 0 \).

An execution \( s_0 a_0 s_1 \ldots \) of a TS \( T \) contains states that can be mapped by \( L \) to a sequence \( L(s_0)L(s_1)\ldots \) of atomic propositions. \( T \) satisfies an LTL formula \( \varphi \) when the atomic proposition sequence of every execution is in \( \varphi \). Otherwise, an execution \( \tau \) exists that witnesses the violation of \( \varphi \). \( \tau \) is named a counterexample and we write \( \tau \not\models \varphi \). We combine all counterexamples in a system \( T \) to a set \( \Sigma_B \) of “bad” executions [102]. The action trace \( \sigma_b \) derived from a counterexample \( \tau_b \) with \( \tau_b \not\models \varphi \) is a bad trace, and we write \( \sigma_b \not\models \varphi \). In case an execution \( \tau_g \) satisfies \( \varphi \), we call the action trace \( \sigma_g \) of \( \tau_g \) a good trace and write \( \sigma_g \models \varphi \). We say that a transition system \( T \) deterministically violates a property \( \varphi \) iff for every action trace \( \sigma \) of \( T \) either \( \sigma \models \varphi \) or \( \sigma \not\models \varphi \) holds, but not both. Notice that in this definition of determinism refers to an action trace and not to the trace of a property. \( T \) can non-deterministically violate a property violation because given two executions with an equivalent action trace, one execution can violate \( \varphi \) while the other does not.

**Safety properties** describe a subset of LT properties where a counterexample is a finite execution \( s_0 a_0 s_1 \ldots s_n \) that leads to a property violating state.

**Definition 4 (Safety Properties [14]).** An LT property \( P_{safe} \) over \( AP \) is called a safety property if for all words \( \iota \in (2^{AP})^\omega \setminus P_{safe} \) there exists a finite prefix \( \hat{i} \) of \( \iota \) such that \( P_{safe} \cap \{ i' \in (2^{AP})^\omega \mid \text{ is a finite prefix of } i' \} = \emptyset \).

Any such finite word \( i \) is called a bad prefix for \( P_{safe} \). The set of all bad prefixes for \( P_{safe} \) is denoted by \( \text{BadPref}(P_{safe}) \).
For instance, the safety property “the train and the car are never in the crossing at the same time” of the railroad in Example 1 is a safety property. A finite counterexample exists with the bad action trace \((Ca, Cc, Ta, Gc, Tc)\) that results in a hazard state where the car and the train have an accident in the crossing.

A safety property is regular when its set \(\text{BadPref}(P_{\text{safe}})\) of bad prefixes is a regular language over \(2^{AP}\) [14]. The correctness of regular safety properties in a system can be verified by reachability analysis [14].

Liveness properties are another subset of LT properties where, intuitively, in an execution something good has eventually to occur. A counterexample for such a property is an infinite execution where the good thing never occurs.

**Definition 5 (Liveness Property [14]).** LT property \(P_{\text{live}}\) over \(AP\) is a liveness property whenever \(\text{pref}(P_{\text{live}}) = (2^{AP})^*\).

An arbitrary LT property \(P\) may be neither a safety nor a liveness property. However, \(P\) can always be described as the intersection of a liveness and a safety property [14].

**State Space Exploration.** In Causality Checking, we analyze regular safety properties. In order to find a violation of a regular safety property, the state space of a transition system can be searched by a depth-first search or breadth-first search algorithm [14].

During a state space exploration, a state \(s\) may be reached by more than one execution: first by one execution and afterwards by another execution. In this case, we call \(s\) a duplicate state. A finite execution \(s_0a_0s_1\ldots s_n\) of a TS where the last state \(s_n\) is a duplicate state is called a duplicate execution.

### 3.3 Strict Partial Orders

We use a strict partial order to express the action order in an action trace class. A strict partial order is based on the formalism of a partial order.

**Definition 6 (Partial Order).** A relation \(\preceq \subseteq A \times A\) is called a partial order over a set \(A\) if, and only if,

- \(\forall a \in A.a \preceq a\) (reflexive)
- \(\forall a, b \in A.(a \preceq b \text{ and } b \preceq a)\text{ then } a = b\) (antisymmetric)
- \(\forall a, b, c \in A.a \preceq b \text{ and } b \preceq c\text{ then } a \preceq c\) (transitive)

We call a constraint of the form \(a \preceq b\) a partial order constraint. A partial order \(\preceq\) is a subset of another partial order \(\preceq'\), denoted by \(\preceq \subseteq \preceq'\) if \(A_\preceq \subseteq A_{\preceq'}\), and for every constraint \((a, b) \in \preceq\) it holds that \((a, b) \in \preceq'\). \(\preceq\) is a true subset of \(\preceq'\), written \(\preceq \subset \preceq'\), if \(\preceq \subseteq \preceq'\) and \(\preceq \neq \preceq'\). A strict partial order distinguishes from a partial order in the property that it is irreflexive, which means that \(\forall a \in A.a \not\preceq a\). We use the sign \(<\) to denote a strict partial order.
A transitive closure of a binary relation $R$ on a set $X$ is the smallest relation on $X$ that contains $R$ and is transitive. We denote the transitive closure of $<$ by $<^*$. A (strict) partial order $<$ over set $A$ is called (strict) total order if for any two elements $a$ and $b$ in $A$ with $a \neq b$, either $a < b$ or $b < a$ is in $<^*$. An action trace $\sigma = (a_0, \ldots, a_n)$ describes a total order $<_{\sigma} = \{a_0 < a_1, \ldots, a_{n-1} < a_n\}$. The actions in $\sigma$ are ordered according to a strict partial order $<'$ iff $<' \subseteq <_{\sigma}$. We also say that $\sigma$ is consistent with the strict partial order $<'$, which we denote by $\sigma \equiv <'$, iff $<' \subseteq <_{\sigma}$ holds.

The function $i_\sigma(a)$ returns the index of an action $a$ in an action trace $\sigma$ of an action trace class. For an action trace class $C$, we say that an action $b$ depends on $a$ when in every action trace $\sigma \in C$ the index of $a$ is smaller than the index of $b$. Formally, $a$ depends on $b$ if $\forall \sigma \in C. i_\sigma(a) < i_\sigma(b)$ holds. We express dependencies by a strict partial order. A dependency of action $a$ on action $b$ in an action trace class $C$ is denoted by $a <_C b$. When $C$ is clear from the context, we write $a < b$. In case $a < b$ holds, we say that $a$ is a precondition for $b$. When neither $a < b$ nor $b < a$ holds, we say $a$ and $b$ are independent.

The action set $A$ has a number $|A|$ of actions. For some given action trace class over an action set $A$, we represent the dependencies of the actions in this action trace class in a Boolean matrix $M$ of dimension $|A| \times |A|$. An entry $(a, b)$ in $M$ has the value true when $b$ depends on $a$ in the corresponding action trace class.

A partial order can be depicted by a directed graph. A directed graph $G$ is a pair $(V, E)$ of a finite nonempty set of vertices $V$ and a set of edges $E \subseteq V \times V$. A walk of $G$ is a finite sequence of vertices $v_0, v_1, \ldots, v_n$ where for $0 \leq i \leq n$, $v_i \in V$ and for $0 \leq i \leq n - 1$, $(v_i, v_{i+1}) \in E$. A vertex $v$ is connected in $G$ to a vertex $u$ when a walk $v \ldots u$ exists. A walk $v_0 \ldots v_n$ is unique when removing any edge of the walk from $G$ results in $v_0$ to be disconnected from $v_n$. A cycle is a walk $v_0 \ldots v_k$ with $v_0 = v_k$ and $k \geq 1$. A directed acyclic graph (DAG) is a cycle free directed graph [34]. A (rooted) tree is a directed acyclic graph in which one vertex $r \in V$ is connected to every vertex $v \in V$ by a unique walk $r \ldots v$. The reflexive transitive closure $(V, E^*)$ of a directed graph $(V, E)$ contains an edge $(v, u)$ in $E^*$ for every walk $v \ldots u$ in $(V, E)$.

### 3.4 Actual Causality

We now exemplify and introduce the formal definition of actual causality [59], and apply it to transition systems. This approach is called Causality Checking.

The actual cause definition uses structural equations as a model. A structural equation model (SEM) $S$ is a tuple $(U, V, R)$ with exogenous variables $U$, endogenous variables $V$ and a relation $R$ that describes the possible value range of the variables in $U \cup V$. $R$ is nonempty and contains a finite set $R(Y)$ of possible values for any variable $Y \in U \cup V$. A assignment of exogenous variables describes a world. A causal model is a tuple $(S, F)$ that describes a variable assignment by a SEM $S$ and $F$ assigns to every variable $v \in V$, a function $F_v$ with the parameters $U \cup V \setminus \{v\}$ and assigns a value in $R(v)$ to $v$. $F$ is convergent, thus, recursively applying the functions in $F$ on an assignment of $V$ results in a stable assignment of $V$. 
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We can model the rock-throwing example from above with Boolean variables. Susi is throwing a rock $S_T$, the rock of Susi hits the bottle $S_H$, Bob is throwing as rock $B_T$, the rock of Bob hits the bottle $B_H$ and the bottle shatters $D$. $F$ assigns the following functions $F_{S_H}(S_T, B_T, B_H, D) \leftarrow S_T, F_{B_H}(S_T, B_T, S_H, D) \leftarrow B_T \land \lnot S_H$ and $F_D(S_T, B_T, S_H, B_H) \leftarrow S_H \lor B_H$. The variables evaluate to 1 when the described event happens in a world. $D = 1$ is the effect that we want to explain. The world where Susi and Bob throw a rock ($S_T \leftarrow 1, B_T \leftarrow 1$) results by applying the functions in $F$ repeatedly in a value assignment $S_T \leftarrow 1, S_H \leftarrow 1, B_T \leftarrow 1, B_H \leftarrow 0$ and $D \leftarrow 1$.

For this world, Susi and Bob throwing a rock are potential actual causes for shattering the bottle. In [59], contingency was introduced to block Bob’s throw such that Susi’s throw satisfies the counterfactual argument. Let us assume that Susi throwing the rock is the actual cause, formally, $\{S_T \leftarrow 1\}$. In the given world, the actual cause $\{S_T \leftarrow 1\}$ and the effect $D = 1$ applies. In order to check the counterfactual argument, we negate the cause $S_T \leftarrow 0$ and we block Bob by keeping the assignment $B_H \leftarrow 0$. The other variables evaluate to $S_H \leftarrow 0, B_T \leftarrow 1$ and $D \leftarrow 0$. The cause and the effect do not occur in this alternate world. Now, we do the same test for Bob’s throw, and create an alternate world where he is not throwing a rock. In this alternate world holds $B_H \leftarrow 0$ but the effect $D = 1$ still applies because of Susi throwing a rock. Notice that we can also not prevent $D = 1$ by keeping a variable assignment, for instance, $S_H \leftarrow 1$ of the original world in this alternate world. Hence, Bob throwing a rock cannot be the actual cause, and Susi throwing a rock is the actual cause for shattering the bottle in the given world.

A formal definition of an actual cause $\hat{X} = \hat{x}$ with contingencies for an effect $\varphi$ is given in Definition 7. The definition refers to a model $M$ and a world $\hat{u}$ where $\varphi$ and $\hat{X}$ evaluates to true (AC1). The actual cause for $\varphi$ to occur is a subset of $\hat{u}$ where a modification of this assignment $\hat{X} = \hat{x}'$ results in a world where $\varphi$ evaluates to false (AC2.1). In order to block other potential causes from inferring $\varphi$, we split the variables in $\hat{V}$ in a set $\hat{Z}$ and $\hat{W}$ where $\hat{Z} \cap \hat{W} = \varnothing$ and $\hat{X} \subseteq \hat{Z}$. We choose the set of variables $\hat{W}$ in a way that keeping the assignment $\hat{W} \leftarrow \hat{w}$ prevents other causes from inferring $\varphi$ (AC2.1). Additionally, a different assignment to any subset of $\hat{W}$ or $\hat{Z}/\hat{X}$ is not allowed to prevent $\varphi$ (AC2.2). By AC3 $\hat{X}$ satisfying AC1 and AC2 has to be minimal.

Definition 7 (Actual cause [59, 61]). $\hat{X} = \hat{x}$ is an actual cause of $\varphi$ in $(M, \hat{u})$ if the following three actual cause conditions (AC) hold:

AC1: $(M, \hat{u}) \models_{SM} (\hat{X} = \hat{x}) \land \varphi$. In words, both $\hat{X} = \hat{x}$ and $\varphi$ are true in the actual world.

AC2: There exists a partition $(\hat{Z}, \hat{W})$ of $\mathcal{V}$ with $\hat{X} \subseteq \hat{Z}$ and some setting $(\hat{x}, \hat{w})$ of the variable in $(\hat{X}, \hat{W})$ such that:

1. $(M, \hat{u}) \models_{SM} [\hat{X} \leftarrow \hat{x}', \hat{W} \leftarrow \hat{w}] \neg \varphi$.
2. $(M, \hat{u}) \models_{SM} [\hat{X} \leftarrow \hat{x}, \hat{W} \leftarrow \hat{w}', \hat{Z}' \leftarrow \hat{z}^*] \varphi$ for all subsets $\hat{W}'$ of $\hat{W}$ and for all subsets $\hat{Z}'$ of $\hat{Z}/\hat{X}$.

AC3: $\hat{X}$ is minimal, in the sense that no subset of $\hat{X}$ satisfies conditions AC1 and AC2.
The rock throwing example satisfied Definition 7 with $X = \{ S_T \leftarrow 1 \}$ and $W = \{ B_H \leftarrow 0 \}$. In an alternative model without the variables $S_H$ and $B_H$, the throws of Susi and Bob cannot be distinguished. For this alternate world, the cause is $\{ S_T \leftarrow 1, B_T \leftarrow 1 \}$. As we see, a cause also depends on the precision of the model.

3.5 Causality Checking

In Causality Checking, actual causality is applied to TSs in [102, 104]. In a TS, the order of the actions can be important for the effect to occur. Therefore, the authors use event-order-logic (EOL) [104] to describe the action orders in a cause.

Event Order Logic (EOL) [102, 105]. EOL is a logic that describes action orders for an action set and whether an execution is consistent with this action order. We say an execution $\tau$ of a TS satisfies an EOL formula $\psi$, denoted by $\tau \models_e \psi$, whenever $\tau$ contains the actions in the action set non-continuously in a sequence consistent with the order defined by $\psi$.

In more detail, $\psi$ contains of a set $A$ of event variables where every event variable $a_i \in A$ is of type Boolean and according to Definition 8 evaluates to true when an action $a$ occurs in $\tau$. The function $\text{val}_A(\tau)$ returns the valuation of every action variable in $A$ for $\tau$.

Definition 8 (Valuation of the Set of Event Variables [102, 105]). Let $T = (S, \text{Act}, \rightarrow, I, \text{AP}, L)$ a transition system, $\tau = s_0, a_1, s_1, a_2, \ldots, a_n, s_n$ a finite execution of $T$ and $A$ the set of event variables then we define the function $\text{val}_A(\sigma)$ as follows:

$$\text{val}_A(\tau) = (\alpha_{a_1}, \ldots, \alpha_{a_n}) \mid \alpha_{a_i} = \begin{cases} \text{true}, & \text{if } \tau \models_e a_i \\ \text{false}, & \text{otherwise} \end{cases}$$

Further, we define $\text{val}_A(\tau) = \text{val}_A(\tau')$ if for all $a_i \in A$ the values assigned by $\text{val}_A(\tau)$ and $\text{val}_A(\tau')$ are equal and $\text{val}_A(\tau) \neq \text{val}_A(\tau')$ else.

An EOL formula describes the valid action order in an execution by connecting the event variables in $\psi$ with different operators, as defined in Definition 9. A simple EOL formula does not infer an order of the described actions and uses only the Boolean connectives negation ($\neg$), conjunction $\land$ and disjunction ($\lor$). A complex EOL formula can express the order of action by the ordered conjunction operator $\land$. An EOL formula $a \land b$ with two event variables $a$ and $b$ is satisfied when $a$ validates to true before $b$. The EOL logic also provides interval operators $\land_1, \land_2$ and $\land_\phi \land_\psi$, where a simple EOL formula has to hold for an interval of an execution. For example, $\Psi \land_1 \phi$ describes that after an execution satisfies $\Psi$, every action satisfies $\phi$. The operator $\land$ binds stronger than $\land$, and $\neg$ binds stronger than $\land$.

Definition 9 (Syntax of Event Order Logic (EOL) [102, 105]). Simple EOL formulas over a set $A$ of event variables are formed according to the following grammar:

$$\phi ::= a \mid \phi_1 \land \phi_2 \mid \neg \phi \mid \phi_1 \lor \phi_2$$
where $\alpha \in \mathcal{A}$ and $\phi$, $\phi_1$ and $\phi_2$ are simple EOL formulas. Complex EOL formulas are formed according to the following grammar:

\[
\psi ::= \phi \mid \psi_1 \land \psi_2 \mid \psi_1 \lor \psi_2 \mid \psi_1 \land \psi_2 \mid \psi \land \left( \phi \land \psi \right) \mid \psi \land \left( \phi \lor \psi \right) \mid \psi_1 \land \phi_2 \rightarrow \psi_2
\]

where $\phi$ is a simple EOL formula and $\psi_1$ and $\psi_2$ are complex EOL formulas.

The semantics of every operator is formally given by the semantics of an EOL formula in Definition 10. For a more detailed description, we refer to [102, 105].

We adapt the indices in Formulae 3.12-3.15 of Definition 10 because of the following observations:

- The semantics of $\psi_1 \land \psi_2$ is given in [102] as

  \[
  \tau[i..r] \models_e \psi_1 \land \psi_2 \iff \exists j, k : i \leq j < k \leq r . \tau[i..j] \models_e \psi_1 \text{ and } \tau[k..r] \models_e \psi_2.
  \]

  These semantics ignore the execution part $j..k$. For instance, we observe that the execution $\tau_1 = s_0, a, s_1, b, s_2, c, s_3$ does not satisfy $\psi_0 = (a \land b) \land c$, following the semantics in [102], even though $\tau_2 \models_e \psi_0$. According to the semantics in [102], a subtrace $\tau[j..j]$ with a single event has to satisfy $a \land b$ for any index $j \in [1, 3]$. This satisfaction is wrong since $b$ occurs after $a$ in $\tau_1$. Thus, we remove the index $k$ in Definition 10 with the consequences that $\tau_1 \not\models_e \neg a \land \neg b$ correctly holds.

- We observe that the execution $\tau_2 = s_0, a, s_1, b, s_2, c, s_3$ does not satisfy $\psi_0 = (a \land b) \land c$, following the semantics in [102], even though $\tau_2 \models_e \psi_0$ holds because according to the semantics in [102], a subtrace $\tau[j..j]$ with a single event has to satisfy $a \land b$ for any index $j \in [1, 3]$. It seems to be the result of a typo in the semantics definition in [102]. Thus, we alter $\tau[j..j] \models_e \psi$ in the semantics of EOL Formulae $\psi \land \phi$ and $\phi \land \psi$ into $\tau[i..j] \models_e \psi$, and alter $\tau[j..j] \models_e \psi_1$ in $\psi_1 \land \phi \land \psi_2$ into $\tau[i..j] \models_e \psi_1$.

**Definition 10** (Adapted Semantics of Event Order Logic (EOL) [102, 105]). Let $T = (S, \text{Act}, \rightarrow, I, \text{AP}, L)$ a transition system, let $\phi$, $\phi_1$, $\phi_2$ simple EOL formulas, let $\psi$, $\psi_1$, $\psi_2$ complex EOL formulas, and let $\mathcal{A}$ a set of event variables, with $\alpha_i \in \mathcal{A}$, over which $\phi$, $\phi_1$, $\phi_2$ are built. Let $\tau = s_0, a_1, a_2, \ldots, a_n, s_n$ a finite execution of $T$ and $\tau[i..r] = s_i, a_{i+1}, s_{i+1}, a_{i+2}, \ldots, a_r, s_r$ a partial execution. We define that an execution $\tau$ satisfies an event order logic formula $\psi$, written as $\tau \models_e \psi$, as follows:

\[
s_j \models_e \alpha_i \iff s_{j-1} \xrightarrow{\alpha_i} s_j
\]

\[
s_j \models_e \neg \phi \iff \not s_j \models_e \phi
\]

\[
\tau[i..r] \models_e \phi \iff \exists j : i \leq j \leq r . s_j \models_e \phi
\]

\[
\tau[i..r] \models_e \neg \phi \iff \forall j : i \leq j \leq r . s_j \models_e \neg \phi
\]

\[
\tau \models_e \psi \iff \tau[0..n] \models_e \psi, \text{ where } n \text{ is the length of } \tau.
\]

\[
\tau[i..r] \models_e \phi_1 \land \phi_2 \iff \tau[i..r] \models_e \phi_1 \text{ and } \tau[i..r] \models_e \phi_2
\]

\[
\tau[i..r] \models_e \phi_1 \lor \phi_2 \iff \tau[i..r] \models_e \phi_1 \text{ or } \tau[i..r] \models_e \phi_2
\]

\[
\tau[i..r] \models_e \neg (\phi_1 \land \phi_2) \iff \tau[i..r] \models_e \neg \phi_1 \text{ or } \tau[i..r] \models_e \neg \phi_2
\]
\( \tau[i..r] \models_e \neg(\phi_1 \lor \phi_2) \) iff \( \tau[i..r] \models_e \neg \phi_1 \) and \( \tau[i..r] \models_e \neg \phi_2 \) \hfill (3.9)

\( \tau[i..r] \models_e \psi_1 \land \psi_2 \) iff \( \tau[i..r] \models_e \psi_1 \) and \( \tau[i..r] \models_e \psi_2 \) \hfill (3.10)

\( \tau[i..r] \models_e \psi_1 \lor \psi_2 \) iff \( \tau[i..r] \models_e \psi_1 \) or \( \tau[i..r] \models_e \psi_2 \) \hfill (3.11)

\( \tau[i..r] \models_e \psi_1 \land \psi_2 \) iff \( \exists j: i \leq j \leq r . \tau[i..j] \models_e \psi_1 \) and \( \tau[j+1..r] \models_e \psi_2 \) \hfill (3.12)

We define that the transition system \( T \) satisfies the formula \( \psi \), written as \( T \models_e \psi \), iff \( \exists \tau \in T . \tau \models_e \psi \).

The subset relation operators between two EOL formulae are given in Definition 11. For example, the EOL formula \( a \) has an event variable set \( \{a\} \) and is a true subset of the EOL formula \( a \land b \) since \( \{a\} \subseteq \{a, b\} \) and \( \{a\} \neq \{a, b\} \).

**Definition 11 (EOL Formula Subset Relation Operators [102]).** Let \( \psi_1 \) and \( \psi_2 \) be EOL formulae, where \( \psi_1 \) is built over the set of event variables \( A_1 \) and \( \psi_2 \) is built over the set of event variables \( A_2 \). We define the subset relation operators \( \subseteq \) and \( \subset \) on EOL formulae as follows:

- \( \subseteq: \psi_1 \subseteq \psi_2 \) iff \( A_1 \subseteq A_2 \).
- \( \subset: \psi_1 \subset \psi_2 \) iff \( A_1 \subseteq A_2 \) and not \( A_1 = A_2 \).

**The Original Cause Definition in Causality Checking in [102,104].** In [102,104], Definition 7 of an actual cause is applied to transition systems. They defined a world of a transition system to be an execution. The conditions in Definition 12 now formalize when an EOL formula \( \psi \) is a cause for the violation of a property \( \varphi \). At least one execution \( \tau \) exists in \( T \) that satisfies \( \psi \) and violates the property (AC1). In order to satisfy the counterfactual argument, AC2.1 claims that at least one execution \( \tau' \) exists in \( T \) that does not satisfy \( \psi \) and satisfies the property. AC2.2 claims that for every execution \( \tau'' \) that satisfy \( \psi \), additional events \( W \) in \( \tau'' \) that are not in \( \tau \) have no influence on the violation of \( \varphi \). AC3 ensures that \( \psi \) is a minimal EOL formula satisfying AC1, AC2.1 and AC2.2.

**Definition 12 (Cause for a Property Violation [102,104]).** Let \( T = (S, \text{Act}, \rightarrow , I, \text{AP}, L) \) be a transition system, and \( \tau, \tau' \) and \( \tau'' \) be some executions of \( T \). An EOL formula \( \psi \) containing all the event variables in \( Z \) is considered a cause for an effect represented by the violation of the LTL non-reachability property \( \varphi \), if the following conditions are satisfied: We partition the set of event variables \( A \) into sets \( Z \) and \( W \), such that \( Z \) contains all event variables that are part of the EOL formula \( \psi \) and let \( W = A \setminus Z \). We use the function \( \text{val}_A(\tau) \) given in Definition 8 to represent the valuation of all variables in \( A \) for a given \( \tau \).
• **AC1:** There exists an execution $\tau$, for which both $\tau \models_e \psi$ and $\tau \not\models \varphi$ hold.

• **AC2.1:** $\exists \tau' \text{ s.t. } \tau' \not\models_e \psi \land (\text{val}_Z(\tau) \neq \text{val}_Z(\tau') \lor \text{val}_W(\tau) \neq \text{val}_W(\tau'))$ and $\tau' \models \varphi$. In words, there exists an execution $\tau'$ where the order and occurrence of events is different from execution $\tau$ and $\varphi$ is not violated on $\tau'$.

• **AC2.2:** $\forall \tau''$ with $\tau'' \models_e \psi \land (\text{val}_Z(\tau) = \text{val}_Z(\tau'') \land \text{val}_W(\tau) = \text{val}_W(\tau''))$ it holds that $\tau'' \not\models \varphi$ for all subsets of $W$. In words, for all executions where the events in $Z$ have the value defined by $\text{val}_Z(\tau)$ and the order defined by $\psi$, the value and order of an arbitrary subset of the events in $W$ have no effect on the violation of $\varphi$.

• **AC3:** The EOL formula $\psi$ is minimal: no true subset of $\psi$ satisfies conditions $AC1$ and $AC2$.

For Example 1, a cause $\psi^A$ given in [102] is $Ta \land Ca \land Gf \land Cc \land \neg Cl \land Tc$. $Cl$ is not allowed to occur after $Cc$ occurred since in case the car leaves the crossing before the train enters the crossing the property violation does not occur, and $AC2.2$ is not satisfied. Non-occurrence of events is defined in Definition 13, and describe a set $Q$ of event variables that are not allowed to occur in an execution. By considering non-occurrence, a cause can satisfy $AC2.2$. We call an event represented by an event variable in $Q$ a non-occurrence event.

**Definition 13** (Non-Occurrence of Events [102, 104]). Let $T = (S, \text{Act}, \rightarrow, I, \text{AP}, L)$ a transition system, and $\tau$ and $\tau''$ executions of $T$. We partition the set of event variables $A$ into sets $Z$ and $W$, such that $Z$ contains all event variables that are part of the EOL formula $\psi$ and let $W = A \setminus Z$. The non-occurrence of the events which are represented by the event variables $\alpha_e \in Q$ with $Q \subseteq W$ on execution $\tau$ is causal for the violation of the LTL formula $\varphi$ if $\psi$ satisfies $AC1$ and $AC2(1)$ but violates $AC2(2)$, and if $Q$ is minimal, which means that there is no true subset of $Q$ for which $\tau'' \models_e \psi \land \text{val}_Z(\tau) = \text{val}_Z(\tau'') \land \text{val}_W(\tau) = \text{val}_W(\tau'')$ and $\tau'' \not\models \varphi$ holds. In addition we require that for no other set $Q'$ that satisfies the conditions described above, $Q' \subseteq Q$.

$\psi^A$ represents just one order of the actions that result in a property violation. Also, other orders of the actions represent action traces that result in a property violation. Thus, some orders in the given cause are not causal for the property violation and can be removed from the cause. The order condition $OC$ in Definition 14 removes the non-causal orders from a cause. The result is a cause that describes several action orders that result in a property violation. For example, a resulting cause given in [102] is $Gf \land (\langle Ta \land (Ca \land Cc) \rangle \land \neg Cl \land Tc$.

**Definition 14** (Order Condition [102, 104]). Let $T = (S, \text{Act}, \rightarrow, I, \text{AP}, L)$ a transition system, and $\tau$, $\tau'$ executions of $T$. Let $\Psi$ an EOL formula over $Z$ that holds for $\tau$ and let $\Psi^\land$ the EOL formula that is created by replacing all $\land$-operators in $\Psi$ by $\land$-operators. The $\land [\land]$, and $\land < \land >$ are not replaced in $\Psi^\land$.

$OC$: The order of a subset of events $Y \subseteq Z$ represented by the EOL formula $\chi$ is not causal if the following holds: $\tau \models_e \chi \land \exists \tau' \in \Sigma_B : \tau' = \tau \land \tau' \not\models_e \chi \land \tau' \models_e \chi^\land$. 

3.5. Causality Checking
Theorem 1 states that Causality Checking based on Definition 12 is complete and is proven in [102].

**Theorem 1 (Causality Checking is Complete [102]).** If all bad traces have been identified, the event order logic formula returned by the causality checker is complete, so that there does not exist a trace leading to a property violation that is not captured by the event order logic formula $\psi$ which is returned by the causality checker. Formally we define $\forall \sigma \in T.\sigma \not\models \varphi \Rightarrow \sigma \models_e \psi$.

**Cause Probability Computation [102, 105]** For a cause computed by Causality Checking, QuantUM can compute the probability of the cause, as well as, the probability of the overall system failure [102,105].

Therefore, QuantUM uses the stochastic model checker Prism [97]. In Prism, the probability computation of QuantUM uses model checking of continuous timed Markov chains (CTMC) [13]. In a CTMC, each transition has a probability rate $\lambda$. A probability rate follows an exponential distribution $P = e^{-\lambda t}$. $P$ is the probability of a transition to leave the current and transit to the next state. Since a state can be left by several transitions, the probabilities of the transitions coexist until one transition is taken. The overall probability $P_s$ to leave a state $s$ is the minimum of all exponential distribution functions of the state and thereby the sum of all transition rates $P_s = e^{-\sum \lambda_i t}$ [13].

QuantUM converts the STM diagrams of a system model to the input language of Prism and then computes the probability of the overall system failure. Afterwards, for each cause, QuantUM generates a process that describes the order and the events of a cause. The process transitions are synchronized with the transitions of the Prism system model such that when the event appears in the system model, the transition with the corresponding event name is also taken in the cause process. QuantUM executes Prism for every cause to compute the probability of the cause.

### 3.6 Modeling an Specification Formalisms for Timed Systems

In Definition 15, which is adapted from [27], we represent a timed system by a timed automata while it resides in a location. The possible clocks values are restricted by clock constraints that are either assigned as location invariants to a location, or as guards to a transition in $\Theta$. Given a set of clocks $C$, we denote by $B(C)$ the set of all clock constraints over $C$, which are conjunctions of atomic clock constraints of the form $c \sim n$, where $c \in C$, $\sim \in \{<,\leq,=,\geq,>\}$ and $n \in \mathbb{N}$. For the remainder of this section, we fix a finite set of clocks $C$.

**Definition 15 (Timed Automaton (TA) [27]).** A timed automaton $T$ is a tuple $T = (L, l^0, \Sigma, \Theta, I)$ where:

- $L$ is a finite set of locations,
- $l^0 \in L$ is an initial location,
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- \( \Sigma \) is a finite set of actions,
- \( \Theta \subseteq L \times B(C) \times \Sigma \times 2^C \times L \) is the transition relation, and
- \( I : L \to B(C) \) denotes a labeling of locations with clock constraints, referred to as location invariants.

For \( \theta \in \Theta \) with \( \theta = (l, g, a, r, l') \), we refer to \( g \) as the guard of \( \theta \) and to \( r \) as its clock resets.

In Definition 16, the operational semantics of \( T \) is given by a timed transition system (TTS). A clock valuation \( u \) is a function \( C \to \mathbb{R}_{\geq 0} \). For a clock constraint \( b \), we write \( u \models b \) iff \( b \) evaluates to true in \( u \). There are two types of transitions. An action transition is in \( \Theta \) and models the execution of an action whose guard is satisfied. These transitions are instantaneous and may reset the specified clocks. The passage of time in a location is modeled by delay transitions. Both types of transitions guarantee that location invariants are satisfied in the pre and post state.

**Definition 16** (Timed Transition System (TTS) [29]). For a timed automaton \((L, l^0, \Sigma, \Theta, I)\), a timed transition system is a tuple \(H = (S, s_0, \Sigma, \rightarrow)\) where \(S = \{(l, u) \in L \times \mathcal{R}_{\geq 0} \mid u = I(l)\}\), \(s_0\) is the initial state \((l^0, u_0)\) such that \(u_0\) maps all clocks to 0, and a transition \((l, u) \xrightarrow{t} (l', u')\) is in \(\rightarrow\) iff

- (action transition) \(t = (l, g, a, r, l') \in \Theta\), \(u \models I(l) \land g\), \(u' = I(l')\) and for all clocks \(c \in C\), \(u'(c) = 0\) if \(c \in r\) and \(u'(c) = u(c)\) otherwise; or
- (delay transition) \(t \in \mathbb{R}_{\geq 0}\), \(l = l'\), \(u = I(l)\), \(u' = I(l)\) and \(u' = u + t\).

An urgent location is a location that has to be left immediately without taking a delay transition [29].

A run [27] of a TTS is a sequence of states and actions of the form \(s_0 \xrightarrow{t_1} a_1 \rightarrow s_1 \xrightarrow{t_2} a_2 \rightarrow \ldots \) with \(s_i = (l_i, u_i)\) where \(s_0\) is the initial state and every \(t_i\) is in \(\mathbb{R}_{\geq 0}\) with \((l_i, u_i) \xrightarrow{t_i} (l_i, u_{i+1})\) in \(\rightarrow\), and every \(a_i\) is in \(\Sigma\) with \((l_i, u_{i+1}) \xrightarrow{(l_i, g_i, a_i, r_i, l_i+1)} (l_{i+1}, u_{i+1})\) in \(\rightarrow\). A timed trace [27] is a sequence of timed actions \(\xi = (t'_1, a_1), (t'_2, a_2), \ldots \) that is generated by a run of a TTS associated with a TA, where \(t'_i = \sum_{0 \leq j \leq i} t_j\). We capture families of timed traces that perform the same sequence of actions but differ in their delay transitions by the notion of a symbolic timed trace.

**Definition 17** (Symbolic Timed Trace (STT)). A symbolic timed trace (STT) of a TA \(T\) is a sequence of transitions \(\tau = \theta_0, \ldots, \theta_{n-1}\). A realization of \(\tau\) is a sequence of delay values \(\delta_0, \ldots, \delta_n\) such that there exists states \(s_0, \ldots, s_n, s_{n+1}\) with \(s_1 \xrightarrow{\delta_1} \theta_1 s_{i+1}\) for all \(i \in [0, n]\) and \(s_n \xrightarrow{\delta_n} s_{n+1}\). We say that a STT is feasible if it has at least one realization.

The timed language for a TA \(T\) is the set of all its symbolic timed traces, which we denote by \(L_T(T)\). For an timed trace, the untimed trace is obtained by projection on \(T\)'s set of actions \(\Sigma\). The untimed language of \(T\) consists of words over
Σ, so that there exists at least one timed trace of T forming this word. Formally, for a timed trace \( \xi = (t_1, a_1), (t_2, a_2) \ldots \), the untimed operator \( \mu(\xi) \) returns an untimed trace \( \xi_\mu = a_1a_2 \ldots \). We define the untimed language \( L_\mu(T) \) of the TA T as \( L_\mu(T) = \{ \mu(\xi) \mid \xi \in L_T(T) \} \). We represent a finite untimed language using a NonDeterministic B"uchi Automaton and an infinite untimed language using a NonDeterministic B"uchi Automaton.

**Definition 18** (NonDeterministic Finite Automaton (NFA) [29]). A nondeterministic finite automaton is a tuple \( M = (S, \Sigma, \rightarrow, S_0, F) \) where \( S \) denotes a finite set of states, \( \Sigma \) denotes an alphabet, \( \rightarrow \subseteq S \times \Sigma \times S \) denotes a transition relation, \( S_0 \subseteq S \) denotes the set of initial states, and \( F \subseteq S \) denotes the set of acceptance states. We write \( s \xrightarrow{a} s' \) when \((s, a, s') \in \rightarrow\). An execution of \( M \) is a sequence \( s_0 \xrightarrow{a_0} s_1 \ldots \xrightarrow{a_{n-1}} s_n \) such that \( s_0 \in S_0 \) and \( s_n \in F \). A run \( s_0, s_1, \ldots, s_n \) of \( M \) is the projection of an execution \( s_0 \xrightarrow{a_0} s_1 \ldots \xrightarrow{a_{n-1}} s_n \) on the state sequence. \( M \) accepts a word \( w = a_0, a_1, \ldots, a_{n-1} \) when an execution \( s_0 \xrightarrow{a_0} s_1 \ldots \xrightarrow{a_{n-1}} s_n \) exists. The language \( L(M) \) recognized by \( M \) is the set of (finite length) words accepted by \( M \).

**Definition 19** (NonDeterministic Buchi Automaton (NBA) [29]). An NBA \( B = (S, \Sigma, \rightarrow, S_0, F) \) is called a non deterministic Buchi automaton in case it is used with an acceptance condition for infinite input sequences. For an infinite sequence \( r = s_0s_1 \ldots \) of states, let \( \inf(r) = \{ s \in S \mid s = s_i \text{ for infinitely many } i \} \). An NBA \( B \) accepts an infinite word \( w = a_1a_2 \ldots, w \in \Sigma^\omega \), iff \( B \) has an infinite run \( r = s_0s_1 \ldots \) of states on \( w \) such that \( s_0 \in S_0, \inf(r) \cap F \neq \emptyset \) and \( \forall i \in \mathbb{N}, (s_i, a_{i+1}, s_{i+1}) \in \rightarrow \). The language \( L(B) \subseteq \Sigma^\omega \) recognized by an NBA \( B \) is the set of infinite words accepted by \( B \). \( \text{pref}(L(B)) \) denotes the set of all finite prefixes of words in \( L(B) \).

For a given NFA or NBA \( M \), the closure \( cl(M) \) denotes the automaton obtained from \( M \) by turning every state into an accepting state. We call \( M \) closed iff \( M = cl(M) \). Notice that an NBA accepts a safety language if and only if it is closed [4].

We use zones as given in Definition 20 in order to abstract an infinite-state TTS into a finite-state Zone Automaton, c.f. Definition 21.

**Definition 20** (Zone [29]). A diagonal constraint is an extended clock constraint of the form \( x - y \sim n \) with two clocks \( x \) and \( y \). For a finite set \( C \) of clocks, let \( \| \varphi \|_C = \{ u \in \mathbb{R}^C_0 \mid u \vDash \varphi \} \) denote the set of clock evaluations \( u \) satisfying a conjunction \( \varphi \) of diagonal clock constraints. A subset \( z \subseteq \mathbb{R}^C_0 \) is called a zone if there exists \( \varphi \) for which \( z = \| \varphi \|_C \).

**Definition 21** (Zone Automaton (adapted from [29])). Assume a timed automaton \( T = (L, \Theta, \Sigma, \Theta, I) \). We define the zone automaton \( [T]_Z = (S_Z, \Theta_Z, \Sigma_Z, \Theta_Z) \) for \( T \) such that \( S_Z = \{(l, z) \mid l \in L, z \subseteq \mathbb{R}^C_0 \text{ is a zone}\} \), \( \theta_Z^0 = (l^0, \{ u_0 \}) \), \( \Sigma_Z = \Sigma \cup \{ \delta \} \) and a transition relation \( \Theta_Z \subseteq S_Z \times \Sigma_Z \times S_Z \). Let \( z^\sim = \{ u + d \mid u \in z, d \in \mathbb{R}^C_0 \} \), and let \( z[r] \) denote the clock reset for a clock set \( r \) in a zone \( z \) such that in the resulting zone every clock in \( r \) evaluates to 0. We write \( l \sim z \xrightarrow{l'} (l, a, l') \in \Theta_Z \). The transition relation \( \Theta_Z \) is the smallest relation that satisfies the following rules:

1. If \((l, z) \in S_Z\), then \((l, z) \xrightarrow{\delta} (l, z^\sim \cap I(l))_C\).
2. If \( l \xrightarrow{\varphi,a,r} l' \in \Theta \), then \( (l,z) \xrightarrow{a} (l',(z \cap [\varphi]_C)[r] \cap [I(l')]_C) \).

A trace \( a_0 \ldots a_n \) is a trace of \( \Theta_Z \) iff for \( 0 \leq i \leq n \), \( l_i \sim l_{i+1} \) exists and \( l_0 = l^0 \). We call a trace of \( \Theta_Z \) a symbolic trace.

\( \mathcal{L}_T([T]_Z) \) denotes the set of timed traces with time delays that satisfy the zones of at least one symbolic trace of \( [T]_Z \).

**Property Specification.** We focus on the analysis of timed safety properties, which we characterize by an invariant formula that has to hold for all reachable states of a TA. These properties ensure, for instance, that in every location the value of a clock variable is not above, equal to or below a certain (integer) bound. Formally, let \( T = (L,l^0,C,\Sigma,\Theta,I) \) be a TA. A timed safety property \( \Pi \) is a Boolean combination of atomic clock constraints and location predicates \( @l \) where \( l \in L \). A location predicate \( @l \) holds in a state \( (l',u) \) of \( T \) iff \( l' = l \). We say that an STT \( S \) witnesses a violation of \( \Pi \) in \( T \) if there exists a realization of \( S \) whose induced final state does not satisfy \( \Pi \). We refer to such an STT as a timed diagnostic trace (TDT) of \( T \) for \( \Pi \).

\( T \) satisfies \( \Pi \) iff all its reachable states satisfy \( \Pi \). This problem can be decided using model checking tools such as Kronos [142] and UPPAAL [26]. UPPAAL in particular computes a finite abstraction of the state space of TAs using zones for the graph construction. Reachability analysis is then performed by an on-the-fly search of the zone graph. If the property is violated, the tool generates a feasible TDT that witnesses the violation. The implementation of the analyses in Part III analyzes TDTs generated by the UPPAAL tool, but we maintain that our results can be adapted to any other tool producing TDTs.

We further note that UPPAAL takes a network of timed automata (NTA) as input, which is a Calculus of Communicating Systems (CCS) [113] style parallel composition of timed automata \( T_1 \mid \ldots \mid T_n \), yielding a TA. Since our analysis and repair techniques focus on timing-related errors rather than synchronization errors, we use TAs rather than NTAs in our formalization. However, our repair analysis can be directly applied to the TA obtained by the parallel composition and the implementation in TarTar works directly on NTAs.
Part II

Causal Analysis of Untimed System Models
Chapter 4

Revised Cause Definitions for Untimed System Models

4.1 Introduction

The focus of Causality Checking presented in [102] is not to blame a single action in a transition system to be causal for a property violation but to explain the interplay of several actions leading to a property violation. A complete enumeration of causes allows us to know the ways a system can fail and creates trust in an implemented system. The cause definition underlying Causality Checking in [102] is Definition 12. We demonstrate by use of an example in Section 4.2 that Causality Checking based on Definition 12 is incomplete. We adapt the ideas on which Definition 12 is based on, and elaborate a revised cause definition to analyze the bad traces of a transition system that non-deterministically violate a property in Section 4.3 and a revised cause definition to analyze the bad traces of a transition system that deterministically violates a property in Section 4.4. The proofs show that Causality Checking based on the revised definitions is complete and sound.

4.2 Incompleteness of Original Cause Definition

We now show by use of an example that Causality Checking as presented in [102] is not complete, as stated by Theorem 1, that is quoted from [102], and proven in [102, Theorem 43]. For Example 1, the action traces \( \sigma = (\text{Ta, Ca, Go, Ge, Tc, Gf, Cc}) \) and \( \sigma' = (\text{Ta, Ca, Gf, Tc, Cc}) \) violate the given property. We will see that according to the definitions in [102], for \( \sigma \), no cause \( \psi_\sigma \) with \( \sigma \models \psi_\sigma \) exists. \( \sigma \) represents a behavior where the gate erroneously opens, and in \( \sigma' \) the gate falsely signals the train that the gate is closed. This difference between the behaviors is reflected in the order of Tc and Gf in \( \sigma \) and \( \sigma' \). For \( \sigma \), we create an EOL formula \( \psi_\sigma = \text{Ta} \land \text{Ca} \land \text{Go} \land \text{Ge} \land \text{Tc} \land \neg \text{Tl} \land \neg \text{Gf} \land \neg \text{Cc} \) and for \( \sigma' \), an EOL formula \( \psi_{\sigma'} = \text{Ta} \land \text{Ca} \land \text{Gf} \land \text{Tc} \land \neg \text{Tl} \land \text{Cc} \). The minimality condition (AC3) in Definition 12 compares \( \sigma \) and \( \sigma' \) by a subset relation over the event variables in the corresponding EOL formulae. \( \psi_{\sigma'} \subset \psi_\sigma \) holds by Definition 11 since \( \{\text{Ta, Ca, Gf, Tc, Tl, Cc}\} \) is a subset of \( \{\text{Ta, Ca, Go, Ge, Tc, Tl, Gf, Tl, Cc}\} \). Because \( \psi_{\sigma'} \subset \psi_\sigma \) holds, \( \sigma \models \psi_{\sigma'} \) is falsely assumed in the proof of Theorem 1 in [102]. Instead \( \sigma \not\models \psi_{\sigma'} \) holds because of the order of Gf and Tc and, hence, neither \( \psi_{\sigma'} \) nor \( \psi_\sigma \) is the expected cause for \( \sigma \) violating \( \varphi \). Also, in Example 1, no subtrace of \( \sigma \) exists that violates the property. Hence, no cause \( \psi_\sigma \) according to Definition 12 for \( \sigma \) violating \( \varphi \) exists, and consequently, Theorem 1 does not hold. We will change the minimality condition for a cause from referring to a subset condition over events to a subtrace condition.
With this revision, a cause $\sigma \models \psi$ exists, and completeness of the revised Causality Checking can be proven.

Furthermore, we state the following observations $O_i$ that motivate additional modifications of the cause definition in [102].

$O_1$ Following Definition 12, several causes presented in [102] are actually not causes according to Definition 12 because they are not minimal and, as a consequence, violate AC3. For instance, $\psi = Gf \land ((Ta \land (Ca \land Cc)) \land \neg Cl \land \neg Tc)$ presented in [102], is not a cause according to Definition 12 since $\psi' = Cc \land \neg Cl \land \neg Tc$ is a true subset of $\psi$ and satisfies AC1-AC3 as shown in the proof below. A fundamental decision in [102] was that a cause should describe the causal process with every necessary event to result in a property violation. With this decision, $\psi'$ should not be a cause and we will revise Definition 12 so that $\psi$ is then a cause.

Proof. Assume TS and the property $\varphi$ of the railroad example in Example 1. We now show that $\psi'$ satisfies AC1-AC3 of Definition 12.

The action trace $\sigma = (Go, Ca, Cc, Ta, Gc, Tc)$ satisfies $\psi'$ and violates $\varphi$. Thus, $\sigma$ witnesses that AC1 holds. The action trace $\sigma' = (Ca, Cc, Cl)$ satisfies $\varphi$ and does not satisfy $\psi'$ since $\sigma'$ does not contain Tc. Hence, $\sigma'$ is evidence that AC2.1 holds for $\psi'$. We ensure AC2.2 by contradiction and assume that an action trace $\sigma''$ exists such that $\sigma'' \models \psi'$ and $\sigma'' \models \varphi$. When $\sigma'' \models \psi'$ holds, the car has entered but not left the crossing and the train has also entered the crossing. Thus, the car and the train are in the crossing at the same time which violates $\varphi$, and contradicts the assumption that $\sigma'' \models \varphi$. Hence, $\sigma''$ cannot exist and AC2.2 holds. $\psi'$ is also minimal (AC3) since removing any action Cc, Cl or Tc from $\psi'$ allows an action trace that satisfies $\psi'$ and $\varphi$. No subset of $\psi'$ can satisfy AC2.2 and, thus, AC3 holds.

In summary, $\psi'$ is a cause because AC1-AC3 holds for $\psi'$.

$O_2$ $\psi_{\sigma'}$ presented above satisfies Definition 12. It contains several order constraints, such as that Ta occurs before Ca, that are not causal since swapping these two events still results in a property violation. Even if the OC condition removes these non causal orders resulting in a cause $\psi'_{\sigma'}$, $\psi_{\sigma'}$ is still a cause satisfying Definition 12 that contains non causal order constraints. This casts doubt on whether Definition 12 really defines a cause. We integrate the OC condition into the revised cause definition such that only $\psi'_{\sigma'}$ is considered a cause.

$O_3$ We now show that the OC condition in Definition 14 also creates causes that do not satisfy Definition 12. Assume a TS with an action trace $\langle a, c, b \rangle$ that satisfies a property and two action traces $\langle a, b, c \rangle$ and $\langle c, a, b \rangle$ violating the property. By using the OC condition, we obtain a cause $\psi_c = (a \land b) \land c$. The action trace $\langle a, c, b \rangle$ satisfies $\psi_c$ but also satisfies the property. This violates AC2.2, and $\psi_c$ cannot be a cause according to Definition 12. Instead, $a \land b \land c$ and $c \land a \land b$ are the causes that satisfy Definition 12. Hence, a cause relaxed
by the OC condition may over-approximate and result in too many action traces satisfying the cause. By integrating the OC condition into the revised cause definition, we remove this over-approximation.

O4 Definition 12 uses a set \( W \) to describe event variables that do not affect the violation of \( \varphi \). When the variables of \( W \) have no effect on the violation of a property then the events in \( W \) are not part of the cause since a cause is minimal (AC3). In Definition 7, \( W \) was used to distinguish between several causes that are simultaneously satisfied in a world to detect the actual cause which is responsible for a property violation. We cannot decide by Definition 12 which cause is the actual cause for a property violation, as the following example shows. The action trace \( \langle Go, Ca, Cc, Ta, Gc, Gf, Tc \rangle \) violates the property in Example 1 and, for this violation \( ((Go \wedge Gc) \wedge (Ca \wedge Cc) \wedge Ta) \wedge \neg Tl \wedge Tc \) and \( (Gf \wedge (Ca \wedge Cc) \wedge Ta) \wedge \neg Tl \wedge Tc \) are causes according to Definition 12. Which of the two causes is the actual one, cannot be decided by Definition 12. The aim of Causality Checking is to compute every cause in a system and to determine the possible actual causes for a given bad trace. In the example above, we call both causes actual since the action trace satisfies both causes. For this understanding of an actual cause, \( W \) is not necessary in Definition 12. We can remove \( W \) from the definition which simplifies its formulation.

O5 AC2.2 in Definition 12 ensures the regularity property that whenever the cause occurs, the effect also occurs. Causality Checking based on Definition 12 analyzes transition systems with action traces that deterministically violate or satisfy a given property in order to ensure AC2.2 in Definition 12 by analyzing the non-occurrence of events.

As an example for a transitions system that non-deterministically violates a property, assume a TS \( T \) where an action trace \( \langle a, b \rangle \) violates a property \( \varphi \), and another action trace \( \langle a, b \rangle \) satisfies \( \varphi \). Causality Checking would compute the EOL formula \( \psi = a \wedge b \) which does not satisfy AC2.2 of Definition 12 since \( \langle a, b \rangle \models \psi \) and \( \langle a, b \rangle \not\models \varphi \). Non-occurrence cannot deal with this action trace, since \( \langle a, b \rangle \) satisfies \( \varphi \) and no non-occurrence event exists in \( \langle a, b \rangle \) to explain the satisfaction of \( \varphi \). For \( T \), no cause according to Definition 12 exists. A realistic example for a system model that non-deterministically violates a given property is the autonomous driving example presented in Chapter 7. When an action trace violates and satisfies an property, some causal relation is not modeled in the underlying TS and, hence, the cause cannot be computed. For those TSs, we are interested to compute the causal relations of the cause that are modeled in the TS, and we call these relations a weak cause. We present a weak cause definition that does not ensure AC2.2 for transition systems that non-deterministically violate \( \varphi \), and afterwards a cause definition that ensures AC2.2 for a TS that deterministically violate \( \varphi \).

These observations motivate us to revise the cause definition underlying Causality Checking.
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We now derive the weak cause definition that adopts the underlying ideas of Definition 12 to analyze the bad traces of transition systems that do not deterministically violate a property.

In the new cause definitions presented below, we assume a world to be an action trace of a transition system $T$ and the effect to be the violation of a regular safety property $\varphi$. An action trace determines a total ordering of the actions that it contains. For instance, $\sigma_1 = \{\text{Ca}, \text{Ta}, \text{Gf}, \text{Cc}, \text{Tc}\}$ is an action trace of Example 1, and violates the property that the car and the train are never in the crossing at the same time. $\sigma_1$ determines the total order $\{\text{Ca} < \text{Ta}, \text{Ta} < \text{Gf}, \text{Gf} < \text{Cc}, \text{Cc} < \text{Tc}\}$ for the action set $\{\text{Ca}, \text{Cc}, \text{Ta}, \text{Tc}, \text{Gf}\}$. The total order of $\sigma_1$ also describes implicit transitive order constraints, for instance, $\text{Gf} < \text{Tc}$. We assume in Causality Checking that $\sigma_1$ violates the property because of some of the actions and their ordering determined by $\sigma_1$. Based on this assumption, a cause is a subset of the total order that $\sigma_1$ determines.

In the following, we determine the causal actions and causal order constraints entailed in $\sigma_1$ by the counterfactual argument. Since every subtrace of $\sigma_1$ either satisfies the property or is not an action trace of Example 1, every action in $\sigma_1$ is causal.

The action order of two actions in a bad trace satisfies the counterfactual argument when for a different action order the property violation would not have occurred. We now discuss which order relations in $\sigma_1$ are causal since they satisfy the counterfactual argument. For instance, the order constraint $\text{Gf} < \text{Tc}$ is causal since any action trace in Example 1 with $\text{Tc} < \text{Gf}$ of shorter or equal length as $\sigma_1$ either satisfies the property or is not an action trace of the considered TS. By the same argument, the other causal order constraints in $\sigma_1$ are $\text{Ca} < \text{Cc}$ and $\text{Ta} < \text{Tc}$. An order constraint that is not causal in $\sigma_1$ is, for instance, $\text{Gf} < \text{Cc}$ because swapping the order of $\text{Gf}$ and $\text{Cc}$ in $\sigma_1$ still results in an action trace that violates the property.

Whether the property is no longer violated after swapping two actions in an action trace is not the only reason for an order to be causal. For instance, the action trace $\sigma_2 = \{\text{Ca}, \text{Ta}, \text{Gc}, \text{Tc}, \text{Gf}, \text{Cc}\}$ violates the property in Example 1 and no subtrace of it violates the property. Changing the order of $\text{Tc}$ and $\text{Gf}$ in $\sigma_2$ results in an action trace $\sigma'_2 = \{\text{Ca}, \text{Ta}, \text{Gc}, \text{Gf}, \text{Tc}, \text{Cc}\}$ that still violates the property. In $\sigma_2$, every event is causal whereas we can remove $\text{Gc}$ from $\sigma'_2$ and have found a subtrace $\sigma''_2 = \{\text{Ca}, \text{Ta}, \text{Gf}, \text{Tc}, \text{Cc}\}$ that still results in a property violation. Hence, the cause for the property violation by $\sigma_2$ cannot be the cause for the property violation by $\sigma'_2$ since a smaller cause without $\text{Gc}$ exists for the second violation (AC3 in Definition 7). Hence, $\sigma_2$ and $\sigma'_2$ satisfy different causes, and the order constraint $\text{Tc} < \text{Gf}$ is causal in $\sigma_2$ since it separates these causes.

An order constraint in a cause describes that an action depends on the occurrence of another action in order to reach a property violation. The order relation in a cause is a dependency relation as defined in Section 3.3 that we describe by a strict partial order for the following reasons:

- An action can not depend on itself, otherwise, the action can never occur
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(irreflexivity).

- When an action $b$ depends on another action $a$, then $a$ cannot also depend on $b$ (antisymmetricity). Assume two actions would be mutually dependent on another, then these actions could never occur.

- When an action $c$ depends on $b$ and $b$ depends on $a$ then $c$ depends also on $a$ (transitivity).

An action trace $\sigma$ of a TS $T$ can contain an action $a$ several times. In this case, we substitute every occurrence $a$ in $\sigma$ with $a_i$ where the index $i$ is the number of occurrences of $a$ up to the current occurrence of $a$ in $\sigma$.

We now present the revised cause definition in Definition 22. A cause $\phi$ according to Definition 22 for the violation of a regular safety property $\varphi$ is described by a strict partial order $<$ over $\mathcal{A}$ where $\mathcal{A}$ is the action set of minimal-length bad traces consistent with $<$. We call $\phi$ a weak cause when $\phi$ does not comply with AC2.2 of Definition 7 and instead can analyze the bad traces also of a transition system that non-deterministically violate or satisfy a property.

In line with AC1 of Definition 12, CC1 in Definition 22 ensures that a behavior of a system exists where the cause and the effect occur. In comparison to AC1, CC1 is more strict. It additionally ensures that any ordered sequence $\sigma$ of the actions in $\mathcal{A}$ with $\sigma \equiv_\mathcal{A}$ is a bad trace of $T$ and no subtrace of $\sigma$ violates the property. We call every $\sigma$ satisfying CC1 a causal trace. The intuition behind a causal trace is that the underlying execution is a minimal counterexample of $T$. CC1 ensures that a causal trace is minimal and does not contain a shorter bad trace. This restriction is on the one side a minimality condition on the events in $\mathcal{A}$, and adds on the other side order constraints to $<$ to ensure that no causal trace of $<$ satisfies another cause (cf. $\sigma_2$ and $\sigma'_2$). In case a causal trace satisfies another cause with less events, then $<$ is not the actual cause because of AC3 in Definition 12. As mentioned before, $T_c < Gf$ is an example for such a distinguishing order constraint. In addition, CC1 is an interpretation of the regularity argument that if an action trace is consistent with the cause and contains exactly the events in $\mathcal{A}$, then the effect occurs.

Condition CC2 identifies an action trace $\sigma'$ in which either some events of $\mathcal{A}$ do not occur or their order differs from $<$, and which does not violate $\varphi$. Hence, $\sigma'$ does not satisfy $<$ but $\varphi$, and witnesses the satisfaction of the counterfactual argument (AC2 in Definition 12).

The minimality condition CC3 is a subset relation as in Definition 12. In Definition 22, the subset relation is not defined over events but over the partial order constraints in $<$. Notice, that a subset relation over a partial order represents a subtrace relation. Thus, $<$ contains only the order constraints that are causal for the violation of $\varphi$.

\textbf{Definition 22} (Weak Cause for a Regular Safety Property Violation). Let $T = (S, \text{Act}, \rightarrow, I, AP, L)$ be a transition system. A strict partial order $<$ with an event set $\mathcal{A} \subseteq \text{Act}$ is a weak cause $\phi$ for the violation of the regular safety property $\varphi$, if the following conditions are satisfied:

\textbf{CC1} Any ordered sequence $\sigma$ of $\mathcal{A}$ with $\sigma \equiv_\mathcal{A} <$
1. is a bad trace of $T$, and
2. no true subtrace $\sigma' \subseteq \sigma$ violates $\varphi$.

**CC2** There exists an action trace $\sigma'$ of $T$, such that $\sigma' \not\prec \varphi$ and $\sigma' \not= \varphi$.

**CC3** $\prec$ is minimal, i.e., no true subset of $\prec$ satisfies CC1 and CC2.

Let $\phi$ be a cause according to Definition 22 given by a strict partial order $\prec$. We say an action trace $\sigma$ satisfies $\phi$ denoted by $\sigma \models \phi$ iff $\sigma$ is consistent with $\varphi$.

The counterfactual test in CC2 prevents that a cause exists for a trivial violation where the initial state violates $\varphi$. If the initial state does not satisfy $\varphi$, then $\varphi$ cannot be satisfied by any action trace of $T$. This implies that it is inevitable to violate $\varphi$, and hence, no cause based on a counterfactual argument should be identified.

**Example 2.** We now show that $\phi_r = \{Ca < Cc, Ta < Tc, Gf < Tc\}$ is a cause according to Definition 22 with respect to Example 1 and the regular safety property $\varphi = \Box \neg (Cc \land Tc)$. Therefore, we check that $\phi_r$ fulfills the conditions CC1, CC2 and CC3 of Definition 22. The action set $A_r$ of $\phi_r$ is $\{Ca, Cc, Ta, Tc, Gf\}$.

- **CC1** is fulfilled since the set of linear orders of $A_r$ that are consistent with $\phi_r$ is identical to the following set of action traces violating $\varphi$:

  
  Ca Ce Ta Gf Tc, Ta Ca Gf Ce Tc, Ca Gf Cc Ta Tc, Ta Ca Gf Tc Ce,  
  Ca Ta Cc Gf Tc, Gf Ca Ta Ce Tc, Gf Ca Cc Ta Tc, Ta Gf Ca Tc Ce,  
  Ta Ca Cc Gf Tc, Ta Gf Ca Ce Tc, Gf Ta Ca Tc Ce, Gf Ta Ca Tc Ce,  
  Ca Ta Gf Cc Tc, Gf Ta Ca Ce Tc, Ca Gf Ta Tc Ce, Ta Gf Tc Ca Ce,  
  Ca Gf Ta Cc Tc, Ca Cc Gf Ta Tc, Ca Ta Gf Tc Ce, Gf Ta Tc Ca Ce

  Notice, that all action traces in this set are minimal, i.e., they do not contain subtraces that violate $\varphi$. We now show that there exist only 20 sequences of $A_r$ satisfying $\phi_r$. For the events $\{Ta, Gf, Tc\}$ only the order $Ta, Gf, Tc$ and $Gf, Ta, Tc$ are orders consistent with $\phi_r$. In both orders, we can insert $Ca$ at four different indices which leaves the higher indices in the action trace as possible index for $Cc$ because of $Ca < Cc$. Hence, there are $4 \times 3 \times 2 \times 1 = 24$ possibilities to insert $Ca$ and $Cc$ in $Ta, Gf, Tc$ and again 10 possibilities for $Gf, Ta, Tc$. In summary, there are these 20 orderings of $A_r$ that satisfy $\phi_r$.

- **CC2** is fulfilled since the action trace $\sigma' = \{Ca, Ta, Gf, Tc\}$ with $\sigma' \not\prec \phi_r$ and $\sigma' \not= \varphi$ is in $T$.

  We further need to check condition CC3 for $\phi_r$. $\phi_r$ is not minimal when it contains either a superfluous event or a superfluous partial order constraint. In Example 1, no action trace exists that violates $\varphi$ with fewer events than the event set in $\phi_r$. Thus, no event can be removed without satisfying $\varphi$. Removing one of the partial order constraints $Ca < Cc$, $Ta < Tc$ and $Gf < Tc$ in $\phi_r$ would allow action orders of $A$ that are consistent with $\phi_r$ but are not an action trace of $T$ and, hence, CC1 would be violated. Thus, $\phi_r$ is minimal and CC3 is satisfied.
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A system model can contain several causes where every cause by itself describes action traces that violate a property. We combine these causes in a cause set.

**Definition 23 (Cause Set).** Assume a transition system $T$ and a regular safety property $\varphi$. A cause set is a set $\Phi = \{\phi_1, \ldots, \phi_n\}$ of causes where every cause $\phi_i$ in $\Phi$ is satisfied by at least one action trace $\sigma$ of $T$ that violates $\varphi$. Formally, $\forall \phi_i \in \Phi. \exists \sigma \in L_T . \sigma \models \phi_i \land \sigma \not\models \varphi$.

A cause set $\Phi := \{\phi_1, \ldots, \phi_n\}$ can be interpreted as a disjunction of causes where a bad trace $\sigma_b$ satisfies $\Phi$ iff there exists a cause $\phi_i$ in $\Phi$ such that $\sigma_b \models \phi_i$ holds. Definition 24 defines a cause set $\Phi$ to be complete for a given TS $T$ and a regular safety property $\varphi$ when every bad trace of $T$ is consistent with at least one cause in $\Phi$.

**Definition 24 (Completeness of Cause Set).** For a TS $T$ and a regular safety property $\varphi$, a cause set $\Phi := \{\phi_1, \ldots, \phi_n\}$ is complete iff every bad trace of $T$ is consistent with a cause $\phi_i$ in $\Phi$. Formally, $\forall \sigma \in L_T . \sigma \not\models \varphi \rightarrow \exists \phi_i \in \Phi . \sigma \models \phi_i$.

Definition 24 defines a cause set $\Phi$ to be sound by Definition 25 when $\Phi$ contains only elements that satisfy a cause definition, and $\Phi$ does not contain any superfluous cause that is not satisfied by any bad trace of a transition system.

**Definition 25 (Soundness of Cause Set).** For a transition system $T$ and a regular safety property $\varphi$, a cause set $\Phi := \{\phi_1, \ldots, \phi_n\}$ is sound iff every cause $\phi_i$ in $\Phi$ is a cause according to a cause definition and an action trace $\sigma$ in $L_T$ exists where $\sigma \models \varphi$ and $\sigma \models \phi_i$ holds.

We are interested in a complete and sound algorithmic approach called Causality Checking to compute a complete and sound cause set for a given system and a given regular safety property.

**Causality Checking Based on Definition 22** computes a cause for each bad trace with a simple execution of a transition system and combines these causes to a cause set. Notice, that Causality Checking will terminate since a transition system contains a finite number of states, hence, there are only a finite number of simple executions.

**Completeness and Soundness of Causality Checking Based on Definition 22.** We now show that Causality Checking based on Definition 22 is complete and sound.

Theorem 2 states that Causality Checking is complete iff it returns a complete cause set for a given TS and a given regular safety property. Causality Checking can only be complete when, as stated by Lemma 1, for each possible bad trace in the TS under analysis, there exists a cause representing this trace. A transition system violates a property trivially, when an initial state violates the property. The bad trace of an initial state is an empty action trace. The corresponding cause is the empty partial order relation $\{\}$. But every action trace $\sigma'$ of the underlying transition system is consistent with $\{\}$ and, hence, CC2 is unsatisfiable. Hence, no cause exists for a transition system that violates a property trivially. In the following, we only
consider TSs that do not violate a regular safety property trivially. This assumption ensures that the empty action trace fulfills CC2 for every bad trace in a TS. Lemma 1 states that a cause has to exists for any bad trace since either the total order of the bad trace is the cause or a subset of it satisfies CC1 to CC3.

**Lemma 1 (Existence of Cause).** Let $T = (S, Act, \rightarrow, I, AP, L)$ be a transition system where any state in $I$ satisfies the regular safety property $\varphi$. For each action trace $\sigma$ of $T$ that violates $\varphi$, there exists a cause $\phi$ with $\sigma \models \phi$.

**Proof.** Let $\sigma$ be an action trace in a TS $T$ that violates a regular safety property $\varphi$, and no initial state of $T$ violates $\varphi$. We construct a cause $\phi$ with $\sigma \models \phi$ that satisfies CC1-CC3 according to Definition 22.

$\sigma$ violates $\varphi$. In case $\sigma$ contains subtraces that also violate $\varphi$, we select from $\sigma$ a length-minimal subtrace $\sigma'$. Otherwise, we set $\sigma' = \sigma$. In both cases, $\sigma' \subseteq \sigma$ holds which implies that $\sigma$ is consistent with the total order $<_{\sigma'}$ of $\sigma'$. $<_{\sigma'}$ satisfies CC1 since $<_{\sigma'}$ describes by construction a minimal total order of a single action trace $\sigma'$ of $T$ that violates $\varphi$. $<_{\sigma'}$ also satisfies CC2 since the empty trace is a subtrace of $\sigma'$ and reaches an initial state that satisfies $\varphi$ by assumption. Yet, we proved that $<_{\sigma'}$ satisfies CC1 and CC2.

We now determine $\phi$ as a subset of $<_{\sigma'}$ where CC1–CC3 holds. Notice, that only a finite number of subsets of $<_{\sigma'}$ exists. When no subset of $<_{\sigma'}$ satisfies CC1 and CC2, then CC3 is also satisfied for $<_{\sigma'}$. In this case $\phi = <_{\sigma'}$. Otherwise, there is only a finite number of subsets, and we determine a minimal subset $\phi$ of $<_{\sigma'}$ that satisfies CC1 and CC2. In both cases, a $\phi$ with $\phi \subseteq <_{\sigma'}$ exists and $\sigma \models \phi$ holds by construction. Hence, $\phi$ is the searched cause for $\sigma$ violating $\varphi$.

With this lemma at hand, we can now prove the following theorem that Causality Checking is complete.

**Theorem 2 (Causality Checking is Complete).** Causality Checking based on Definition 22 is complete if it returns for a transition system $T$ and a regular safety property $\varphi$, a complete cause set (see Definition 24).

**Proof.** Causality Checking considers every bad trace $\sigma$ of a simple execution of $T$ and adds a cause $\phi_\sigma$ that exists by Lemma 1 to $\Phi$. For these bad traces a cause is by construction in $\Phi$, and it remains to be proven that every bad trace of $T$ with an execution that contains a loop is consistent with a cause in $\Phi$.

Assume a bad trace $\sigma_l = \langle a_1 \ldots a_k \ldots a_l \ldots a_n \rangle$ of an execution $s_0 a_1 \ldots s_i a_k \ldots s_i a_l \ldots a_n$ with a loop through state $s_i$, then there exists an execution $s_0 a_1 \ldots s_i a_l \ldots a_n$ with the bad trace $\sigma'_l = \langle a_0 \ldots a_l \ldots a_n \rangle$ without the loop. Since $\sigma'_l \subseteq \sigma_l$ holds and by Lemma 1 a cause $\phi'_l$ with $\sigma'_l \models \phi'_l$ exists, also $\sigma_l \models \phi'_l$ holds. Hence, $\sigma_l$ is consistent with a cause in $\Phi$ that Causality adds for $\sigma'_l$ to $\Phi$.

We now want to ensure that Causality Checking is sound. Theorem 3 states that Causality Checking is sound if it returns for a transition system and a regular safety property a sound cause set according to Definition 25.
In the proof of Theorem 3, we use Lemma 2, which states that for every partial order a sequence \( \sigma \) exists for which \( \sigma \vdash \prec \). Since the proof of Lemma 2 uses only the antisymmetry and transitivity properties of a partial order, it also holds for strict partial orders.

**Lemma 2.** For any partial order \( \prec \) over a set \( A \), there exists an ordered sequence \( \sigma \) of \( A \) for which \( \sigma \vdash \prec \) holds.

**Proof.** Assume a partial order \( \prec \) over a set \( A \) of size \( n \). By induction over the elements in \( A \), we now construct an ordered sequence \( \sigma = \langle a_1, \ldots, a_n \rangle \) with \( \sigma \vdash \prec \). For \( 1 \leq i \leq n \), we ensure that \( \sigma_i = \langle a_1, \ldots, a_i \rangle \) is consistent with a partial order \( \prec_i \) that consists of every order constraint in \( \prec \) of the form \( (a_j, a_i) \), with \( 1 \leq j < i \).

**Base Case:** Consider an empty sequence \( \sigma_0 = \langle \rangle \) and an empty partial order relation \( \prec_0 = \langle \rangle \) over an empty event set \( A_0 = \emptyset \). For \( \sigma_0 \) and \( \prec_0 \), \( \sigma_0 \vdash \prec_0 \) and \( \prec_0 \vdash \prec \) hold.

**Induction Step:** Assume \( \sigma_{i-1} \vdash \prec_{i-1} \) and \( \prec_{i-1} \vdash \prec \) over event set \( A_{i-1} \). We choose an element \( a_i \) of \( A \) that is not yet in \( \sigma_{i-1} \) and for every \( (a_j, a_i) \in \prec \), \( a_j \) is already in \( \sigma_i \). \( a_i \) has to exist since otherwise a relation \( (a_j, a_i) \) exists in \( \prec \) with \( a_j \) not in \( \sigma_i \), and we can choose \( a_j \) as \( a_i \). This different choice of \( a_i \) can occur only a finite number of times, since, by Definition 6, \( \prec \) is antisymmetric, transitive and finite. These properties ensure that any two elements \( a \) and \( b \) in \( A \) with \( a \neq b \) either satisfy \( (a, b) \in \prec \), or \( (b, a) \in \prec \), but not both. We construct \( \sigma_i := \langle a_0, \ldots, a_{i-1}, a_i \rangle \) by appending \( a_i \) to \( \sigma_{i-1} \). In order to construct \( \sigma_i \), we add every order constraint in \( \prec \) of the form \( (a_j, a_i) \) to \( \prec_{i-1} \) and set \( A_i = A_{i-1} \cup \{a_i\} \). By construction, \( \sigma_i \vdash \prec_i \) and \( \prec_i \vdash \prec \).

After \( n \) induction steps, every element in \( A \) is in \( A_n \), hence, it holds that \( A_n = A \), \( \sigma_n \vdash \prec_n \) and \( \prec_n \vdash \prec \). Consequently, \( \sigma_n \) is the to be constructed \( \sigma \) for which \( \sigma \vdash \prec \) holds.

**Theorem 3** (Causality Checking is Sound). Causality Checking based on Definition 22 is sound if it returns for a transition system \( T \) and a regular safety property \( \varphi \), a sound cause set (see Definition 25).

**Proof.** Assume that Causality Checking returns a cause set \( \Phi \) for a TS \( T \) and a regular safety property \( \varphi \). We now prove by contradiction that every cause \( \prec_i \) in \( \Phi \) is a cause according to Definition 22 and an action trace in \( T \) violating \( \varphi \) exists with \( \sigma \vdash \prec_i \). Therefore, we assume a cause \( \prec \) in \( \Phi \) that is either not a cause according to Definition 22 or not a cause of \( T \) since no bad trace \( \sigma \) in \( T \) exists where \( \sigma \vdash \prec \) holds.

In case \( \prec \) is not a cause according to Definition 22, Causality Checking would not have added \( \prec \) to \( \Phi \), as assumed. Thus, \( \prec \) is a cause according to Definition 22, and the other case has to hold that no bad trace \( \sigma \) is consistent with \( \prec \). By Lemma 2, an ordered sequence \( \sigma' \) of the elements in \( A \) has to exist such that \( \sigma' \vdash \prec \) holds. Since \( \sigma' \) is an ordered sequence of the events in \( \prec \) and \( \sigma' \vdash \prec \), also \( \sigma' \in T \) and \( \sigma' \not\in \varphi \) holds by CC1. This \( \sigma' \) is the \( \sigma \) that we assumed not to exist.

In every case, the assumed \( \prec \) cannot exist. Consequently, Causality Checking based on Definition 22 is sound.
4.4 A Cause for Deterministic Property Violations

We expect that a cause is regular, in other words, whenever the cause occurs, the effect also occurs. A weak cause does not ensure regularity because it applies also to TSs that non-deterministically violate a property as we have seen in observation O5 of Section 4.2. For TS that deterministically violate a given property, we now present a cause definition that ensures regularity. In this cause definition, we adopt the regularity argument AC2.2 of Definition 12 and the idea to ensure AC2.2 by analyzing non-occurrence.

In Example 2, \( \phi_r \) is a weak cause according to Definition 22. \( \phi_r \) is not regular since the car can still leave the crossing (Cl) before the train enters the crossing (Tc). For instance, the action trace

\[
\hat{\sigma}_r = \langle Ta, Ca, Gf, Cc, Cl, Tc \rangle
\]

satisfies \( \phi_r \), but does not violate \( \varphi \). The occurrence of Cl in \( \hat{\sigma}_r \) prevents the property violation. \( \hat{\sigma}_r \) shows that the non-occurrence of event Cl in \( \phi_r \) satisfies the counterfactual argument and is therefore causal for the violation of \( \varphi \).

The occurrence of a non-occurrence event does not prevent a property violation in every action trace. In Example 1, Cl can preliminary prevent the accident of the car and the train, for instance, in the action trace \( \langle Ca, Cc, Cl, Ca, Cc, Ta, Gf, Tc \rangle \). Cl occurs after Cc in the action trace but the property violation is not prevented. Since a loop in the underlying execution of an action trace violates minimality, we can remove the loop in the execution and obtain an action trace \( \langle Ca, Cc, Ta, Gf, Tc \rangle \) that violates the property. In the following, we define a cause for simple bad traces. We can give a cause for a non-simple bad trace by removing loops in the underlying execution. The resulting execution has a simple bad trace for which we define a cause.

In order to describe a cause with non-occurrence events, we need to express also the events that are not allowed to occur, and their order with the other events in the cause. We cannot describe, for instance, that Cl does not occur after Cc by a strict partial order. Instead, we describe causes with non-occurrence in a subset of the EOL logic in Definition 26 that we call simple event order logic (sEOL) logic. An sEOL formula \( \psi \) has an event set \( \mathcal{A} \), and in the formula an event \( a \) either has to occur (\( a \)), or is not allowed to occur (~\( a \)). \( \psi \) describes the orderings between event pairs by the \( \& \)-operator, and conjoins several constraints using the \( \& \)-operator. Remember that \( \& \) binds stricter than \( \& \). The semantics of sEOL is the semantics of EOL given in Definition 9.

**Definition 26** (Syntax of Simple Event Order Logic (sEOL)). An sEOL formula \( \psi \) over a set \( \mathcal{A} \) of event variables is formed according to the following grammar:

\[
\psi ::= \neg a \mid a \mid \psi \& \psi \mid \psi \& \psi
\]

where \( a \in \mathcal{A} \).

We can express the cause \( \phi_r \) of Example 2 by the sEOL formula

\[
\psi^\phi_r = Ca \& Cc \& Ta \& Tc \& Gf \& Tc.
\]
4.4. A Cause for Deterministic Property Violations

This formula allows different orders of Cc and Tc. Whenever Cc occurs before Tc, Cl can prevent the violation of ϕ from occurring. In case Tc occurs before Cc, Tl can prevent the violation of ϕ. We extend the sEOL formula ψ′ to prevent these two non-occurrence events, and obtain the sEOL formulae

\[ ψ'^1 = Ca \land Cc \land Ta \land Tc \land Gf \land Tc \land Cc \land ¬Cl \land Tc \]

and

\[ ψ'^2 = Ca \land Cc \land Ta \land Tc \land Gf \land Tc \land Tc \land ¬Tl \land Cc. \]

(4.2)

(4.3)

For a formal definition of a cause, we need an sEOL formula comparison to ensure that the sEOL formulae ψ′₁ and ψ′₂ are minimal. We compare two sEOL formulae in the number of satisfying action traces by the subsumption relation in Definition 27. For instance, every action trace where a occurs before b satisfies a \land b, and also satisfies a \land b. Additionally, the action trace \{b, a\} satisfies a \land b but does not satisfy a \land b, hence, a \land b \subset a \land b holds. The more action traces satisfy an sEOL formula the fewer restrictions are described by an sEOL formula.

**Definition 27 (Subsumption Relation).** An sEOL formula ψ with an event set \( A \) is a subsumption of another sEOL formula ψ′ with an event set \( A' \), denoted by ψ \( \subseteq \) ψ′, iff for every action trace σ of any transition system, if σ \( \models_e \) ψ then σ \( \models_e \) ψ′. ψ is a true subsumption of ψ′, denoted by ψ \( \subset \) ψ′, iff ψ \( \subseteq \) ψ′ and there exists a transition system with an action trace σ′ such that σ′ \( \models_e \) ψ and σ′ \( \not\models_e \) ψ′ holds.

We give some examples for subsumption relations between sEOL formulae with the events a, b and c. The sEOL formula a is a true subsumption of the sEOL formulae a \land c, denoted by a \( \subset \) a \land c, because every action trace σ satisfying a \land c contains also the action a. Another example is that the sEOL formula a \land ¬b is a true subsumption of the sEOL formula a \land ¬b, since the action trace \{b, a\} satisfies a \land ¬b but does not satisfy a \land ¬b. The sEOL formula b \land a \land c is not a subsumption of the sEOL formula a \land b \land c since the formulae are satisfied with different action traces. Both formulae are satisfied by the action trace \{a, b, c\} but the action trace \{a, c, b\} satisfies b \land a \land c but not a \land b \land c, and the action trace \{b, c, a\} satisfies a \land b \land c but not b \land a \land c. Thus, two sEOL formulae that are not subsumptions of another can both be satisfied by the same action trace.

We introduce sEOL to describe a cause with non-occurrence and are now prepared to give a cause definition in Definition 28 that ensures regularity for transition systems. Regularity is ensured by condition CC2(2). This condition is satisfied iff for every action trace that satisfies the cause ψ, the property violation occurs. CC2(2) in Definition 28 is more strict than CC1.1 of Definition 22, because when every action trace σ'' with σ'' \( \models_e \) ψ violates ϕ, then also every ordered sequence σ violates ϕ. Thus, we relax CC1.1 in Definition 28, since whenever σ is an action trace of T satisfying ψ, CC2(2) ensures that it is also a bad trace. CC1 refers now to a subset of \( A \) since several events in \( A \) can be non-occurrence events that are not allowed to occur. CC2(1) in Definition 28 is equivalent to CC2 in Definition 22 and ensures the counterfactual argument. CC3 in Definition 28 utilizes the suborder relation to ensure minimality.
Definition 28 (Cause for a Regular Safety Property Violation). Let $T = (S, \text{Act}, \rightarrow, I, AP, L)$ be a transition system that deterministically violates a regular safety property $\varphi$. An sEOL formula $\psi$ with an event set $A \subseteq \text{Act}$ is a cause for the violation of $\varphi$, iff the following conditions are satisfied:

CC1 Any ordered sequence $\sigma$ of a subset of $A$ with $\sigma \models_e \psi$

1. is an action trace of $T$, and
2. no true subtrace $\sigma' \subseteq \sigma$ violates $\varphi$.

CC2(1) There exists an action trace $\sigma'$, such that $\sigma' \not\models_e \psi$ and $\sigma' \models \varphi$.

CC2(2) Every action trace $\sigma''$ of $T$ for which $\sigma'' \models_e \psi$ holds, violates $\varphi$.

CC3 $\psi$ is minimal, i.e., no true subsumption of $\psi$ satisfies CC1, CC2(1) and CC2(2).

We now show that $\psi^1_r$ in Formula 4.2 with an event set $A_{\psi^1_r}$ is a cause according to Definition 28 for Example 1.

- CC1 is fulfilled since the linear orders of $A_{\psi^1_r}$ that satisfy $\psi^1_r$ are identical to the action traces given in Example 2 that satisfy $Cc \land Tc$:
  
  Ca Cc Ta Gf Tc, Ta Ca Gf Cc Tc, Ca Gf Cc Ta Tc, Ca Ta Cc Gf Tc, Gf Ca Ta Cc Tc, Gf Ca Cc Ta Tc, Ta Ca Cc Gf Tc, Ta Gf Ca Cc Tc, Ca Ta Gf Cc Tc, Gf Ta Ca Cc Tc, Ca Gf Ta Cc Tc, Ca Cc Gf Ta Tc.
  
  Notice, that all action traces in this set are minimal, i.e., they do not contain subtraces that violate $\varphi$.

- CC2(1) is fulfilled since the action trace $\sigma' = \{\text{Ca}, \text{Ta}, \text{Gf}, \text{Tc}\}$ is an action trace of $T$ with $\sigma' \not\models \psi^1_r$ and $\sigma' \models \varphi$.

- $\psi^1_r$ satisfies CC2(2), if no action trace exists that satisfies $\psi^1_r$ and $\varphi$. In an action trace that satisfies $\psi^1_r$, the car enters the crossing and the train enters the crossing. The property violation occurs when the car and the train are concurrently in the crossing. In Example 1, the car can only leave the crossing by action Cl. In every action trace that satisfies $\psi^1_r$, a car that has entered is not allowed to leave (Cl) the crossing. Consequently, $\psi^1_r$ satisfies CC2(2).

- $\psi^1_r$ is minimal if no formula is a cause and a subsumption of $\psi^1_r$. Notice, that a subsumption formula is satisfied by more action traces and, hence, either has fewer events or fewer order constraints.

$\psi^1_r$ contains the events of $\phi_r$ that are necessary for the property violation to occur, and the event Cl that cannot be removed without violating CC2(2). Hence, every event in $\psi^1_r$ is causal.

The order constraints in $\phi_r$ are causal, as we have previously shown. The only other order constraints in $\psi^1_r$ are added by $Cc \land \neg Cl \land Tc$. A substitution
Because $\psi_1$ satisfies CC1, CC2(1), CC2(2) and CC3, $\psi_1$ is a cause according to Definition 28.

### Ensuring CC2(2) by Analyzing Non-Occurrence.

A cause $\phi$ according to Definition 22 can be rewritten as an sEOL formula $\psi$. By construction, $\psi$ satisfies CC1 and CC2(1) of Definition 28 because the corresponding conditions in Definition 22 are stricter. We now present an approach to ensure CC2(2) for $\psi$ and CC2(1) of Definition 28 because the corresponding conditions in Definition 22 can be rewritten as an sEOL formula.

**Definition 28.**

An action trace $\hat{\sigma}$ is a cause according to Definition 28, or otherwise an action trace $\hat{\sigma}$ exists where $\hat{\sigma}$ satisfies CC2(2) and is a cause according to Definition 28, or otherwise an action trace $\hat{\sigma}$ is a cause according to Definition 28. By construction, $\psi$ exists where $\hat{\sigma}$ satisfies CC2(2) and is a cause according to Definition 28, or otherwise an action trace $\hat{\sigma}$ is a cause according to Definition 28. By construction, $\psi$ satisfies CC1, CC2(1), CC2(2) and CC3, $\psi_1$ is a cause according to Definition 28.

We now apply this procedure to the railroad example in Example 1 and the sEOL formula $\psi_1$ in Formula 4.1. $\psi_1$ is not a cause according to Definition 28 because the action trace $\{\text{Ca, Ta, Gf, Cc, Cl, Tc}\}$ satisfies $\psi_1$ and the property. Hence, we construct a constraint $C_c \land \neg Cl \land Tc$ with $\psi_1$ and the result is $\psi_1$ in Formula 4.2.

$C_c \land \neg Cl \land Tc$ in $\psi_1$ implies $C_c \land Tc$ and prevents that the Tc occurs before Cc which is possible for an action trace satisfying $\psi_1$. For instance, the action trace $\{\text{Ca, Ta, Gf, Tc, Cc}\}$ satisfies $\psi_1$ but not $\psi_1$. As we see by this example, when we change a cause $\psi$ into $\psi_1$ to prevent non-occurrence events, a causal trace $\sigma$ can exist that satisfies $\psi$ but not $\psi_1$. Note, that by Definition 29 the set of non-occurrence events is disjoint with the set of events in $\psi$. Hence, $\sigma \not\models_e \psi_1$ because of the order relation $a_k \land a_l$, and we construct $\psi^2 = \psi \land a_l \land a_k$ as another cause. For $\psi^2$, $\sigma \models_e \psi^2$ holds by construction.
For Example 1, we construct a second cause $\psi_r^{2\phi} = \psi_r^\phi \land Tc \land Cc$. $\psi_r^{2\phi}$ violates CC2(2) of Definition 28 since the action trace $(Ca, Ta, Gf, Tc, Ti, Cc)$ satisfies $\psi_r^{2\phi}$ but satisfies the property. Hence, we conjoin $\psi_r^{2\phi}$ with $Tc \land \neg Ti \land Cc$ and result in $\psi_r^\phi$ given in Formula 4.3.

**Causality Checking based on Definition 28** computes a cause $\psi$ according to Definition 28 without satisfying AC2(2) for each bad trace with a simple execution of a transition system and combines these causes into a cause set $\Psi$. For a cause $\psi$ in $\Psi$, Causality Checking searches for every good trace $\hat{\sigma}$ with a simple execution where $\hat{\sigma} \models_e \psi$ holds. Since $\hat{\sigma} \models_e \psi$ contradicts that $\psi$ is a cause, Causality Checking determines the non-occurrence events (c.f. Definition 29) in $\hat{\sigma}$, creates a cause $\psi_1$ and $\psi_2$ as described above and replaces $\psi$ in $\Psi$ with $\psi_1$ and $\psi_2$. In case $\hat{\sigma}$ has an event set $A_\psi$ that is equivalent to the event set $A_\phi$ of $\psi$, Causality Checking found that the underlying transition system $T$ does not deterministically violate the given property $\varphi$ and Causality Checking based on Definition 22 is applied to $T$. Otherwise, $T$ deterministically violates $\varphi$. After every bad trace is determined, Causality Checking removes every cause in $\Psi$ that is not minimal since another cause in $\Psi$ is a subsumption of it by Definition 27. Finally, Causality Checking returns $\Psi$.

**Completeness and Soundness of Causality Checking Based on Definition 28.** We now prove Theorem 4 that Causality Checking based on Definition 28 is complete and sound. In order to prove Theorem 4, we need Lemma 3 that a cause according to Definition 28 exists for every simple bad trace of a TS that deterministically violates or satisfies a given property. For a not simple bad trace, we create a simple bad trace by removing loops in the underlying execution as mentioned before.

**Lemma 3 (Existence of Cause with Non-Occurrence).** Let $T = (S, \text{Act}, \rightarrow, I, AP, L)$ be a transition system that deterministically violates $\varphi$ and where any state in $I$ satisfies the regular safety property $\varphi$. For each simple action trace $\sigma$ of $T$ with $\sigma \not\models \varphi$, there exists a cause $\psi$ by Definition 28 with $\sigma \models_e \psi$.

**Proof.** Let $\sigma := \langle a_0 \ldots a_n \rangle$ be an simple action trace in a TS $T$ that deterministically violates a regular safety property $\varphi$, and no initial state of $T$ violates $\varphi$. For $\sigma$, we can construct an sEOL formula $\psi := (a_0 \land a_1) \land \ldots \land (a_{n-1} \land a_n)$ with $A := \{a_0, \ldots, a_n\}$. Notice, $\psi$ is only a different notation of the strict partial order representing a cause in Lemma 1, hence, CC1 and CC2(1) hold by the proof of Lemma 1. For $\psi$, CC2(2) is not satisfied iff an action trace $\hat{\sigma}$ exist with $\hat{\sigma} \models_e \psi$ and $\hat{\sigma} \not\models \varphi$. At least one non-occurrence event $a_i$ according to Definition 29 has to exist for $\hat{\sigma}$ since $T$ deterministically violates $\varphi$. We conjoin $\psi$ with a constraint of the form $a_k \land \neg a_i \land a_l$ with $a_k, a_l \in A_\psi$. Because of this conjunction, $\hat{\sigma} \not\models_e \psi$ holds.

Since $T$ contains only finitely many actions, there exist only finitely many non-occurrence events that can be prevented between finitely many events in $\psi$. Hence, after finitely many iterations no $\hat{\sigma}$ exists with $\hat{\sigma} \models_e \psi$ and $\hat{\sigma} \not\models \varphi$ and, hence, CC2(2) is satisfied.
For $\sigma$, a cause exists because either $\psi$ is minimal (CC3) or a cause $\psi'$ exists that satisfies $\psi' \subset \psi$ and the conditions CC1 to CC3 of Definition 28. In both cases, $\sigma$ satisfies a cause.

We prove completeness of Causality Checking based on Definition 28 in Theorem 4 for the simple bad traces of a transition system.

**Theorem 4 (Causality Checking Based on Definition 28 is Complete).** Assume a transition system $T$ that deterministically violates a regular safety property. Causality Checking based on Definition 28 is complete if it returns a cause set that is complete by Definition 24 for the simple bad traces of $T$.

*Proof.* Causality Checking considers every bad trace $\sigma$ of a simple counterexample of a transition system $T$ and adds a cause $\psi$ where $\sigma \models_e \psi$ holds and that exists by Lemma 3 to $\Psi$. For every simple bad trace of $T$, is by construction a cause in $\Psi$.

**Theorem 5 (Causality Checking According to Definition 28 is Sound).** Assume a transition system $T$ that deterministically violates a regular safety property $\varphi$. Causality Checking based on Definition 28 is sound if it returns for $T$ and $\varphi$, a sound cause set (see Definition 25).

*Proof.* Let Causality Checking return a cause set $\Psi$ for a transition system $T$ that deterministically violates a regular safety property $\varphi$. Assume a cause $\psi$ in $\Psi$ for which no bad trace $\sigma$ in $T$ with $\sigma \models_e \psi$ exists, or that is not a cause according to Definition 28.

Causality Checking adds $\psi$ only to $\Psi$, when $\psi$ was computed for a bad trace $\sigma$ of $T$ such that $\sigma \models_e \psi$. Hence, $\sigma$ with $\sigma \models_e \psi$ exists.

Since $\sigma$ exists, the other case has to hold that $\psi$ is not a cause since it does not satisfy one of the conditions CC1, CC2(1), CC2(2) or CC3 of Definition 28. CC1 and CC2(1) were fulfilled at the time $\psi$ was added to $\Psi$, and these conditions cannot falsify by adding another cause to $\Psi$. CC2(2) is not satisfied when an action trace $\hat{\sigma}$ exists in $T$ with $\hat{\sigma} \models_e \psi$ and $\hat{\sigma} \models \varphi$. In case $\hat{\sigma}$ would exist, Causality Checking determines the non-occurrence events according to Definition 29 and disregards one of the non-occurrence events such that $\hat{\sigma} \not\models_e \psi$. Since the number of potential non-occurrence events is finite, $\psi$ will ultimately satisfies CC2(2). CC3 is satisfied since if a cause $\psi'$ was a subsumption of $\psi$, then Causality Checking would remove $\psi$ from $\Psi$.

Hence, the assumed $\psi$ cannot exist in $\Psi$, and Causality Checking is sound.

We proved that Causality Checking is complete and sound based on Definition 22 and Definition 28. A significant change from Definition 12 is that the action traces are compared by a subtrace relation (see CC1) instead of a subset relation. We present algorithms in Chapter 5 and Chapter 6 that implement Causality Checking based on the new cause definitions.
An Algorithm for Computing Causal Trace Sets

5.1 Introduction

Causality Checking analyzes the action traces of a system to find the causal traces that are necessary to compute the causes of a system. It has been implemented in the SpinCause tool [106], which computes causes for SPIN [69] models. In this chapter, we motivate and describe a new implementation of Causality Checking and we update SpinCause to this implementation.

In this chapter, we will see that the originally implemented algorithm under-approximates the causal traces in a system and, hence, cannot find every cause for a hazard in a system. We also present complete algorithms to compute every causal trace of a cause according to Definition 22 and Definition 28. A significant difference from the original algorithm is the use of a subtrace relation to compare causal traces instead of a subset relation over actions.

An overview of the new Causality Checking approach is described by the BPMN workflow [82] in Figure 5.1. For a given TS and property, an algorithm computes all

![Figure 5.1: BPMN Workflow of the Causality Checking Implementation](image-url)
the causal traces according to Definition 22. If we additionally apply an algorithm to analyze non-occurrence, Causality Checking computes the causal traces according to Definition 28. The causal traces are the input to the algorithms in Chapter 6 that compute causes and depict these causes in a fault tree. For causal traces without non-occurrence events, Causality Checking computes causes according to Definition 22, otherwise, it computes causes according to Definition 28.

Causality Checking utilizes a reachability analysis to explore the state space defined by a considered model and to find violations of a regular safety property. A state space exploration is typically implemented using a depth-first (DFS) or breadth-first search (BFS). When the state space exploration reaches a state that violates the property, a counterexample leading into this state will be generated. In the implementations of Causality Checking, the state space traversal is implemented using a modified model checking algorithm. The modifications concern the fact that in Causality Checking, we need to explore every simple bad trace of a model in order to find every cause for a property violation.

Pivotal for the performance of Causality Checking is the computation and storage of all bad traces found during state space exploration. The existing implementation of Causality Checking \cite{106} use a prefix tree data structure to store system executions. A crucial aspect in this regard is how the state space exploration deals with the situation in which a state $s$ is visited that has been visited before during the search. $s$ is then referred to as a duplicate state. Both a BFS and a DFS would not further explore a duplicate state, since doing so would lead to an exponential time penalty. However, when performing Causality Checking all executions need to be explored, irrespective of whether they contain a state which, due to the search strategy employed, happens to be a duplicate state. As a consequence, during the exploration of the system executions, it is necessary to concatenate the prefixes leading from the initial system state into a duplicate state with all possible suffixes starting with the duplicate state. This should be done efficiently, in particular by behaving benevolently on practical examples in the face of a potential exponential time and space penalty.

For performance reasons, the algorithm *Duplicate State Prefix Matching (DSPM)* that is implemented in SpinCause and QuantUM \cite{102} under-approximates the computation of the execution suffixes beginning in duplicate states. It does not guarantee that all of them will be considered. The objective of this chapter is to propose an algorithm that deals with duplicates precisely, without relying on an approximation, and which is nonetheless efficient. The algorithm that we propose, which we refer to as *Causal Trace Backward Search (CTBS)*, performs an efficient exploration and analysis of all counterexamples found during the state space exploration. It works on-the-fly and returns preliminary results at any point during the computation. While DSPM generates valuable approximations for realistic models, as we shall see, it is incomplete for Causality Checking, whereas CTBS is complete.

**A Motivating Example.** Consider the transition system depicted in Figure 5.2(a). Causality Checking conceptually works on transition systems, which can be automatically derived from higher-level modeling languages, such as SysML. Assume that states $s_{f1}$ and $s_{f2}$ violate a uniquely defined reachability property $\varphi$, corre-
sponding to the occurrence of a property violation in the underlying domain model. We henceforth refer to these states as failure states. In the context of Causality Checking, reaching a failure state corresponds to the effect for which we compute a cause.

The action traces \{a, b, c\}, \{b, a, c\} and \{d, e, a, c\} are minimal bad traces for the violation of \(\varphi\). They are minimal since they do not contain a non-contiguous subtrace that also is a bad trace of \(\varphi\). In this sense, \{a, b, a, c\} is a non-minimal bad trace, since it contains \{a, b, c\} as a non-contiguous subtrace, formally \{a, b, a, c\} \subset \{a, b, a, c\}. The set of all minimal bad traces is a causal trace set formalized in Definition 30.

A standard DFS or BFS, modified to compute every action trace, would not return the action trace \{b, a, c\} in case it had previously explored the action trace \{a, b, c\}, since state \(s_2\) would then be a duplicate state. We therefore need to ensure that a state space exploration concatenates all action trace prefixes starting in the initial state and leading into any duplicate state with all action trace suffixes that start in the respective duplicate state. In the example, this means that the prefix \{b, a\}, for instance, needs to be concatenated with the suffixes \{c\} and \{a, c\}. Notice that the resulting action trace \{b, a, a, c\} will not be included in the causal trace set since it is not a minimal bad trace.

As we will now see, the DSPM algorithm under-approximates this concatenation step by not considering all suffixes starting in a duplicate state, in particular when a prefix trace leads into a duplicate state while traversing another duplicate state. Assume DSPM to explore \{a, b, c\}, \{b, a\} and then \{d, e\}, which leads to duplicate state \(s_3\). At this point, no suffixes starting in \(s_3\) can be added since none exist.

Assume \{b, a\} to be explored next, leading to a second duplicate state \(s_2\). The suffix traces \{c\} and \{a, c\} would be concatenated to the prefix \{b, a\}. DSPM would in this situation disregard concatenating the suffixes of duplicate states via which \(s_2\) can be reached, such as \(s_3\), and therefore returns an incomplete result by disregarding, for instance, \{d, e, a, c\}. Notice that this incompleteness would not occur in case \{b, a, c\} was explored first, followed by \{d, e\}. In this situation, DSPM would correctly perform all concatenations of prefixes and suffixes at all duplicate states. The algorithm CTBS that we propose completely handles all concatenations entailed by
duplicate states.

**Structure of the Chapter.** We formalize in Section 5.2 the causal trace set as a set of the causal traces proposed in Definition 22. In Section 5.3, we present the algorithm proposed in [102] to compute a causal trace set, propose a new algorithm and compare the computational complexity of both algorithms. We qualitatively and quantitatively compare the algorithms by several case studies in Section 5.4. In Section 5.5, we draw conclusions.

### 5.2 Formalization of a Causal Trace Set

A causal trace by Definition 22 is a minimal action sequences satisfying a cause. We combine the causal traces that are members of different causes that explain the violation of the same property in a given system model to a causal trace set and formalize this set in Definition 30.

A causal trace set relies on two essential properties of the causal traces included in the set. First, every bad trace in a system model needs to be represented by a causal trace of the causal trace set (completeness), and second, the causal trace set contains only minimal bad traces.

**Definition 30 (Causal Trace Set).** Assume a TS $T$ and a safety property $\varphi$. Let $\sigma$ and $\sigma'$ be action traces in $T$. A causal trace set is a subset $\Upsilon$ of the action traces of $T$ that satisfies the following conditions:

- **TC1 (completeness):** For every $\sigma'$ that satisfies $\sigma' \not\models \varphi$ there exists a $\sigma$ such that $\sigma \in \Upsilon$, $\sigma \not\models \varphi$ and $\sigma \subseteq \sigma'$.

- **TC2 (minimality):** $\Upsilon$ is minimal, that is to say, no $\sigma \in \Upsilon$ is a true subtrace of a $\sigma' \in \Upsilon$.

We now state in Theorem 6 that a causal trace set contains exactly the causal traces of causes by Definition 22 for a given TS and a given regular safety property.

**Theorem 6.** Assume a causal trace set $\Upsilon$ and a set $\Phi$ of causes according to Definition 22, both for a given TS and a given regular safety property. An action trace $\sigma$ is in $\Upsilon$ iff $\sigma$ is also a causal trace of a cause in $\Upsilon$.

**Proof.** Assume a causal trace set $\Upsilon$ for a TS $T$ and a regular safety property $\varphi$, and a cause set $\Phi$ with the causes satisfying Definition 22 for $T$ and $\varphi$. An action trace $\sigma$ is a causal trace of a cause $\phi$ with the event set $A$ iff $\sigma$ is an ordered sequence of $A$ consistent with $\phi$. We split the proof of the theorem in two cases. In a first case $\Rightarrow$, we assume an action trace $\sigma$ in $\Upsilon$ and show that $\sigma$ is also a causal trace of a cause $\phi$ in $\Phi$, and in a second case $\Leftarrow$, we assume a causal trace $\sigma$ of a cause $\phi$ in $\Phi$ and show that $\sigma \in \Upsilon$ holds.

$\Rightarrow$ We assume an action trace $\sigma$ with an action set $A_\sigma$ in $\Upsilon$, and we want to show that $\sigma$ is a causal trace of a cause $\phi$ in $\Phi$. For $\sigma$, $\sigma \not\models \varphi$ holds by TC1 and no subtrace $\sigma' \subset \sigma$ exists with $\sigma' \in \Upsilon$ because of TC2. Thus, no subtrace
of \( \sigma \) violates \( \varphi \). Due to Lemma 1, a cause \( \phi \) with an event set \( \mathcal{A} \) exists such that \( \sigma \models \phi \) holds. Since no subtrace of \( \sigma \) violates \( \varphi \) and \( \sigma \models \phi \), \( \mathcal{A} = \mathcal{A}_\sigma \) holds. Because \( \sigma \) is an ordered sequence of \( \mathcal{A} \) and \( \sigma \models \phi \) holds, we conclude that \( \sigma \) is a causal trace of \( \phi \).

\[ \Leftarrow \]

We assume a cause \( \phi \) with an event set \( \mathcal{A} \) in \( \Phi \) and a causal trace \( \sigma \) of \( \phi \). A causal trace is an action trace of \( T \) that violates \( \varphi \) and no true subtrace \( \sigma' \subseteq \sigma \) violates \( \varphi \) (CC1). According to TC1, an action trace \( \sigma' \) exists for \( \sigma \) in \( \Upsilon \) that is a subtrace \( \sigma' \subseteq \sigma \) and violates \( \varphi \). Since by CC1 \( \sigma' \) cannot be a true subtrace, \( \sigma' = \sigma \) has to hold. Thus, \( \sigma \) is in \( \Upsilon \).

Since both cases hold, we conclude that an action trace is in \( \Upsilon \) iff it is a causal trace of a cause in \( \Phi \).

5.3 Algorithms for Computing a Causal Trace Set

We now present the DSPM algorithm originally used in Causality Checking to compute a causal trace set. We then present the complete CTBS algorithm. Both algorithms utilize state space exploration algorithms that are modified for the purpose of Causality Checking in two fundamental ways. First, the state space exploration continues after a first property violating state is found. Second, when reaching a duplicate state, an execution called a duplicate execution reaching this duplicate state is returned by the state space exploration.

5.3.1 Duplicate State Prefix Matching Algorithm (DSPM) [102]

We give the idea of the DSPM algorithm [102] before we explain the algorithm in more detail. When the state space exploration encounters a counterexample or a duplicate execution, it hands the execution over to the DSPM algorithm. The DSPM algorithm compares all counterexamples with each other and stores only minimal counterexamples. Duplicate executions are concatenated with previously stored minimal counterexamples which contain the respective duplicate state. For the modified BFS algorithm, duplicate executions are cached in a list until the BFS algorithm terminates, and then concatenated.

Notice that the DSPM algorithm in [102] uses a subset relation over actions to compare action traces because it is based on Definition 12. We adapt the DSPM algorithm for Causality Checking based on Definition 22 by replacing the subset comparison in the algorithm by a subtrace comparison as motivated in Chapter 4.2.

Pseudo Code of Adapted DSPM [102]. We describe in detail the implementation of the DSPM algorithm in [102] given by the pseudo code in Listing 5.1. The algorithm uses four data structures: A list redTraces stores the execution of causal traces, the prefix trees prefix_actions and prefix_states store executions, and a map matchList enables an efficient lookup of executions that contain a certain state.

```java
1 List<Execution> redTraces;
2 PrefixTree prefix_actions;
```
PrefixTree prefix_states;
HashMap<State, List<Execution>> matchList;

function addTrace(Execution e)
    // add execution to the prefix trees
    addTo(prefix_actions, e);
    addTo(prefix_states, e);
    // insert all states into the match
    addAllStatesTo(matchList, e);
    if !e.isBad()
        return;
    FOR EACH Execution e' in redTraces
        if e is subtrace of e'
            // e describes a subtrace of a causal trace
            redTraces.remove(e');
        else e' is subtrace of e
            // causal trace in e' is subtrace of e
            return;
        addTo(redTraces, e);

function matchDuplicateState(State s, Execution e)
    FOR EACH Execution e' in matchList.getTraceFor(s)
        // append suffix of e' to e
        Execution e'' = replacePrefix(s, e, e');
        addTrace(e'');

Listing 5.1: Sketch of Adapted DSPM Algorithm [102]

The function addTrace is called for every execution e that is found during the state space exploration. The function first enters the states and actions defined by e into the prefix trees (line 7-9), and adds all states of e to the matchList (line 11). In case, e is not a counterexample the function exits. Otherwise, e is a counterexample and the action trace t in e is compared with the action trace t' in every execution e' in redTraces (line 14). If t is a subtrace of t' (line 15), e' is no longer minimal and removed from redTraces (line 17). In case the t' is a subtrace of t, then e is not minimal and the function exits (line 18-20). Finally, when t is not a subtrace of any causal trace and then t is a causal trace itself and e is added to redTraces (line 21).

The function matchDuplicateState is called for every duplicate execution s₀a₁...sₙ with a duplicate state s. It obtains all executions that contain the duplicate state s, using a lookup on the map matchList (line 24). For every execution s₀a₀...sₙ, the function replacePrefix concatenates the execution suffix sₙ with the duplicate execution s₀a₁...sₙ (line 26). The function addTrace is called with the resulting execution s₀a₁...sₙ (line 27) to check whether it is causal. Unless all duplicate executions are processed, the set of causal traces described by redTraces can miss some causal traces and contain longer not causal action traces.

As discussed above, DSPM computes a potentially incomplete causal trace set when it is possible to reach a duplicate state via another duplicate state. The order of processing duplicates depends on the search order used by the state space explo-
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As explained above, the order of encountering duplicate states and their processing may lead to an incompleteness in the discovery of causal traces. It is not obvious whether there is an ordering that would avoid this incompleteness. In particular, ordering the processing of duplicate states according to the length of the action trace needed to reach them will not solve the problem, as we found out.

5.3.2 Causal Trace Backward Search Algorithm (CTBS)

The CTBS algorithm computes minimal bad traces using a Backwards Causal Trace (BCT) tree data structure. Consider the example BCT tree depicted in Figure 5.2(b) which is derived from the transition system in Figure 5.2(a). CTBS is interleaved with the state space exploration algorithm. When the state space exploration encounters an execution corresponding to a counterexample, to reaching a non-property violating action trace ending in a terminal state or to reaching a duplicate state, the corresponding execution will be handed over to CTBS. CTBS maintains the BCT tree data structure, which is implemented as a prefix tree. The edges of the BCT are labeled with actions. The root vertex of this tree is labeled with all failure states of the system, in the example with the states $s_{f1}$ and $s_{f2}$. The non-root vertices are labeled with a set of states. These states are equivalent in the sense that one can reach one of the failure states from them via an identical action trace. The action trace is defined by the sequence of action labels along the edges of the BCT tree that are encountered on the path from the considered vertex to the root vertex. As an example, the vertex labeled $s_2, s_5$ implies that from states $s_2$ and $s_5$ a failure state can be reached via an action trace $(c)$. Notice that such action traces correspond to suffixes of counterexamples. When a suffix contains an initial state, then it represents a causal trace. As an example consider the action trace $(a, b, c)$ leading from the leaf vertex $s_0$ to the root vertex.

The CTBS algorithm is designed to satisfy two major requirements:

1) It needs to ensure that all action traces in the system are completely analyzed, independently of the search order during the state space exploration.

2) The algorithm should be efficient wrt. both space and time, in particular by storing only minimal bad traces and by ignoring non-minimal bad traces.

CTBS computes action traces as follows. Assume the root vertex of the BCT tree to be labeled with all failure states. When CTBS receives an execution, it will first split the execution into the transition triples $(s_i, a_i, s_{i+1})$ that it is built of. In the sequel we will refer to $s_{i+1}$ as the target state of that transition. For each of these transition triples we ensure that for every child vertex labeled by $s_{i+1}$ there is a father vertex labeled $s_i$ in the BCT tree. If the father vertex does not exist, it is added to the tree and an edge leading to the child vertex that is labeled with $a_i$. If the father vertex exists, but the edge to the child vertex is labeled by some $a_j \neq a_i$, then a new father vertex labeled $s_i$ is added and the edge leading to the child vertex is labeled with $a_i$.

In order to ensure efficiency, the algorithm exploits the observation that for each state $s$ in a minimal counterexample, there is no shorter action trace to reach
a failure state from \( s \) than the suffix of the action trace corresponding to the counterexample that starts in \( s \). This implies that all non-minimal suffixes can be removed from the BCT tree, as expressed by the prune rules \( PR1 \) and \( PR2 \). To illustrate this point, assume that a given BCT tree contains a path \( b,a,c \) and that the state space exploration hands the action trace \( \{a,b,a,c\} \) over to CTBS. Assume further that \( \{a,b,a,c\} \) will be split into transition triples and integrated into the BCT tree. Since \( b,a,c \) is contained in \( \{a,b,a,c\} \), the vertex that stores \( \{a,b,a,c\} \) and the complete subtree that hangs off it will be pruned from the BCT tree.

**PR1.** The CTBS algorithm deletes a vertex when the path of the vertex contains a shorter bad trace.

**Lemma 4.** A suffix that contains a shorter bad trace is not a suffix of a minimal bad trace.

**Proof.** Assume an action trace \( t \) and a shorter bad trace \( t' \) that satisfies \( t' \in t \), and an arbitrary minimal bad trace \( t_c \) with suffix \( t \). \( t \) being a suffix of \( t_c \) implies that \( t \subseteq t_c \). \( t \subseteq t_c \) and the assumption \( t' \in t \) interrelate transitively, which yields \( t' \subseteq t_c \).

As consequence, any bad trace \( t_c \) is not minimal as assumed since \( t' \) is minimal. \( \Box \)

A second prune rule removes a state label from a vertex when another vertex labeled with \( s \) has a shorter action trace to reach a failure state. Assume a vertex labeled with \( s_2 \) to be in the BCT tree of Figure 5.2(b) from which the root vertex can be reached via action trace \( \{a,c\} \). The BCT tree contains a vertex labeled \( s_2s_5 \) which has an action trace \( \{c\} \). The action trace of the assumed vertex labeled \( s_2 \) contains the action trace of vertex labeled \( s_2s_5 \). As a consequence, prune rule \( PR2 \) removes the state label \( s_2 \) from the respective vertex and thereby removes the longer suffix \( \{a,c\} \) from the BCT tree.

**PR2.** The algorithm CTBS removes a state \( s \) from a vertex \( v \) whenever the action trace \( t_v \) of \( v \) contains the action trace of another vertex \( v' \) labeled with \( s \).

**Lemma 5.** Any bad trace with a suffix starting in a state \( s \) in vertex \( v \) is not minimal when another vertex \( v' \) with state \( s \) exists and the action trace \( t_v \) contains action trace \( t_{v'} \).

**Proof.** Assume two different vertices \( v \) and \( v' \) with state \( s \) and with action traces \( t_v \) and \( t_{v'} \) that satisfy \( t_{v'} \subseteq t_v \), and an arbitrary bad trace \( t_c \) with suffix \( t_v \). The bad trace \( t_c \) is not minimal since we can construct a shorter bad trace than \( t_c \). Notice that \( t_v \neq t_{v'} \) otherwise \( v = v' \). We split \( t_c \) in state \( s \) in a prefix \( s_0a_0\ldots s \) and the suffix \( t_v = s\ldots s_f \), prepend the prefix to the suffix \( t_{v'} = s\ldots s_f \) and result with a
counterexample \( s_0a_0\ldots s_\ldots s_f \) with a bad trace \( t'_c \). The assumption \( t_v' \subseteq t_v \) with \( t_v \neq t_v' \) results in \( t_v' \subseteq t_v \). \( t'_c \subseteq t_c \) holds because the prefixes of \( t_c \) and \( t'_c \) before state \( s \) are equivalent by construction and for the suffixes \( t_v' \subseteq t_v \) holds. Thus, \( t'_c \) is a shorter than \( t_c \) and \( t_c \) is not minimal.

The pseudo code of the CTBS algorithm is shown in Listing 5.2. The algorithm uses four data structures: The vertex \textit{root} is the root vertex of the prefix tree, a state \textit{initial} stores the initial state of the TS, a map \textit{v_map} returns vertices that contain a certain state, and a map \textit{t_map} returns a list of transitions with a certain state as the target state.

The algorithm calls the function \texttt{addExecution} iteratively for a counterexample or a duplicate execution. If the function is called with a counterexample, the last state of the execution violates the property and this state is added to the root (lines 6-8). For counterexamples and duplicate executions, the algorithm saves the initial state which is the same state for all executions of a TS in variable \textit{initial} (line 9).

The algorithm adds the transitions belonging to an execution to the \textit{t_map} and calls, for every transition \( t = (s_1, a, s_2) \), the function \texttt{addTransition} (line 11-13). This function checks for every vertex \( v \) with state \( s_2 \) (line 17) whether a vertex \( v_1 \) with state \( s_1 \) and edge \( (v_1, a, v) \) (line 19) does satisfy one of the prune rules PR1 and PR2 (line 21), and in this case continues with the next vertex (line 22). Otherwise, both prune rules are not satisfied, \( s_1 \) is part of a new minimal suffix and the state \( s_1 \) is added to \( v_1 \) (line 23). The algorithm then checks whether any other path of a vertex with state \( s_1 \) now contains the path of \( v_1 \) (line 24) and removes \( s_1 \) from such a vertex. If \( s_1 \) is an initial state, then a causal trace is found and all other paths in the tree are checked to determine whether they contain the new causal trace (line 26). The transitions of a prefix that reaches state \( s_1 \) can already be contained in the transition list \textit{t_map} and need again to be added to the BCT tree. Therefore, the function calls itself recursively for all transitions \( t' \) with \( s_1 \) as a target state (line 28-29). In order to ensure a clear presentation, we removed several optimization from the pseudo code. Most importantly, in order to optimize performance \texttt{addExecution} calls \texttt{addTransition} only for transitions not yet in \textit{t_map}. Furthermore, if \( v_1 \) in the function \texttt{addTransition} already contains the state \( s_1 \), then this vertex is ignored and the recursion is not called.
5.3.3 Correctness of the CTBS algorithm.

The CTBS algorithm returns a BCT tree where every of its vertices that contains the initial state describes a path that represents a causal trace. The CTBS algorithm is correct if the set of causal traces $\mathcal{Y}$ that the BCT tree represents is a causal trace set according to Definition 30. This is the case when $\mathcal{Y}$ is a set of action traces of the transitions system for which the BCT tree was computed, and $\mathcal{Y}$ satisfies conditions TC1 and TC2 from Definition 30.

In Lemma 6, we state that $\mathcal{Y}$ is a set of action traces by a more strict condition that the path of every vertex in the BCT tree to the root describes an action sequence that is a suffix of an action trace of the underlying TS. That is valid, because when a vertex is labeled with an initial state, then the suffix is an action trace of the transition system. Hence, $\mathcal{Y}$ is the set of action traces starting in a vertex with an initial state. Lemma 7 and Lemma 8 ensure that TC1 and TC2 hold for $\mathcal{Y}$.

**Lemma 6.** The path of every vertex in $PT$ to the root is labeled with actions of $T$ such that the action sequence $a_x...a_y$ is a suffix of an action trace $\{a_0,...,a_x,...,a_y\}$ of $T$.

**Proof.** Assume a BCT tree $PT$ computed by the CTBS algorithm for a TS $T$ with an initial state $s_0$. Assume a vertex $v$ in $PT$ with an action sequence $a_x,...,a_y$ to the root node. We now show that an execution $e$ in $T$ reaches a state $s$ in $v$ and that $e$ can be extended to an execution that reaches a state in the root vertex. $s$ is added to $PT$ (line 5) by some execution of $T$ with a prefix $s_0a_0...a_{x-1}s$ that reaches $s$. $s$ is added to $v$ in line 23, when an edge labeled with $a_x$ reaches another vertex $v_{i+1}$ in $PT$ and a transition $(s,a_x,s_{i+1})$ exists in $T$ with $s_{i+1}$ in $v_{i+1}$ (line 17). We append this transition to $e$ and, hence, $s_0a_0...a_{x-1}s a_x s_{i+1}$ is an execution of $T$. For $s_{i+1}$, also a transition towards another vertex has to exist, and we extend $e$ until $e$ reaches a state $s_n$ in the root vertex. Thus, an execution $s_0a_0...s,a_x,s_{i+1},...,a_y,s_n$ is an
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execution of T. This execution has the action trace \(a_0 \ldots a_x \ldots a_y\). We see that \(a_x \ldots a_y\) is a suffix of an action trace in T.

Lemma 7. The set of action traces represented by the BCT tree computed by the CTBS algorithm satisfies condition TC1 of Definition 30.

Proof. Assume a set Υ of action traces computed by the CTBS algorithm for a set of executions that is returned by a state space exploration algorithm for a TS T, and a bad trace t that does not contain any action trace in Υ. By the construction of Υ, all action traces in Υ are contained in a BCT tree PT. Obviously, t is not an action trace of the tree, otherwise, t itself is in Υ. t is not an action trace in the BCT tree in two cases.

1. t was never added as an action trace to PT. This means that in the sequence of transitions that corresponds to action trace t there is at least one transition \((s_i, a_i, s_{i+1})\) that is not a transition in PT. That is the case when this transition was never handed over by the state space exploration algorithm. A state space exploration algorithm explores the full state space of an T and every transition of T is contained in at least one execution. Since t contains a transition that is not contained in T, t is not an action trace of T. This contradicts the assumption that t is a bad trace of T.

2. t was deleted by a prune rule because t contains a shorter bad trace t′. In that case, t′ is an action trace in Υ. Otherwise, t′ is also deleted because of an even shorter bad trace that is contained in PT.

Either t does not exist or contains a bad trace in PT. Both cases contradict the assumption that a bad trace t exists that contains no action trace in Υ.

Notice that this completeness result holds for the CTBS algorithm also up to the current search depth when it is used with a BFS algorithm for the state space exploration. Assume that the completeness does not hold up to the current search depth. Then there would be a bad trace of length shorter than the current search depth that contains an unexplored transition, which means that the corresponding action trace is not included in the BCT tree PT. This, however, contradicts the property of a BFS that all states up to the current search depth have been explored. This property is beneficial in case we need to bound the search depth in Causality Checking for very large models since it ensures that the causal traces up to the current search depth form a causal trace set, which implies completeness up to the search depth reached.

Lemma 8. The set of action traces in the BCT tree computed by the CTBS algorithm is minimal according to TC2 of Definition 30.

Proof. Assume a BCT tree PT computed by the CTBS algorithm for a TS T, and a vertex with an initial state s_0. PT contains an action trace t when a vertex v labeled with s_0 exists and v has a path to the root vertex such that the path edges are labeled with t. The set of action traces in PT is not minimal, when action traces t and t′ are in the set with t′ ⊂ t. For t, a vertex v with the initial state
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$s_0$ exists, and for $t'$, another vertex $v'$ with the initial state $s_0$ exists. During the construction of $PT$, one of the vertices already contains $s_0$ and with adding $s_0$ to the other vertex, the corresponding action traces $t$ and $t'$ are compared by prune rule $PR1$. This leads to two cases. If $v$ already contains $s_0$, then $s_0$ is removed from $v$. Otherwise, if $v'$ already contains $s_0$, then $s_0$ is not added to $v$. In both cases, $v$ does not contain $s_0$. This contradicts the assumption that $t$ is an initial action trace.

Lemmas 6 to 8 show that the CTBS algorithm computes a causal trace set $\Upsilon$. TC1 ensures that $\Upsilon$ is complete. $\Upsilon$ is also sound since $\Upsilon$ is minimal (TC2) and contains only action traces of $T$ as stated by Lemma 6. We now discuss the termination of the algorithm. Notice that a model checker calls the CTBS algorithm for a finite number of executions. Thus, addTransition is only called for finitely many transitions and the function returns as the BCT tree contains only finite suffixes because of PR2. Hence, the CTBS algorithm terminates and is correct.

5.3.4 Complexity Considerations.

The worst-case size of the causal trace set is bounded by the number of action traces in a TS, since all action traces can be causal traces. A causal trace can be an arbitrary sequence of actions from the action set $Act$, where the corresponding execution of the TS contains any state at most once. Action traces generated by loops in the TS do not need to be considered in the complexity analysis, as can easily be seen. Assume a causal trace $\sigma_l$ that reaches a state twice, then the subtrace between reaching the state for the first and the second time corresponds to a loop in the TS. An action trace $\sigma_n$ not including this loop is shorter and reaches the same end state as $\sigma_l$, which means that $\sigma_n$ is a subtrace of $\sigma_l$. Since $\sigma_n \subset \sigma_l$ violates TC2 in Definition 30, $\sigma_l$ is not a causal trace. In the worst case, the number of action traces in a TS is $|Act|^{n-1}$, where $|Act|$ is the number of actions and $n$ is the number of states $|S|$ in the TS.

The worst case complexity of the DSPM algorithm was shown in [102] to be in $O(|t|^2)$ where $|t|$ is the number of all action traces in a TS. The computational effort is dominated by the comparison of every action trace in $t$ with all causal traces, which in the worst case can be all action traces.

The worst case complexity of the CTBS algorithm is also dominated by the number of action trace comparisons. The algorithm processes iteratively the set of transitions of a TS. The number of transitions is at most $|t|$ in the worst case in which all action traces $t$ consist of a single transition. A transition can only be added once to an action trace in the BCT tree. Otherwise the action trace would contain a loop since it would contain the target state of the transition twice. In the worst case a transition is added to all action traces in the BCT tree. When adding a state to a vertex, the prune rules need to compare the action trace of this vertex in the worst case twice with all other action traces. We conclude that the CTBS algorithm has a worst case complexity of $|t| \cdot |t| \cdot 2 \cdot |t| \in O(|t|^3)$.

In conclusion, under worst case complexity considerations, DSPM scales better than CTBS. The approximation performed by the DSPM algorithm does not affect
the worst case runtime since the action trace set \( t \) consists of all action traces, including the action traces not analyzed by DSPM.

The worst case complexity of computing a causal trace set depends on the number of action traces that need to be computed, which as shown above can be exponential. However, for realistic models not all action traces are minimal, and hence not causal. This means that there is significant potential in removing non-causal action traces. The DSPM algorithm always analyzes complete counterexamples, including non-causal ones. In contrast, due to the prune rules the CTBS algorithm compares and prunes suffixes before a complete counterexample is analyzed. This is the essential performance advantage of the CTBS algorithm over DSPM, as will become obvious during the experimental evaluation.

### 5.3.5 Computing a Causal Trace Set with Non-Occurrence Events.

As mentioned before, we need to consider non-occurrence (see Definition 29) to compute causes according to Definition 28 for transition systems that deterministically violate a property. By Definition 29, non-occurrence events are additional events in a good trace of which a subtrace is a causal trace. In line with the iterative approach in [102], we compute non-occurrence events by performing a second search in the transition system. In the following, we present an algorithm to compute the good traces of a transition system that contain non-occurrence events. These good traces represent the causal trace set with non-occurrence events. With this causal trace set as an input, the order computation in the following Chapter 6 returns causes according to Definition 28.

The algorithm in Listing 5.3 computes good traces with non-occurrence events and uses the results of the CTBS algorithm in Listing 5.2. The CTBS algorithm computes causal traces \( \Upsilon \), adds every property violating state to the vertex root and stores the transition system \( T \) since every transition of \( T \) is in the map \( t_{\text{map}} \) and the initial state \( \text{initial} \) is known. The idea of algorithm in Listing 5.3 is to search the simple action traces of \( T \), and, in case an action trace is a subset of a causal trace in \( \Upsilon \), to add it to a set \( \Upsilon_N \).

The algorithm to compute good traces with non-occurrence events is implemented in the function \( \text{computeNonOccurTraces} \). Because the search direction starts now in the initial state and not from a property violating state in the root, the look-up map is reversed in line 7, such that it now returns, for a state \( s_1 \), the transitions with an action \( \text{act} \) towards a state \( s_2 \). We use a stack \( \text{st} \) to search the action traces of \( T \) by a depth-first search (DFS) that starts in the initial state \( \text{init} \) (line 8). An element on the stack stores the current state \( s \), the action that reaches \( s \) and an index of the next transition in \( t_{\text{map}}(s) \), which needs to be explored. While the stack is not empty (line 9), the DFS explores the transitions from the state on the top of the stack towards other states (line 10). The DFS backtracks when either every transition in \( t_{\text{map}}(s) \) is explored, a property violating state is reached or a state is reached that is already on the stack (lines 11 to 13). Otherwise, the transition towards the next state is pushed on \( \text{st} \) (line 14). Notice that the actions on the stack form an action trace of \( T \) that is a good trace. Whenever a causal trace is a subtrace of the action trace on the stack (line 15), the function
addTraceAndSanity adds it to a set $\Upsilon_N$. In $\Upsilon_N$, the function stores only minimal good traces, in other words, a sanity check ensures that no action trace is a subtrace of another action trace in $\Upsilon_N$. After the termination of the DFS, $\Upsilon_N$ contains only action traces with actions that are either part of the causal trace or non-occurrence actions as stated in Theorem 7.

```java
1 Set<ActionTraces> T; // causal traces of CTBS algorithm
2 Set<ActionTraces> $\Upsilon_N$; // result set
3 Vertex root; // property violating states
4 State init; // initial state
5 Map<State, Set<Transition>> t_map;
6 function computeNonOccurTraces()
7 t_map = reverse(t_map);
8 stack<State s, Action , Int idx> st. push(init, null, 0);
9 while !s. empty()
10 Transition t = t_map(st.peek.state)[st.peek.idx++]
11 if (t==null) or (t.s2 in root) or (t.s2 in st)
12 // no transition or property violation or loop
13 st.pop(); continue;
14 st.push(t.s2, t.act, 0);
15 if st.getTrace().containsCausalTrace($\Upsilon$)
16 // adds trace and removes non minimal traces
17 $\Upsilon_N$.addTraceAndSanity(s.getTrace());
18 st.pop(); continue;
```

Listing 5.3: Sketch of Non-Occurrence Search Algorithm

The algorithm in Listing 5.3 can compute good traces with a fixed number of non-occurrence events. In line with the implementation in [102], we consider only non-occurrence action traces with a single non-occurrence event. In addition, we observed that a prefix of an action trace that contains non-occurrence events is similar to a prefix of the causal trace that the action trace contains. A prefix of action trace differs from a prefix of the causal trace only in the non-occurrence events. For an efficient implementation of the causal trace comparison in line 15, we store the causal traces by a prefix tree $ct$ and synchronize the search of the DFS with a search of the causal trace in $ct$ as follows. The stack and a causal trace in $ct$ start in the initial state, hence, we add the root vertex of $ct$ with the initial state to the initial element on the stack. When we add an action $a$ to the stack, we also search for an edge in $ct$ labeled with $a$ that starts in this vertex. In case a transition exists, the action trace on the stack and in $ct$ describe the same prefix, and we add the vertex that this prefix reaches in $ct$ to the new top-level element on the stack. Otherwise, no transition exists and a potential non-occurrence event is found. When this happens for the first time, we add the vertex added to the previous top-level element to the current top-level element on the stack, or backtrack otherwise. By this approach, only one DFS is necessary to search the $T$ and the $ct$, and at most one non-occurrence element is on the stack. This optimizes the algorithm since the DFS only searches the action traces of $T$ that differs from a prefix of a causal trace in at most one event.
5.3. Algorithms for Computing a Causal Trace Set

**Correctness.** The algorithm in Listing 5.3 terminates because it searches the simple action traces of a transition system and only a finite number of simple action traces exist in a transition system. In Theorem 7, we show that the algorithm in Listing 5.3 computes the action traces that contain only non-occurrence events or the actions of a cause according to Definition 29.

**Theorem 7** (Soundness). Assume a set $\Upsilon_N$ computed by the algorithm in Listing 5.3 for a transition system and a regular safety property. The algorithm in Listing 5.3 is sound if every action trace in $\Upsilon_N$ is an action trace $\hat{\sigma}$ according to Definition 29.

**Proof.** Assume the causal trace $\Upsilon$ for a transition system $T$ and a regular safety property $\varphi$, and a set $\Upsilon_N$ computed by the algorithm in Listing 5.3. An action trace $\sigma$ in $\Upsilon_N$ is an action trace $\hat{\sigma}$ according to Definition 29 when $\sigma$ satisfies a cause and $\varphi$, is minimal since no subtrace does this.

Assume an arbitrary action trace $\sigma$ in $\Upsilon_N$ and the causal trace $\sigma_c$ with $\sigma_c \subseteq \sigma$. $\sigma_c$ has to exist because otherwise $\sigma$ would not be added to $\Upsilon_N$ (lines 15 to 17). $\sigma_c$ is a causal trace for a cause $\psi$ with an action set $\mathcal{A}_\psi$. $\psi$ does not satisfy CC2(2) since $\sigma \models \psi$ and $\sigma \not\models \varphi$. $\sigma$ is also minimal since no other trace in $\Upsilon_N$ is a subtrace of $\sigma$ ensured by the sanity check of the function addTraceAndSanity (line 17). Thus, $\sigma$ is an action trace $\hat{\sigma}$ as assumed in Definition 29.

The DFS in Listing 5.3 explores every simple action trace of a TS and compares it with the causal traces. Thus, the algorithm is complete as stated by Theorem 8 when every action trace of the TS that is an action trace $\hat{\sigma}$ according to Definition 29 is in $\Upsilon_N$.

**Theorem 8** (Completeness). Assume a set $\Upsilon_N$ computed by the algorithm in Listing 5.3 for a transition system $T$ and regular safety property. The algorithm in Listing 5.3 is complete if every action trace of $T$ that is an action trace $\hat{\sigma}$ according to Definition 29 is in $\Upsilon_N$.

**Proof.** Assume the causal trace $\Upsilon$ for a transition system $T$ and a regular safety property $\varphi$, and a set $\Upsilon_N$ computed by the algorithm in Listing 5.3. We assume a simple action trace $\sigma$ of $T$ that is an action trace $\hat{\sigma}$ according to Definition 29 but not in $\Upsilon_N$. Because $\sigma$ is according to Definition 29, $\sigma$ is an action trace of $T$, $\sigma$ satisfies a cause $\Psi$ and $\varphi$. The algorithm in Listing 5.3 does not add $\sigma$ to $\Upsilon_N$ in the following cases.

- $\sigma$ is not in $\Upsilon_N$, when a state in $\sigma$ violates $\varphi$ (line 11-13). When a state in $\sigma$ violates $\varphi$, $\sigma$ violates $\varphi$ which contradicts our assumption that $\sigma$ satisfies $\varphi$.
- $\sigma$ is not in $\Upsilon_N$ when $\sigma$ is never on the stack of the DFS in Listing 5.3. Notice, that $\sigma$ is simple and satisfies $\varphi$. $\sigma$ is never on the stack when a transition $t$ in $\sigma$ is not in $t_{-map}$ (c.f. lines 10). This missing $t$ contradicts that the CTBS is complete as stated in Lemma 7.
- Finally, $\sigma \notin \Upsilon_N$ holds when no causal trace in $\Upsilon$ is a subtrace of $\sigma$. We assumed $\sigma$ satisfies a cause $\psi$, hence, for a causal trace $\sigma_c$ of $\psi$ holds $\sigma_c \subseteq \sigma$. Since the CTBS algorithm is complete by Lemma 7, $\sigma_c$ is also in $\Upsilon$ and compared with $\sigma$ in line 15. This contradicts that $\sigma_c$ is not in $\Upsilon$.

In every case, the assumed $\sigma$ cannot exist and, thus, the algorithm in Listing 5.3 is complete.
The algorithm in Listing 5.3 terminates because it search a finite number of
simple action traces. The algorithm in Listing 5.3 is correct since it terminates, is
sound by Theorem 7 and complete by Theorem 8.

5.4 Case Study and Experimental Evaluation

We now compare the DSPM and CTSB algorithms by analyzing several models
different size taken from [102] and the autonomous driving models presented in
Chapter 7. We implemented four variants of the considered algorithms:

(1) the CTBS algorithm based on a BFS state space exploration,

(2) the CTBS algorithm based on a DFS state space exploration,

(3) a modified version of the DSPM algorithm, and

(4) to obtain a baseline, an algorithm that ignores all duplicate states, i.e., behaves
    like a standard BFS when encountering a duplicate state.

These implementations are integrated in the QuantUM tool and use a modified version
of the model checker SpinJa [41] for the state space exploration. We modified the
above described DSPM algorithm in order to address its insufficiencies with respect
to treating multiple duplicates encountered during state space exploration. This
is accomplished by computing all minimal counterexamples by repeatedly iterating
through all duplicate states stored in a list maintained by DSPM until no new
counterexample is generated.

All analyses were performed on a computer with an E5-2697 CPU with 24 cores
(2.7GHz), 785GB of RAM and a 64 bit Linux operating system. The analysis
algorithms were mapped to two threads: one thread performed the state space ex-
ploration and another executed the algorithm for the causal trace set computation.
The state space exploration was based on a BFS as long as nothing else is stated.
A timeout for the experiments was set to two hours.

Table 5.1 shows the results of the CTBS algorithm. The input model is char-
acterized by the number of states that were explored, the number of transitions
traversed and the maximal search depth. For the larger models FFU Star, FFU
ECU, ASR ch1 and ASR Reduced, we limited the search depth to 60. In case of a
timeout, the current search depth reached by the CTBS algorithm is given in col-
umn Depth. For all of the four larger models, the search depth limit was reached
by the state space exploration when the timeout occurred. We indicate time val-
ues using the format (hours:minutes:seconds). The column #CT gives the size of
the causal trace set that was computed, #C gives the number of causes that were
detected, and TimeLast indicates the period of time after starting the experiment
when the last causal trace was found. The computation time consumed by the
analysis is given in the TimeA column, and the consumed memory in the column
Memory. Memory is given in MB. Table 5.2 shows some experimental results for
the algorithm variants 4), 3) and 2).
5.4. Case Study and Experimental Evaluation

<table>
<thead>
<tr>
<th>Model</th>
<th>States</th>
<th>Transitions</th>
<th>Depth</th>
<th>#CT</th>
<th>#C</th>
<th>TimeLast</th>
<th>TimeA</th>
<th>Memory</th>
</tr>
</thead>
<tbody>
<tr>
<td>Railroad</td>
<td>143</td>
<td>373</td>
<td>37</td>
<td>62</td>
<td>4</td>
<td>&lt;0:01</td>
<td>0:04</td>
<td>51</td>
</tr>
<tr>
<td>Airbag</td>
<td>3,456</td>
<td>14,257</td>
<td>35</td>
<td>484</td>
<td>5</td>
<td>&lt;0:01</td>
<td>0:04</td>
<td>62</td>
</tr>
<tr>
<td>Odometer</td>
<td>4,032</td>
<td>19,624</td>
<td>55</td>
<td>13</td>
<td>3</td>
<td>&lt;0:01</td>
<td>0:09</td>
<td>70</td>
</tr>
<tr>
<td>FFU Star</td>
<td>199,206</td>
<td>921,463</td>
<td>37/60</td>
<td>458</td>
<td>16</td>
<td>&lt;0:02</td>
<td>timeout</td>
<td>697</td>
</tr>
<tr>
<td>FFU ECU</td>
<td>226,688</td>
<td>1,147,834</td>
<td>31/60</td>
<td>509</td>
<td>19</td>
<td>&lt;0:02</td>
<td>timeout</td>
<td>863</td>
</tr>
<tr>
<td>ASR ch1</td>
<td>680,897</td>
<td>3,745,635</td>
<td>37/60</td>
<td>67200</td>
<td>2</td>
<td>02:00:05</td>
<td>timeout</td>
<td>3,747</td>
</tr>
<tr>
<td>ASR Reduced</td>
<td>14,222,115</td>
<td>90,775,575</td>
<td>39/60</td>
<td>76428</td>
<td>2</td>
<td>01:45:58</td>
<td>timeout</td>
<td>91,814</td>
</tr>
</tbody>
</table>

Table 5.1: Experimental Results for the CTBS Algorithm (Variant 1).

<table>
<thead>
<tr>
<th>Model</th>
<th>Ignore Duplicate Traces</th>
<th>mod. DSPM algorithm</th>
<th>CTBS with DFS</th>
</tr>
</thead>
<tbody>
<tr>
<td>Railroad</td>
<td>2 2 00:04 48 4 timeout</td>
<td>62 3 00:04</td>
<td></td>
</tr>
<tr>
<td>Airbag</td>
<td>3 3 00:07 6 3 timeout</td>
<td>13 3 00:08</td>
<td></td>
</tr>
<tr>
<td>Odometer</td>
<td>16 16 00:47 110 41 timeout</td>
<td>4,768 289 timeout</td>
<td></td>
</tr>
<tr>
<td>FFU ECU</td>
<td>19 19 00:29 149 7 timeout</td>
<td>2 2 timeout</td>
<td></td>
</tr>
<tr>
<td>ASR ch1</td>
<td>2 2 01:50 31 2 timeout</td>
<td>9,607 20 timeout</td>
<td></td>
</tr>
<tr>
<td>ASR Reduced</td>
<td>3 3 57:57 27 3 timeout</td>
<td>34,972 7 timeout</td>
<td></td>
</tr>
</tbody>
</table>

Table 5.2: Experimental Results for the Algorithm Variants 4), 3) and 2).

In order to compare the algorithm variants qualitatively, we analyzed the railroad crossing example taken from [102] with the CTBS variant 1) using the QuanTUM tool. We obtained the fault tree depicted in Figure 5.3. The fault tree has four subtrees that represent the causes Cause 1 ... Cause 4. A cause is created by combining all causal traces with the same set of actions. The number of causal traces that a cause contains is depicted next to the cause name, for instance, Cause 1 contains 20 causal traces. These causal traces differ only in the action order of the 5 actions in Cause 1. The depicted order of the actions from top to the bottom is the action order in one of the causal traces. Notice that the type of fault tree that we use is a dynamic fault tree, which means that the occurrence order of the actions on one of its and-branches is assumed to be arbitrarily ordered. In effect, the causal traces of a cause contain a partial order of the depicted events that cannot yet be directly depicted in a fault tree. We present an algorithm to compute partial order in Chapter 6, and omit these order constraints here.

After the causal traces are computed, non-occurrence is analyzed for models that deterministically violates a property. As expected the algorithm in Listing 5.3 detected that the models FFU ECU and FFU Star non-deterministically violate their properties. We created deterministic versions FFU ECU (det) and FFU Star (det) of these models by deleting non-deterministic transitions and rerun the algorithm. The results of the algorithm in Listing 5.3 are given in Table 5.4. The column #C gives the number of causes after the non-occurrence computation, TraceNon presents the number of action traces with a non-occurrence action, TimeNon states the time between the start of the algorithm in Listing 5.3 and its termination and MemNon indicates the maximal increase of the memory consumption while the algorithm runs.
5.4.1 Quantitative Result Interpretation.

The algorithm variant 4) defines a base line for the quantitative performance of the other algorithm variants when analyzing the different models. The highest analysis time with this algorithm is observed for the model ASR Reduced with a value of 57:57. The algorithm variants 1), 2) and 3) have a much higher computation time demand. As opposed to the baseline, these algorithms experienced a timeout for the models FFU Star, FFU ECU, ASR ch1 and ASR Reduced. We can conclude that the penalty for processing duplicate states completely is a significant increase in computation time. Algorithm variant 3), which corresponds to the modified DSPM algorithm, experiences a timeout for all models, whereas CTBS in both variants 1) and 2) is able to analyze some models without timeout. This points to a performance advantage of CTBS over DPSM.

More generally, the advantage of CTBS over DPSM in terms of its performance on practical models can be argued as follows. First, the CTBS can return preliminary results. In particular, a causal trace set can be constructed when using a BFS state space exploration even when the computation aborts for instance due to a timeout. The analysis of the model FFU Star guarantees that all causal traces up to depth 37 when the timeout occurs are found, and that action traces that were found up to that depth are actually causal. The same holds true for the analysis of model FFU ECU at depth 31, for the model ASR ch1 at depth 37 and for the model ASR Reduced at depth 39. Notice that since we return causal trace sets in these situations, the results are complete and no causal traces up to the analysis depth that was reached are missing. Second, causal traces are minimal and, as a consequence, found early during the analysis. For several models the last causal trace was detected in less than 1 second, as can be gleaned from the data in column TimeLast. The remainder of the computation time is spent by the algorithm to ensure that the causal trace set contains all causal traces. For instance, for the Airbag model, the computation of this guarantee takes another 7 minutes and 9 seconds. For the models FFU ECU and FFU Star the checking of this guarantee times out after 2h. However, based on our knowledge of this model we can state that all causal traces were found by the time the timeout occurred.

The CTBS algorithm based on a BFS (variant 1) performs differently compared to the DFS based version (variant 2) in terms of runtime and causal results. For the Airbag model, variant 1) requires 7:09 which is substantially less than 39:46 for variant 2). A DFS based algorithm first searches the depth and checks many orderings of non causal traces before shorter causal traces are found. The CTBS

<table>
<thead>
<tr>
<th>Model</th>
<th>#C</th>
<th>TraceNon</th>
<th>TimeNon</th>
<th>MemNon</th>
</tr>
</thead>
<tbody>
<tr>
<td>Railroad</td>
<td>5</td>
<td>116</td>
<td>00:00:01</td>
<td>0.77</td>
</tr>
<tr>
<td>Airbag</td>
<td>5</td>
<td>0</td>
<td>00:00:01</td>
<td>8.46</td>
</tr>
<tr>
<td>Odometer</td>
<td>3</td>
<td>3</td>
<td>00:00:01</td>
<td>&lt;0.01</td>
</tr>
<tr>
<td>FFU ECU (det)</td>
<td>28</td>
<td>656</td>
<td>00:00:18</td>
<td>7.18</td>
</tr>
<tr>
<td>FFU Star (det)</td>
<td>25</td>
<td>632</td>
<td>00:00:19</td>
<td>7.97</td>
</tr>
<tr>
<td>ASR Ch1</td>
<td>2</td>
<td>0</td>
<td>00:01:50</td>
<td>3,072.74</td>
</tr>
<tr>
<td>ASR Reduced</td>
<td>2</td>
<td>0</td>
<td>00:16:41</td>
<td>3,696.03</td>
</tr>
</tbody>
</table>

Table 5.3: Experimental Results for Non-Occurrence Computation.
5.4. Case Study and Experimental Evaluation

algorithm based on DFS scales worse than based on BFS and this result goes in line with previous results in [104]. Variant 2), however, found more causes than variant 1), for the FFU Star, ASR ch1 and ASR reduced model. We had a closer look at the fault trees and detected that several causal traces returned by variant 2) are actually not causal. As expected, the DFS cannot ensure that a causal trace is causal until the algorithm terminates. We conclude that variant 2) is not sound when the analysis is aborted before completion, for instance due to a timeout. For larger models, the BFS should be used to obtain correct results.

The maximal time that the algorithm in Listing 5.3 needs to compute non-occurrence events is 16 minutes and 41 seconds with memory consumption of 3,696,03MB for the ASR Reduced model. This resource consumption is significantly less than the resource consumption of the CTBS algorithm that reaches the 2h timeout and uses 91,814 MB of memory. The time efficiency is reasonable since the algorithm in Listing 5.3 explores only action traces that differ from a causal trace in at most one event. Notice that the before executed CTBS algorithm already stored all transitions of an analyzed model. This explains the memory efficiency of the algorithm.

5.4.2 Qualitative Result Interpretation.

We had a detailed look at the causal traces with non-occurrence events that the algorithm in Listing 5.3 computed and they are reasonable. We further discuss

Figure 5.3: Fault Tree for Railroad Crossing Using CTBS variant 1)
the non-occurrence results in Chapter 6 as in that chapter causal traces with non-occurrence events and the event orders that motivate cause splits are visualized.

We refer to the railroad crossing in Example 1 to illustrate some qualitative differences between variant 1) and variant 4), the algorithm defining the baseline in terms of quantitative performance.

The fault tree in Figure 5.4 computed for the railroad crossing example by variant 4) is missing the causes labeled Cause 3 and Cause 4, which were on the other hand computed by variant 1), see the fault tree in Figure 5.3. The events of Cause 1 are a subset of the events in Cause 3, but the action Gf happens after the action Tc. The events of Cause 2 are contained in Cause 4 but the action Cc happens after the action Ge. When Gf happens before Tc, the gate stays falsely open. When Gf happens after Tc then the gate falsely opens itself. From Cause 2 we can infer that an accident happens because the car is not leaving the crossing. From Cause 4 computed by CTBS in variant 1) we conclude that an accident can additionally happen because the train is not leaving the crossing. This exemplifies that CTBS in variant 1) can compute more information regarding the cause of a property violation in the system than the baseline algorithm variant 4). This is due to the completeness of variant 1) as opposed to the incompleteness of variant 4).

5.5 Conclusion

We have addressed the complete computation of causal trace sets in Causality Checking. The complete computation of the causal trace sets is essential in the analysis of safety-critical systems in order to ensure that all causal factors will be identified by the analysis. The CTBS algorithm that we propose addresses the problem of a complete and sound construction of action traces that belong to this set when the state space traversal encounters multiple duplicate states during the
search. We contrast the CTBS algorithm with the DSPM algorithm, which is the current basis for implementations of Causality Checking. The variant of DSPM originally implemented in QuantUM only performs an incomplete under-approximative handling of the construction of traces when encountering duplicate states. In contrast, CTBS handles the encounter of duplicate states properly and completely and manages to establish complete causal sets. In particular, CTBS outperforms a variant of DSPM modified to accomplish a naive correction of the under-approximation.

The results also showed that it is beneficial to use CTBS with BFS instead of DFS. With BFS, we can ensure that the results are correct up to the current search depth. This makes it possible to analyze even large models where the implementation of Causality Checking reaches its limits.
Chapter 6

Analyzing the Strict Partial Order in Action Traces

The content of this part is based on the publication [88].
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6.1 Introduction

QuantUM in [102] implements Causality Checking and depicts the actions of a cause by a fault tree without indicating the order of the contained actions. We now propose an order analysis to compute the strict partial order of the actions in a cause. We illustrate the order analysis by applying it to a simplified model of the railroad crossing in Example 1. In this simplified model, the crossing has no gate and, hence, is unguarded. We will refer to this unguarded railroad crossing model as a running example throughout the chapter. In this model, a train approaches a crossing (Ta), then enters the crossing (Tc) and leaves the crossing (Tl). A car also approaches at the crossing (Ca), then enters the crossing (Cc) and leaves the crossing (Cl). The car will not enter the crossing when the train is already in the crossing. A property violation in this system occurs when a state can be entered in which both the train and the car are in the crossing at the same time, which has the potential to lead to a fatal accident. We, therefore, state the property that such a state can not be reached.

Remember, Causality Checking computes a causal trace set (c.f. Definition 30) for the violation of such a reachability property in case it is violated in the model. By CC1 in Definition 22 and in Definition 28, a cause describes a set of minimal bad traces over the same multi-set of actions. Thus, we split the causal trace set in causes where every action trace in a cause is formed over the same multi-set of actions, and only vary in the order in which these actions occur. For the unguarded railroad crossing example, Causality Checking computes just one cause over the set \{Ta, Tc, Ca, Cc\} of actions. It contains 3 causal traces, depicted in Figure 6.1(a). Notice that for systems of realistic size, a cause may contain a much higher number
of action traces. For reasons of convenience and since QuantUM is primarily used in the area of safety-critical system analysis, causes are depicted as fault trees. The fault tree in Figure 6.1(b) depicts the cause computed for the unguarded railroad crossing example. The top-level event \textit{TrainCarHazard} is valid when one of the causes is valid. Thus, an or-gate is connected to the single cause \textit{Cause 1}. A cause is valid when every contained basic event \( Ca, Cc, Ta \) and \( Tc \) occurred in the depicted order, which means that an action trace is obtained from the system that contains these events in this order.

The basic events can occur in the model in different orders. These basic events are combined by an and-gate that requires all of them to occur without imposing a particular order on the occurrence. This fault tree returned by QuantUM does not currently depict these different action orders, even though the ordering information is contained in the set of action traces that form the cause. Assume, in the example above, that the train enters the crossing before the car, then the car will never enter the crossing, as per the model definition, and the property violating state will not be reached.

We propose an analysis that computes the strict partial orders of actions in action traces and depicts the computed order in a fault tree. In order to depict the action orders, we use the ordered-and-gate into the fault tree notation introduced in [103]. It is depicted as an and-gate labeled with a triangle. It is satisfied when the actions connected to the gate occur from left to right. For the running example, the analysis results in the fault tree depicted in Figure 6.1(c), which represents all orders of the action traces given in Figure 6.1(a) and which corresponds to the causality criteria in Definition 22 of Causality Checking. The order in the fault tree depicts, for instance, that \( Tc \) occurs always after the other actions, and the action \( Ta \) is independent of action \( Ca \) and action \( Cc \). In this chapter, we present algorithms that compute and depict the order of actions in the set of causal traces belonging to a cause. We also implement these algorithms in QuantUM.

**Structure.** In Section 6.2, we present algorithms to compute the strict partial order for the causal traces of a cause. We evaluate an implementation of the algorithms
6.2 Algorithm to Analyze Action Orders in Action Traces

In this section, we present an algorithm that we refer to as Algorithm 6.1, which is designed to compute the strict partial order of the actions in a set of causal traces. We also define an algorithm called Algorithm 6.2, which translates this strict partial order into a fault tree.

The input to Algorithm 6.1 is an action trace class defining the causal traces of a cause. For instance, in the railroad example, the causal traces in Figure 6.1(a) are the action trace class of the cause computed for the railroad model. This action trace class is built over the action set \{Ca, Cc, Ta, Tc\}. Algorithm 6.1 computes the strict partial order of the actions in an action trace class and stores it in a DAG which is accomplished in the following way. The strict partial order \( a < b \) holds for an action trace in which an action \( a \) occurs before an action \( b \). In the railroad model, for instance, \( Tc \) occurs in every action trace after \( Cc \) and \( Ca \). Thus, \( Cc < Tc \) and \( Ca < Cc \) holds in every action trace. Since \( Cc < Tc \) holds in every action trace in Figure 6.1(a), we deduce that \( Tc \) depends on \( Cc \) occurring first in order to reach a property violation. In the same way, \( Cc \) also depends on \( Ca \) and \( Tc \) depends on \( Ca \). In the DAG for the railroad example, the algorithm only needs to store the information that \( Tc \) depends on \( Cc \) and that \( Cc \) depends on action \( Ca \) because \( Tc \) also transitively depends on \( Ca \). We define the direct dependency relation in Definition 31 that removes transitive dependency relations.

**Definition 31 (Direct Dependency Relation \( \hat{\prec} \)).** An action \( b \) directly depends on action \( a \), written as \( a \hat{\prec} b \), in an action trace class \( C \) with an action set \( A \) when \( a \prec b \) holds and \( \neg \exists a' \in A. a \prec a' \land a' \prec b \).

For instance, in the running example, the direct dependency relations \( Ca \hat{\prec} Cc \) and \( Cc \hat{\prec} Tc \) hold and imply the dependency relation \( Ca \prec Tc \) but \( Ca \not\hat{\prec} Tc \) because \( Cc \) has a direct dependency with \( Ca \) and \( Tc \).

The DAG in which the algorithm stores the dependencies is a DDAG \( G \) defined in Definition 32. A DDAG has no superfluous edge \( e \) that can be implied by transitivity, formally \((E\setminus e)^* = E^*\), and stores this transitive reduction of the strict partial order.

**Definition 32 (Dependency DAG (DDAG)).** A dependency DAG (DDAG) is a DAG \((V,E)\) that stores a strict partial order \( \prec \) over a set \( A \) with \( V = A \) and \((a,b) \in E\) for any actions \( a, b \in A \) where \( a \hat{\prec} b \) holds.

We say an action trace \( \sigma \) satisfies a DDAG \( G \) when \( \sigma \) is consistent with the strict partial order \( \prec \) stored in \( G \).

\( G \) is the input for Algorithm 6.2, which computes a causal tree as defined in Definition 33. The causal tree represents the strict partial order in \( G \) and also represents implicit independencies in \( G \). In the context of Causality Checking, a causal tree is the part of a fault tree that represents a single cause. A causal tree consists of basic events that represent the actions in a cause, ordered-and-gates where a connected event on the right side depends on every event on the left
side, and and-gates where the connected events are independent. The fault tree in Figure 6.1(c) depicts the basic events $C_a$, $C_c$, $T_a$ and $T_c$. In the fault tree, an ordered-and-gate specifies that $C_c$ depends on $C_a$ to occur first, and a regular and-gate specifies that $T_a$ and $C_c$ are independent.

**Definition 33 (Causal Tree).** A causal tree $CT$ is a connected DAG where a vertex $v$ is either a basic event for an action, or it is a gate. Any vertex $v$ can have an edge $(v,g)$ to a gate $g$. A gate $g$ is either an ordered-and-gate, where the vertices $v_0...v_j$ with edges $(v_i,g)$ are ordered by increasing index $i$ from left to right, or an and-gate that does not impose an order of the vertices attached to it.

A causal tree $CT = (V,E)$ describes a partial order $\succeq_T$ with an event set $A = V$ where $(v_i,v_j)$ is in $\succeq_T$ for every two different vertices $v_i$ and $v_j$ in $V$ that have walks $v_i...v_l g$ and $v_j...v_k g$ to an ordered-and-gate $g$ in $(V,E)$ and $l < k$ for $g$. Formally, an action trace $\sigma$ satisfies $(V,E)$ when $\sigma$ is consistent with $\succeq_T$.

In order to derive a fault tree, we compute a causal tree for every cause and combine the obtained causal trees with an or-gate. For the railroad example, the result of these computations is the fault tree depicted in Figure 6.1(c). It contains one causal tree which is the subgraph below and including the ordered-and-gate, denoted by the and-gate symbol labeled with a triangle.

**Algorithm 6.1** computes the strict partial order of the actions in an action trace class and stores the resulting strict partial order relation in a DDAG. The functions given in Listing 6.1 compute a DDAG with the strict partial order for a given action trace class $C$ built from an action set $A$. Let $i_\sigma(a)$ be a function that returns the index of an action $a$ in an action trace $\sigma$, and the function $\sigma[i]$ return the action in $\sigma$ at index $i$. The function `createPreconditionMap` preprocesses the action traces of an action trace class and stores in a map $aM$ for every action $b$ in $A$, the set of actions that occurred in an action trace directly before $b$. The function iterates in lines 3 to 5 through every action $\sigma[i]$ in every action trace $\sigma$ and adds the action $\sigma[i-1]$ occurring before $\sigma[i]$ to the set of $\sigma[i]$ in aM.

The function `createDAG` obtains the map $aM$ as an input and computes a DDAG representing the strict partial order of a given action trace class C. The algorithm uses $aM$ as an input in line 8 to create a dependency matrix $m$ of size $|A| \times |A|$. For any actions $a$ and $b$, an entry $(a,b)$ in $m$ is true when $i_\sigma(a) < i_\sigma(b)$ holds in an action trace $\sigma$ of $C$. Hence, $(a,b)$ is true when an action $a$ is in $aM[b]$. Next, the algorithm ensures that the properties of a strict partial order hold for the relation stored in $m$. In line 10, the algorithm computes the transitive closure of $m$ and stores it in $m$. In line 12, the algorithm removes symmetries in $m$ by setting $(a,b)$ and $(b,a)$ to false since, as we argue in Section 4.3, symmetrically ordered actions cannot be dependent on each other. In line 13, the algorithm removes reflexive transitions when for an action $a$, the relation $a < a$ holds.

```plaintext
1 Map<Action, Set<Action>> aM;
2 function createPreconditionMap(Set<ActionTrace> C)
3   for ActionTrace \sigma in C
4     for i: 1 ... \sigma.length - 1
5         aM.get(\sigma[i]).add(\sigma[i-1]);
```
6.2. Algorithm to Analyze Action Orders in Action Traces

![Listing 6.1: Pseudocode of Algorithm 6.1 to Compute DAG.](image)

Algorithm 6.2 uses the DDAG $G$ returned by function getDAG as an input and computes a causal tree. In lines 4 to 6 in Listing 6.2, the algorithm first iterates through every action $p$ in $G$ where $p$ is a precondition of another action $a$. It stores this property of $p$ using a Boolean variable Used for $p$ in a map $m$. In lines 7 to 9, we search for every action that is not a precondition of another action. These actions are independent of any other action. For every independent action $a$, we call the recursive function createTree in line 10 in order to create a tree that represents the dependencies of $a$. The function createTree creates a tree for the dependencies of an action $a$. In line 14, the algorithm checks whether the tree of an action $a$ was previously created. In case, this tree for $a$ is stored in $m$, the function createTree returns this tree. Otherwise, the algorithm creates the tree for $a$ and stores it in variable $t$. The algorithm first creates a basic event $e$ for $a$ in line 17. In line 18, the algorithm gets the set $pL$ of actions on which $a$ depends. In case $a$ depends on no other action, $e$ is the tree with the dependencies of $a$ and the algorithm stores $e$ in $t$. In case $pL$ contains only a single action stored in $pL[0]$, the algorithm creates the tree $t'$ with the dependencies for the action in $pL[0]$ in line 22. In case $pL$ has several actions, the algorithm creates a tree for every action in $pL$ in line 24 and combines these trees with an and-gate $t'$. $t'$ depicts the precondition actions of $a$, thus, the algorithm combines $t'$ and $a$ in line 25 in this sequence with an ordered-and-gate. This ordered-and-gate is stored in $t$. $t$ is stored in $m$ for the action $a$ in line 26 and in line 27 returned by the function.

![Listing 6.2: Pseudocode of Algorithm 6.2 to Compute Causal Tree.](image)
for Action a in G
    for p in a.getPre()
        m(p).Used = true
    for Action a in G
        if m(a).Used
            continue;
        indep.add(createTree(a));
    return and(indep);

function createTree(Action a)
    if(m(a).Tree)
        return m(a).Tree;
    Tree t, t';
    Tree e = createBasicEvent(a);
    Set<Action> pL = a.getPre();
    if pL.size() = 0 then t = e;
    else
        if pL.size() = 1
            t' = createTree(pL[0]);
        else //combine set of preconditions
            t' = and(foreach p in pL : createTree(p))
        t = orderedAnd(t', e); //preconditions before e
    m.put(a, t);
    return t;

Listing 6.2: Pseudocode of Algorithm 6.2 to Compute Causal Tree.

The function createTree is called in line 10 for every independent action. The trees of these actions are stored in a set indep. After all trees are created, they are combined by an and-gate in line 11 and this and-gate is the causal tree that we wanted to compute.

It is possible to optimize the algorithm in the following way. An ordered-and-gate in the causal tree can be connected to another ordered-and-gate. For instance, when \( a_1 \) occurs before \( a_2 \) and \( a_2 \) occurs before \( a_3 \) then the presented algorithm creates two ordered-and-gates instead of one with all three actions. The implementation of lines 22 and 25 in Listing 6.2 combines several ordered-and-gates to a single one when possible and returns it.

6.2.1 Correctness

We now prove that the presented algorithms to compute a causal tree that depicts a strict partial order for an action trace class \( C \) is complete and sound, and thereby partially correct.

A DDAG \( G \) computed by Algorithm 6.1 is complete according to Definition 34 when every action trace in \( C \) corresponds to a valid ordering of the actions according to the dependencies stored in \( G \).

Definition 34 (Completeness DDAG Construction). Assume a DDAG \( G \) computed for an action trace class \( C \). \( G \) is complete when any action trace \( \sigma \in C \) is an action trace satisfying \( G \).
Theorem 9 (Completeness of Algorithm 6.1). Algorithm 6.1 computes a complete DDAG according to Definition 34.

Proof. Assume a DDAG $G$ computed by Algorithm 6.1 for an action trace class $C$ and an action trace $\sigma$ in $C$ that is not satisfying $G$. Since $\sigma$ is not satisfying $G$ two actions $a$ and $b$ exist that satisfy $i_\sigma(b) < i_\sigma(a)$ but in $G$ the dependency relation $a < b$ holds. Since $a < b$ holds in $G$ by construction of $G$ another trace $\sigma'$ in $C$ exists that satisfies $i_{\sigma'}(a) < i_{\sigma'}(b)$. For $\sigma$ and $\sigma'$, Algorithm 6.1 would store the relations $i_\sigma(b) < i_\sigma(a)$ and $i_{\sigma'}(a) < i_{\sigma'}(b)$ in matrix $m$ (line 8) and removes them (line 12) afterwards since these relations contradict antisymmetricity. Thus, either $a < b$ cannot hold in $G$ or $\sigma \notin C$. Both cases contradict our assumptions.

A DDAG $G$ computed by Algorithm 6.1 could be considered sound when any action trace that satisfies $G$ is in $C$. However, as we shall see, this definition of soundness is too strict. Assume a set with two action traces $(a, b, c)$ and $(c, a, b)$. Then, Algorithm 6.1 computes a strict partial order $\{a < b\}$ over the event set $\{a, b, c\}$. This strict partial order allows the action trace $\sigma_3 = \langle a, c, b \rangle$ but $\sigma_3$ is not in the original action trace class. This observation was considered further in [138]. For $G$, we therefore use a different soundness criterium based on pairs of actions. Notice that in an action trace that satisfies $G$, only the order of independent actions can be changed while preserving its satisfaction of $G$. As mentioned above, two actions $a$ and $b$ are independent when neither $a < b$ nor $b < a$ holds in $G$. $a < b$ does not hold when an action trace $\sigma$ with $i_\sigma(b) < i_\sigma(a)$ exists, and $b < a$ does not hold when an action trace $\sigma'$ with $i_{\sigma'}(a) < i_{\sigma'}(b)$ exists. $G$ is sound according to Definition 35 when for any two independent action in $G$ the action traces $\sigma$ and $\sigma'$ exist.

Definition 35 (Soundness DDAG Construction). Assume a DDAG $G$ computed for an action trace class $C$. $G$ is sound when for any two independent action $a$ and $b$ in $G$, an action trace $\sigma \in C$ satisfying $i_\sigma(b) < i_\sigma(a)$ exists and another action trace $\sigma' \in C$ satisfying $i_{\sigma'}(a) < i_{\sigma'}(b)$ exists.

Theorem 10 (Soundness of the Algorithm 6.1). Algorithm 6.1 computes a sound DDAG according to Definition 35.

Proof. Assume a DDAG $G$ computed by Algorithm 6.1 for an action trace class $C$ and two actions $a$ and $b$ that are independent in $G$ and $a \neq b$. Partial orders in $G$ are represented by edges. Hence, two actions are independent in $G$ when neither a walk $a...b$ nor a walk $b...a$ exists. By construction of $G$, a walk $a...b$ does not exist when a trace $\sigma$ with $i_\sigma(b) < i_\sigma(a)$ exists and a walk $b...a$ does not exist when a trace $\sigma'$ with $i_{\sigma'}(a) < i_{\sigma'}(b)$ exists. We now show by contradiction that the action traces $\sigma$ and $\sigma'$ are in $C$.

In a first case, we assume that no action trace $\sigma$ exists that satisfies $i_\sigma(b) < i_\sigma(a)$. Thus, the relation $a < b$ is not removed in line 12 in Listing 6.1. In this case, either $a \geq b$ and the algorithm creates an edge $(a, b)$ (line 15) or actions $a_1, ..., a_n$ with $a < a_1 < ... < a_n < b$ exists and the algorithm creates edges $(a, a_1)(a_1, a_2)\ldots(a_n, b)$ in $G$. Both, the single edge and the sequence of edges represent a walk $a...b$. This walk contradicts the assumption that $a$ and $b$ are independent.
In a second case, we assume that no action trace \( \sigma' \) exists that satisfies \( i_{\sigma'}(a) < i_{\sigma'}(b) \). This case is equivalent to the first case since \( a \) and \( b \) are only substituted with another. Thus, the reasoning that \( \sigma' \) has to exist is similar to the argumentation for \( \sigma \).

We see that every case contradicts its assumption. Thus, when \( a \) and \( b \) are independent then \( \sigma \) and \( \sigma' \) have to exist.

We now discuss whether Algorithm 6.1 terminates. Algorithm 6.1 iterates over actions and their relations. Since the number of action traces in \( C \) is finite, the actions and the action relation are also finite. We conclude that Algorithm 6.1 terminates.

Assume that Algorithm 6.2 computes a causal tree \( CT \) for a DDAG \( G \). We abuse notation since we refer in the following to an action \( a \) that is represented in DDAG as a vertex and in a causal tree as a basic event. Algorithm 6.2 is sound when for any two actions \( a \) and \( b \) where \( a < b \) holds in \( CT \), \( a < b \) holds in \( G \), and the algorithm is complete when \( a < b \) holds in \( G \) then \( a < b \) holds in \( CT \). Remember that action \( b \) depends on \( a \) does not imply that \( b \) directly depends on \( a \), formally \( \neg \exists a, b, a < b \Rightarrow a \Rightarrow b. \) In \( G \), \( a < b \) holds when a walk \( a \ldots b \) exists. In \( CT \), the dependencies of actions are depicted by ordered-and-gates. \( a < b \) holds in \( CT \) when there exists an ordered-and-gate \( g_b \) with edges \((v_x, g_b)\) and \((b, g_b)\), where \( v_x < b \), and a walk \( a \ldots v_x g_b \). Definition 36 ensures that an action \( b \) depends on an action \( a \) in \( G \) if \( b \) depends on \( a \) in \( CT \).

**Definition 36 (Correctness of Causal Tree Construction).** Assume a causal tree \( CT \) computed for a DDAG \( G \) with an action set \( A \). \( CT \) is sound if for any two actions \( a, b \in A \) where \( a < b \) holds in \( CT \), \( a < b \) also holds in \( G \). \( CT \) is complete if for any two actions \( a, b \in A \) where \( a < b \) holds in \( G \), \( a < b \) also holds in \( CT \). CT is partially correct if it is sound and complete.

**Theorem 11 (Correctness of Algorithm 6.2).** Algorithm 6.2 computes a correct causal tree according to Definition 36.

**Proof.** Assume a causal tree \( CT \) computed by the Algorithm 6.2 for a DDAG \( G \), and two actions \( a \) and \( b \) in \( G \). In a first case \( \Rightarrow \), we assume that \( a < b \) holds in \( G \) and will show that \( a < b \) holds in \( CT \), and in a second case \( \Leftarrow \), we assume that \( a < b \) holds in \( CT \) and will show that \( a < b \) holds in \( G \). In line 25 of Listing 6.2, an ordered-and-gate \( g_b \) is created for \( b \) when \( b \) directly depends on at least one other action in \( G \). Thus, when \( b \) depends on another action, \( g_b \) exists and when \( g_b \) exists, \( b \) depends on another action. By construction of \( g_b \), \( b \) is its most right vertex and so for any walk \( a \ldots v_x g_b \) in \( CT \), \( v_x < b \) holds.

\[ \Rightarrow \quad \text{We assume that } a < b \text{ holds in } G, \text{ and we now construct a walk } a \ldots g_b \text{ in } CT \text{ to show that } a < b \text{ also holds in } G. \text{ Because } a < b \text{ holds in } G, \text{ a walk } a_0 \ldots a_n \text{ with } a_0 = a \text{ and } a_n = b \text{ in } G \text{ has to exist. This walk witnesses that every action } a_i \text{ with } 0 < i \leq n \text{ has a precondition. Thus, Algorithm 6.2 creates an ordered-and-gate } g_i \text{ for every } a_i \text{ with } i \geq 1 \text{ (line 25 in Listing 6.2), and for } i > 1 \text{ either an edge } (g_{i-1}, g_i) \text{ when } a_i \text{ has a single precondition (line 22), or creates an and-gate } g_i' \text{ and the edges } (g_{i-1}, g_i') \text{ and } (g_i', g_i) \text{ (line 24). We see a} \]
walk \( g_1 \ldots g_n \) has to exist in \( CT \). Action \( a \) can also have a precondition then similar to the other actions a walk \( a_g_0 g_1 \ldots g_n \) exists in \( CT \). Otherwise, \( a \) has no precondition (line 19) and a walk \( a g_1 \ldots g_n \) exists. Since \( g_n = g_b \), both walks \( a g_0 g_1 \ldots g_n \) and \( a g_1 \ldots g_n \) witness that a walk \( a..g_b \) exists in \( CT \). Because of this walk, we conclude that \( a < b \) holds in \( CT \).

\[ \Leftarrow \quad \text{We assume that } a < b \text{ holds in } CT. \text{ Thus, an ordered-and-gate } g_b \text{ with edge } (b, g_b) \text{ and a walk } a...g_b \text{ exists in } CT. \text{ We now construct a walk } a...b \text{ in } G. \text{ In } CT, \text{ an edge } (a, g) \text{ is either an edge from a basic event to a gate or from a gate to another gate. Hence, } a \text{ is the only basic event in the walk } a...g_b \text{ and we know that the other vertices } g_0, ..., g_b \text{ are gates, and } g_0 \text{ exists or not. Every gate } g_i \text{ in } g_0...g_b \text{ is an and-gate or an ordered-and-gate. By construction (line 25 and 17), every ordered-and-gate } g_i \text{ is created for an action } a_i \text{ in } G \text{ and has an edge } (g_i, a_i) \text{ in } CT. \text{ An and-gate } g_i \text{ is created (line 24) when } a_i \text{ has several preconditions and depicts independence. We can remove every and-gate, remove } g_0 \text{ when it exists and substitute every other ordered-and-gate } g_i \text{ with its action } a_i \text{ in } a g_0...g_b, \text{ and result in a walk } aa_1...b. \text{ Thus, we found a walk } a...b \text{ in } G \text{ that ensures } a < b \text{ in } G. \]

Since both cases hold, we conclude that \( a < b \) holds in \( G \) iff \( a < b \) holds in \( CT \). \( \Box \)

Algorithm 6.2 executes only finite loops over the actions in \( G \) in the function \textit{createCausalTree} and creates at most once a dependency tree for every action in \( G \). Since the actions in \( G \) are finite, Algorithm 6.2 will terminate.

Theorem 9 and Theorem 10 show that according to our correctness criteria, Algorithm 6.1 computes a DDAG \( G \) with the dependencies contained in an action trace class \( C \). Theorem 11 shows that Algorithm 6.2 is correct and computes a causal tree \( CT \) for \( G \) that depicts the action dependencies in \( G \). In summary, a causal tree \( CT \) computed by Algorithm 6.1 and Algorithm 6.2 correctly represents the action dependencies in \( C \).

### 6.2.2 Complexity

In the following, we analyze the worst-case complexity of Algorithm 6.1 and Algorithm 6.2.

The worst-case complexity of Algorithm 6.1 is determined by the size \(|C|\) of the action trace class \( C \) and the size \(|A|\) of its alphabet \( A \). Algorithm 6.1 has several computation steps of different complexity. First, Algorithm 6.1 iterates over every action trace in \( C \) and every action in an action trace (line 3-5), which has a complexity in \( O(|A|\cdot|C|) \). In the next computation step in line 8, a lookup is executed for every tuple of two actions in \( A \times A \) to create the dependency matrix \( m \). Thus, the complexity to create \( m \) is in \( O(|A|^2) \). The worst-case-complexity to compute the transitive closure is in \( O(|A|^3) \) [118]. In order to ensure antisymmetricity in \( m \) in line 12, the algorithm compares whether the order constraints \( a_1 < a_2 \) and \( a_2 < a_1 \) of any pair of \( a_1, a_2 \) in \( A \) are in \( m \) and removes them in case both constraints hold. The complexity to ensure antisymmetricity is in \( O(|A|^2) \). For every action in \( A \), irreflexivity is ensured in line 13 and this has a complexity in \( O(|A|) \). Next, the
transitive dependencies are removed in line 14. Therefore, the actions are ordered by
the number of their preconditions, which has a complexity in $O(|A|^2)$ to count the
number of preconditions, and a lookup happens for every triple of three different
actions in $A \times A \times A$ which results in a complexity of $O(|A|^3)$. In summary, the
most complex computation steps are in $O(|A|^3 + |A| \cdot |C|)$ and this is the worst-case
complexity of Algorithm 6.1.

Algorithm 6.2 first determines the independent actions in $G$ in $O(|A|^2)$. Afterwards, function CreateTree is called for every action $a$ in $G$ to depict the dependencies of $a$. Notice that $a$ depends on at most $|A| - 1$ other actions. For every $a$, CreateTree creates at most one and-gate (line 24), one ordered-and-gate (line 25), and $|A| + 1$ edges. One edge starts in every action on which $a$ depends and one edge starts in every gate that is created. This computation to depict the dependencies of $a$ is executed at most once since the result is stored in the map $m$. We see, CreateTree is called $|A|$ times where every call is in $O(|A|)$ which results in an overall worst-case complexity in $O(|A|^2)$. In summary, the worst-case-complexity of Algorithm 6.2 is in $O(|A|^2)$.

6.3 Case Study

We implemented Algorithm 6.1 and Algorithm 6.2 in the tool QuantUM. We qual-
itatively evaluate the algorithms in that we assess whether they can jointly analyze
the strict partial order in a given set of action traces. In the quantitative assessment,
we measure the computing resources needed by the algorithms when analyzing a
set of models. All experiments were performed on a computer with an i7-6700K
CPU (4.00GHz), 60GB of RAM and a Linux operation system.
In Chapter 5, we analyzed Example 1 which is the railroad crossing with a gate. Without the use of the algorithms proposed in the current chapter, QuantUM computes the fault tree in Figure 5.3 that does not depict the order of the actions. Using the proposed algorithms, QuantUM computes the fault tree in Figure 6.2. It depicts the order of the actions in a cause as we defined it above. Both fault trees contain the causes Cause 1 to Cause 4. In both fault trees, all actions of Cause 1 are contained in Cause 3 and all actions of Cause 2 are contained in Cause 4. It is not clear from the fault tree in Figure 5.3 why the causal traces described by Cause 3 and Cause 4 are minimal according to CC1 in Definition 22. In the fault tree in Figure 6.2, we see that in Cause 1 and Cause 3 the gate has a failure caused by the event Gf. In Cause 1, the gate is stuck open and in Cause 3 the gate first closes and then opens in error. Thus, both times the train and the car can be in the crossing at the same time, and therefore an accident can occur. In the fault tree in Figure 6.2, we see the difference between Cause 1 and Cause 3 in the order of the actions Gf and Tc that we assumed in Subsection 5.4.2. In Cause 2 and Cause 4 the system behaves without a failure of the system, but the order entailed by the interleaving of the actions causes the hazard. In Cause 2, the car crosses (Cc) the railroad and meanwhile, the gate closes (Gc) and the train enters the crossing. In Cause 4, the gate closes (Gc) and a train enters the crossing subsequently, but the signal Go to open the gate is late. Thus, the gate opens when the train is in the crossing a second time. The car can then enter (Cc) which leads to the accident. An essential difference between Cause 2 and Cause 4 is the order of Cc and Gc. We conclude that the ordering of the actions helps to understand causes for the occurrence of the hazards.

In Figure 6.3, we see that the proposed algorithms can also compute the order of causes according to Definition 28 that contain non-occurrence events. As proposed in Section 4.4, the analysis of non-occurrence split Cause 1 in Figure 6.2 into a Cause 1 and a Cause 2 in Figure 6.3. The Cause 1 depicts $\Psi_1^0$ of Formula 4.2, and Cause 2 depicts $\Psi_2^0$ of Formula 4.2.
Quantitative Results and Interpretation  We now want to analyze the performance of the causal tree computation by Algorithm 6.1 and Algorithm 6.2. Therefore, we applied the algorithms to several models of different size, in terms of the number of states and transitions that they encompass, taken from [102] and Chapter 7. The quantitative results are given in Table 6.1. The complexity of a model is given in terms of the number of its states and transitions. For every model, we indicate the number \( \# C \) of causes and the maximal number of causal traces and actions in one of the causes. The columns Time and Memory indicate the maximal computation time and memory consumption that the analysis required in order to compute a fault tree of a model including the action order as per the proposed algorithms.

For every model, QuantUM produces a fault tree where the causes are depicted with the strict partial order of the actions. We had a detailed look at all the fault trees and according to this manual inspection, every fault tree depicts the strict partial orders of its causes.

The diagram in Figure 6.4 gives the time in microseconds (\( \mu s \)) that is necessary to compute a causal tree for every cause in every model. For a model with several causes, the diagram depicts several data-points. The worst-case complexity to compute a cause is the combined worst-case complexity of Algorithm 6.1 and Algorithm 6.2 and is in \( O(|A|^3) \). We let IBM SPSS [72] analyze the cubic relation between the time to compute a cause and the number of actions. IBM SPSS automatically fits the function \( 31.583 + 13.583x - 1.057x^2 + 0.057x^3 \) to the data. It is depicted as a black line in the diagram. The distance of the points to the function can be measured by the coefficient of determination \( R^2 \), which is the quadrate of the correlation. The value range of \( R^2 \) is \([0, 1]\) where \( R^2 = 1 \) would be a perfect fit. The function in the diagram has a \( R^2 = 0.985 \). This function fits nearly perfectly to the data points, which supports that the worst and average case complexity of the proposed order analysis has a cubic complexity.

While the time to compute a causal tree is given in Figure 6.4 in microseconds, the overall time to compute a fault tree is in Table 6.1 in the area of milliseconds. We wondered about this gap of a factor 100 and detected that Java, which was used for the implementation of QuantUM and the proposed algorithms, has an offset time in the area of milliseconds to load and create a class when the class is instantiated the first time. This implies that the overall computation times given in Table 6.1 consist primarily of the time for loading classes and not of the time for computing the causal trees.

Our proposed algorithms computed the strict partial orders within at most 40 milliseconds and at most 17.038MB of memory. This seems reasonable and
6.4 Conclusion

In this chapter, we presented algorithms that compute a strict partial order of the actions occurring in an action trace class and represent this strict partial order as a fault tree. In Causality Checking, we use the algorithms to compute strict partial orders of causal traces with the same action set. These strict partial orders represent causes. We implemented the algorithms in the tool QuantUM and computed fault trees for several models. The evaluation showed that a representation of the action order can be computed using a reasonable amount of computing resources, and that the computed results provide helpful insight into the causes for a property violation.

Figure 6.4: Time to Compute a Causal Tree in Relation to #Actions in a Cause.

is acceptable for QuantUM since a cause in the analyzed models contains up to 61,920 traces of 29 actions.
Chapter 7

Automated Functional Safety Analysis of Automated Driving Systems

The content of this part is based on the publication [86].
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7.1 Introduction

We now show in a case study on automated driving systems (ADS) that Causality Checking implemented in the tool QuantUM supports the analysis of safety-critical systems. An ADS system steers a vehicle without a driver and it is essential for these systems to ensure functional safety, which means, that a function does not lead to a hazard even in the context of errors. Although functional safety of vehicles is ensured by the ISO 26262 [76] standard, this standard is not directly applicable to ADS. In the following, we describe the fundamental changes in the safety-analysis of an ADS, and present a safety-analysis for ADS in the "sense" of the ISO 26262 standard. The realization of the analysis shows that QuantUM supports the safety analysis according to the ISO 26262 standard and we also extend QuantUM to support analysis required for ADS.

Changes in the Safety Analysis due to Autonomous Systems. The functional safety of software-driven functions in passenger vehicles is currently the subject of the ISO 26262 [76] international standard. It specifies development processes and requirements ensuring functional safety of software defined safety-critical functions, also referred to as items, in automobiles. The ISO 26262 standard focuses primarily on the safety of the software-defined items in the presence of systematic software and random hardware faults.
The advent of assisted and autonomous driving is fundamentally changing the architecture of software-defined critical automotive systems. As a consequence the methodological foundations of asserting functional safety of such systems will have to be redeveloped. The current version of the ISO 26262 standard, as well as the current proposed revision on this standard \cite{77}, do not account for the functional safety of autonomous driving functions.

First, the development of autonomous driving systems (ADS) will at some point lead to vehicles in which a human driver will no longer be available to take over control of the vehicle. Following the classification in the SAE J3016 standard \cite{123}, this will be the case starting at level 4. Whereas classical functional safety approaches follow a fail-safe approach, which in case of a failure relies on a driver being able to take over control of the vehicle and bring it into a safe state, ADS systems have to be designed to operate in a fail-operational manner. This means that in the presence of the failure of some ADS function, the overall vehicle system will remain operational for a certain period of time, with a given probability, in order to navigate the vehicle automatically into a safe location, for instance, the shoulder \cite{139}. This is frequently also referred to as “limp-home” mode. For the analysis of functional safety properties this means that the availability of these limp-home mode functions in the presence of a system failure needs to be proven.

Second, the conventional approach to functional safety, as reflected by the current ISO 26262 standard, is highly “item-oriented”. This means in particular that one driving function, or item, is implemented by one software component executing exclusively on one hardware unit, referred to as electronic control unit (ECU). Current systems already break with this strict concept and run a low number of functions on a single ECU. However, safety arguments largely rely on execution in isolation, with the exception that some degree of freedom of interference, including that caused by concurrency problems, at the level of the underlying execution platform has to be proven. This will not be the appropriate paradigm for ADS. In those systems, many sub-functions will co-operate and be highly interdependent in order to implement an overall system function, namely to drive safely from location A to location B \cite{111}. Furthermore, for cost, performance, flexibility and dependability reasons, ADS will be implemented on networked computing platforms that encompass a low number of processors, connected by high bandwidth real-time networks, and potentially possessing multiple cores \cite{101}. To increase reliability, redundant software functions can be mapped to different hardware components, both statically and possibly also dynamically. As a consequence, many functions will be mapped to a single or more hardware components, which means that a software-hardware mapping problem needs to be considered in the system and safety design. Again, current ISO 26262-type functional safety analyses do not account for this type of architectures.

Third, ADS will be highly concurrent, due to the parallel processing of sensor data and decision making to support different driving functions, leading to concurrency non-determinism. Another change with ADS is the application of non-linear machine-learning algorithms based on neural networks that are heavily used in environment perception. Non-determinism and non-linearity make it particularly difficult to use classical safety analysis techniques, such as Fault Tree Analysis (FTA)
or Failure Mode and Effects Analysis (FMEA) proposed for piloted driving in ISO 26262, in a non-automated, manual fashion.

**Contributions of the Chapter.** In this chapter, we propose a method to analyze functional safety of ADS “in the spirit” of ISO 26262, to the extent that it is applicable, and address some of the challenges pointed out above. The method is model-based and relies on SysML [115] models that describe the nominal and the failure behavior of components, as well as software-hardware mappings. We embed these models into the QuantUM method and tool for analyzing causes of safety violations. QuantUM employs Causality Checking and the probability computation presented in [105] in order to compute ordered sequences of events that are deemed to be causes for safety violations. We depict these causes in a probabilistic fault tree. The benefits of this approach include the following aspects.

- The algorithmic model analysis methods employed in QuantUM (model checking, Causality Checking) are well suited to deal with concurrency induced non-determinism. Dealing adequately with the non-linearity caused by using neural networks based machine learning is not addressed in this chapter.

- The proposed analysis avails itself to an implementation in an automated software tool. Once the models and properties are defined, the analysis performed by QuantUM requires no further interaction with an engineer.

- The SysML models can easily be modified, for instance to analyze architectural alternatives as well as alternative software-hardware mappings during design space exploration. The functional safety analysis can then easily be repeated at little cost by invoking QuantUM on the modified model.

- The developed tools can be qualified according to, for instance, ISO 26262.

We evaluate our approach by applying it to a case study in which we perform a functional safety analysis for a practical ADS architecture [23], for which we analyze two mappings of ADS functions to hardware. The analyzed system failures can be used to assess the impact of single or multiple faults on the overall failure probability, as requested by ISO 26262. The analysis also enables an engineer to select efficient failure handling concepts and to evaluate different possible architectures while meeting safety goals as specified by ISO 26262.

**Structure of the Chapter.** In Section 7.2, we present the demands of ISO 26262 on vehicles and the change in the architecture with the development of ADS. In Section 7.3, we explain the analysis steps to verify an ADS architecture in the “spirit” of ISO 26262 by QuantUM, and a necessary extension of QuantUM. In Section 7.4, we illustrate our approach by applying the steps on two ADS architectures. In Section 7.5, we draw conclusions.
7.2 ISO Standard 26262

**Functional Safety and Autonomous Driving.** The ISO standard 26262 \[76\] as well as its recently proposed revision \[77\] define requirements on software development processes for safety-critical functions of an automotive passenger vehicle. This is to ensure that the functional safety of a passenger vehicle is challenged by no more than an acceptable residual risk. The standard is focused on mechanisms that ensure functional safety of critical software-driven functions in the presence of systematic faults and random hardware faults. It assumes that systematic faults can be eliminated by verification and validation techniques, in particular testing. The standard does not tackle random software failures, which happen non-deterministic, for instance, due to concurrency issues or special environment influences. Notice that the ISO 26262 standard does not address techniques to ensure “Safety of the Intended Function” (SOTIF) \[78\], i.e., the safety of intended functionalities of the vehicle itself.

Two characteristics of the ISO 26262 standard are important in the context of this work.

1. The standard is “item-oriented”, which means that it addresses safety mechanisms for items, such as airbag control, steering, braking, light control, etc., in isolation. This approach is inappropriate for ADS since different vehicle functions will be interdependent by acting as backup functions for others. Further, the driver as the function integrator and coordinator in piloted driving is not available, which means that the software has to take over these integration functions.

2. Neither the published version of the ISO 26262 standard nor the its proposed revision address assisted or autonomous driving per se \[94\]. To the contrary, the ISO 26262 standard allows safety mechanisms to rely on the driver taking over control of the vehicle in order to mitigate the impact of function failures, which in ADS at SAE level 3-5 is likely not to be practical \[137\].

Nonetheless, we show how formal analysis techniques can be used to support the safety engineering of ADS in the spirit of ISO 26262. According to ISO 26262, different driving functions, referred to as “items”, are assigned an Automotive Safety Integrity Level (ASIL), ranging from the least critical ASIL A to the most critical ASIL D. The determined ASIL implies the design methods that are to be used. As argued above, we will consider the ADS driving function as a unique “item” in the ISO 26262 sense and perform a safety analysis on this set of functions as a whole, including an assignment of an ASIL.

According to ISO 26262, safety goals need to be defined to ensure that the failure probability of software functions in the presence of random hardware faults lies at an acceptable minimum. For each ASIL, a maximum tolerable probability of failing a safety goal due to random hardware faults is specified. A system failure may be a result of a single fault (single-point failure) or a combination of faults (multiple-point failure). From the safety goals, functional safety requirements are derived. In safety analyses one will also have to consider fault rates of the underlying
Following ISO 26262, the system architecture design is derived from technical safety requirements. For ASILs A to D, the standard recommends documenting the architecture using a semi-formal notation, such as the SysML, for ASIL A and B, and strongly recommends this for ASIL C and D [77, Part 6]. The system architecture then needs to be verified against the safety requirements [76, Part 4]. The process mandated by ISO 26262 for this verification includes a system design analysis to identify possible effects of faults, the causes of possible failures and a quantification of failures. Applicable methods include Fault Tree Analysis (FTA) and Markov models. The use of formal verification techniques, including model checking [14], is recommended for software architecture verification for ASIL C and D [76, Part 6]. This includes verification that certain safety goals are met by a given system design [76, Part 8]. We propose that an automated approach based on a formal analysis of the state space described by the system architecture helps to detect and explain safety goal violations at an early stage in the safety engineering process, thereby meeting the requirements of ISO 26262. It also enables automated, tool-supported architectural variant analysis during safety and system engineering, greatly contributing to reducing the related costs.

System Architectures for ADS. A functional architecture for autonomous driving is proposed in [23]. The authors extract, from several conceptual as well as practical implemented architectures, a layered architecture. The semantics understanding of the external world is calculated in the perception layer. It computes an external world model based on a fusion of the various forms of external sensor information that it receives. The external world model in conjunction with the internal state of the car, which is defined among others by the energy management and failure states of the platform, are used by the decision and control layer to make decisions about the execution of a trajectory. The trajectory is then used by the vehicle platform manipulation layer to drive the actors, like steering and braking, and keeping the platform overall stable. All three layers have a complex structure of interdependent, cooperating elements, each representing a specific function.

Functional Safety Goals for ADS. A predominant idea in ISO 26262 is that a system needs to reach a safe state in the event of a system failure, in other words, that it is fail-safe. When the driving is piloted, this can often be achieved by switching the defective subsystem off and leaving it up to the driver to deal with the situation. In autonomous driving, this option does not exist, as argued above. The objective here needs to be that in the presence of the failure of one function in an ADS, the overall system architecture needs to remain operational for a certain period of time to ensure that a safe state can be reached. This capability is often referred to as “fail-operational”. The ISO 26262 standard states: “If a safe state cannot be reached by a transition within an acceptable time interval, an emergency operation shall be specified.” [76, Part 3]. This means that designing safety mechanisms that ensure a limited backup capability for a defective functionality for a certain period of time is within the practices recommended by ISO 26262. A typical example would be that
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the braking system takes over functionalities of a failed steering control system by applying differential torque or braking for a limited period of time so as to “limp home” to a safe part of the road, such as the shoulder. The safety goals that we pursue in our analysis will, hence, have to reflect the probabilities of remaining fail-operational for a certain period of time.

7.3 Safety Analysis of an ADS Architecture

Safety Goals for an ADS. Following the earlier made argument, we consider the driving function of an ADS to be one item, i.e., one driving function. Using this assumption we perform a safety analysis for this item in the spirit of ISO 26262.

As argued above, we need to consider a fail-operational architecture. When reaching a failure state, the ADS reacts by switching to an emergency mode that handles the failure situation. For a safety analysis of an ADS, we consider possible hazards of an architecture and derive appropriate safety goals to prevent the hazards:

1. When a vehicle is operating as an ADS it has to control the vehicle platform even if it is in an emergency mode. If the control is lost, the vehicle will crash. To prevent this hazard we derive the safety goal SG1: Ensure that the ADS provides driving information to the vehicle platform at any time.

2. The ADS can have an undetected failure. As a consequence, the emergency mode may not be activated. The detection of a failure ensured by the safety goal SG2: Ensure that the emergency mode is enabled when a failure of the ADS occurs.

3. If the system cannot enter or remain in the emergency operation mode for a specified period of time, a safe state may not be reachable. We assume the period of time necessary to reach a safety state to be $t_1$ seconds and derive the safety goal SG3: Ensure that the emergency mode of the ADS is available on demand for at least $t_1$ seconds.

The ASIL classification of a safety goal is determined according to the severity of a function failure caused by a hazard, the probability of exposure to a situation with a potential failure, and the controllability of the failure situation by the driver. We assume the severity of each hazard of the ADS to be potentially life-threatening (S3 according to [76, Part 3]). Since the ADS system will be active most of the time when the vehicle is in operation, certainly during more than 10% of the operation time, we assume the probability of exposure to be high (E4 according to [76, Part 3]). We also assume the controllability to be very low (C3 according to [76, Part 3]), since in the case of SAE level 3 driving the driver may be surprised by a failure situation, or unable to handle it due to the low occurrence rate of such a situation. These valuations hold for all three safety goals and consequently this implies, according to ISO 26262, an ASIL-D classification for each safety goal.

As argued above, ISO 26262 recommends the use of formal methods, including model checking, for the analysis of ASIL D safety goals.
Automated Safety Analysis of an ADS Architecture. We now describe how an extended version of the QuantUM tool can be used to perform an automated safety analysis for a given ADS architecture with respect to safety goals SG1 - SG3.

Step 1: ADS Modeling. The system architecture of a vehicle consists of several software function units executing on a number of hardware units. Each unit is represented by a block in a SysML BDD, see the example in Figure 7.1(a). It depicts two software function units, represented by blocks colored blue, executing on one hardware unit, colored yellow. Assigning a software function to a hardware unit on which the function is executed is referred to as software-hardware mapping. In the BDDs, mappings are depicted using dashed arrows with the label \texttt{allocate}. The behavior of each unit is modeled by a SysML STM diagram. The STMs of different units execute concurrently. For the example in Figure 7.1(a) the behavior of the blocks \texttt{hw} and \texttt{func1} are exemplified in Figures 7.1(b) and 7.1(c), respectively.

In the STMs, the blue states represent the nominal behavior of the units, and the red states represent their failure behavior. The state machines execute their normal behavior by staying in a “work” state. To reach a failure state, a fault event has to occur. The first type of fault directly leads to a failure of the unit. This can, for instance, be caused by a loss of power, or by a permanent error such as a broken hardware element. These faults are modeled by a transition to a failure state, such as \texttt{hw\_error1} in Figure 7.1(b). The unit remains in this state until it is repaired, represented by a repair transition to the work state. As a result of entering a failure state, a hardware unit stops executing and any software function, executing on this hardware unit, will cease to operate as well. To model this behavior, the Boolean variable \texttt{hw\_bad} is set to true and all transitions of the function unit are disabled by a guard \texttt{!hw\_bad} (see Figure 7.1(c)). The second type of fault leads to an error inside of the hardware unit, such as a bit flip, even though the unit continues to operate. The hardware unit is not corrupted, but an error is propagated to functions executing on that unit. In the SysML model, error propagation is modeled by message passing. In the example in Figure 7.1(b), two errors are propagated by messages \texttt{error2} and \texttt{error3} to the respective software functions. With the receive
of such an error function $1$ enters the $\text{func1\_error2}$ state and function $2$ enters the $\text{func2\_error3}$ state upon receiving $\text{error3}$. From these states, the function can return to its normal behavior by a transition representing failure repair.

**Step 2: System Failure Modeling.** The ADS fails if one of the safety goals SG1-SG3 is violated. The violation of these system goals needs to be mapped to states that the different STMs in the system are entering. QuantUM offers the possibility to tag states in the STMs of different blocks as error states, and then permits to either use a logical $\text{or}$ or a logical $\text{and}$ between all tagged states in order to characterize a violation state of the system. To model the safety goals needed, we extend this rather inflexible scheme. An ADS has the structure of a set of channels. Sensory input data is processed by a function and the output data is forwarded to the next function, forming one channel called the primary channel. The emergency mode adds a second, partly redundant backup channel to the ADS. The ADS fails and violates its safety goals if there is a function failure in each of the channels. We attach a Boolean variable $\text{bad}$ to each function and permit forming logical expressions on these variables to express the failure of one channel. We combine the failure expressions of each channel with an “and” and add the result to the property. For example, in order to check two redundant channels the resulting property has the form $\text{it is never the case that step1 or step2 or \ldots of channel1 is bad and step1 or step2 or \ldots of channel2 is bad}$.

**Step 3: Analysis of Emergency Mode Failures.** A violation of SG3 implies that the normal ADS behavior has a failure and either the emergency mode functionality is not available on demand, or it is not provided for at least a certain period of time and therefore constitutes a fundamental challenge to the safety of the vehicle. In the following we compute the probability $P_{\text{fail}}$ for a violation of SG3. The analysis performed by QuantUM works on a global state graph obtained by interleaving the local behaviors of the concurrent system hardware and software components. A path in this graph, representing an execution of the ADS, constitutes a violation of SG3 if in a state the emergency mode is being activated but not going to be available for at least a period of time $t_1$. We characterize the set of all emergency activation states $S$ in the global state graph using a Boolean expression $e$ formed as described in Step 2. In accordance with the foundations of probabilistic model checking we will consider reaching a first state $s_i \in S$ as a stochastic event, with the path consisting of a stochastic experiment. The event of reaching a state $s_i$ first, denoted by $\text{reach}_{s_i}$, precludes the event of reaching another state $s'_i \in S$ first, which means that stochastic events we consider do not overlap. As a consequence, we may partition the sample space, which consists of all possible paths in the global state graph, according to the events $\text{reach}_{s_i}$. In a first probabilistic model checking step performed by QuantUM, we compute the probability $P(\text{reach}_{s_i})$ to reach each state in $S$ within a period of a driving cycle $t_{dc}$. In a second model checking step we compute the probability $P(\text{fail} | \text{reach}_{s_i})$ to reach a failure from state $s_i$ within a time $t_1$. To enable the first model checking step we change the model in such a way that we conjoin $\lnot e$ with all transition guards. This means that when the system enters a state in which $e$ becomes true, this state is turned into an end state with no
enabled exit transition. For each end state we calculate its probability $P(\text{reach}_s)$. For the second model checking step, we compute the probability $P(\text{fail}|\text{reach}_s)$ by starting in any state defined by expression $e$. The probability $P_{\text{fail}}$ is computed by a summation over all products of $P(\text{fail}|\text{reach}_s) \cdot P(\text{reach}_s)$, which is justified by the memoryless nature of CTMCs. No Causality Checking will be performed and no fault trees will be computed by QuantUM during SG3 violation analysis.

**Step 4: Probability Rates.** Probability rates, in particular for hardware failures, repairs and failure detection, are difficult to determine and usually depend on a specific domain and the concrete hardware used. However, even if precise rates are not available, the comparison of the relative failure probabilities of architectural variants with identical and with different estimated or assumed rates can be of great importance. This can, for instance, answer the question of how architectural variants will affect failure probabilities, or what error detection rates are required to achieve the desired level of failure probability. In QuantUM, the SysML model is labeled with probability rates, for instance, for the probability of executing a failure or repair transition. QuantUM uses probabilistic model checking, in particular model checking for Continuous Time Markov Chains (CTMCs) \cite{13}, in order to compute the probabilities for the causes leading to a violation of safety properties. A fault event of the hardware may lead to different faults in a system. In this situation, we distribute the fault rate over the different fault transitions. The portion of the fault rate that each transition receives relies on domain specific knowledge that the designer needs to provide. For example, in Figure 7.1(b), a bit flip with a probability rate of $10^{-4}$ can cause an error2 or an error3. Notice that throughout the chapter, rates are assumed to be per hour. Assume that it is typical that 40% of the errors are of type error2 and 60% are of type error3. This leads to a fault rate of $0.4 \cdot 10^{-4}$ for error2 and a fault rate of $0.6 \cdot 10^{-4}$ for error3. To split the fault rate in this way is appropriate for CTMCs, cf. \cite{13}.

A potential threat to the validity of the failure probabilities computed by QuantUM and the probabilistic model checker Prism \cite{97} that QuantUM uses, is the fact that the original SysML model mixes non-probabilistic and probabilistic transitions. For the non-probabilistic transitions Prism assumes a default rate of 1. Assuming that we consider one time step, based on the negative exponential distribution on which CTMCs are based this translates into a probability of less than 1 of taking this transition with which the accumulated path probability up to this step will be multiplied. However, we do not experience a negative effect on the total failure probability since the SysML model structure that we propose implies that the system will cycle through non-probabilistic normal behavior, for which the path probability is 1, until it performs one probabilistic failure transition to enter a failure state. For example, the state func1_work in Figure 7.1(c) has non-probabilistic transitions between the states func1_calculation and func1_idle with a default rate of 1, remaining in state func1_work until the probabilistic transition error2 is taken.
7.4 Case Study: A Comparison of Autonomous Driving Architectures

Step 1: ADS Modeling. [23] proposes a functional architecture generalized from real architectures. We use part of this functional model and add several hardware units. The resulting mapping problem leads to a number of architectures. The SysML BDD in Figure 7.2 gives an overview of the structure of the first architectural variant that we consider. We model the perception layer by a block Perception and the motion and control layer by a block Trajectory. Since the functions represented by these two blocks are critical for the proper functioning of the ADS, we add blocks PerceptionSafe and TrajectorySafe to provide redundant backup functionality. The function represented by the block Trajectory_Selection selects by default the trajectory of block Trajectory, but switches in case of a failure of these blocks to the alternative trajectory computed by block TrajectorySafe. The block MotionControl represents the interface with the vehicle platform manipulation layer by providing it with control parameters, such as steering angle, braking force or differential torque, that the vehicle platform will translate into commands for the actuators of the vehicle. Figure 7.2 also illustrates the software-hardware mapping that we propose for the first architectural variant. Notice that the primary functionalities for perception and trajectory computation are mapped to the hardware block ADS_primary, while the backup functionality ADS_backup is mapped to a separate hardware unit ADS_backup, thus increasing the probability that the backup functionality will be available even in the case of a failure of the primary hardware represented by block ADS_primary.

The state machine modeling the behavior or block ADS_primary is given in Figure 7.3(a). The hardware operates correctly in state run. In this state, the occurrence of a detected error inside the hardware, for instance a memory bit flip, is communicated to the Perception block using a perception_error message in case the perception function is currently executing on ADS_primary. In case a trajectory computation function is executing, the hardware error will be communicated using a trajectory_error message to the Trajectory block. If in the run state an undetected hardware error occurs, the impact on the hardware is unknown. We model this by a transition into state undetected along which we set the failure
variable bad to true. In this state, no software function can be executed on the hardware.

The behavior of the block Perception is defined by the hierarchical state machine in the STM diagram in Figure 7.3(b). The normal behavior is modeled in the nested state Normal. The function starts its computation in the state idle and cycles through states idle and calculate, which represents the processing of sensor information, as long as the variable ADS_primary.bad is false. When returning to idle it sends the message trajectory_input to the function trajectory in order to indicate that input data for the trajectory function is available. Upon receipt of a message perception_error, the perception function can decide either to handle this message and remain in the Normal state, or it can decide to enter the Error-Data state and set its bad value to true. Upon repair it can return to the idle state and resume execution. Deviating from the classical ISO 26262 viewpoint to only consider hardware failures, we also consider software failures. Such a failure in the block Perception is modeled by a non-deterministic group transition from the Normal state to the ClassificationError state in the course of which the bad variable will be set to true. In this way, we can model, for instance, classification errors in neural networks that are commonly used for perception. We assume that these errors can also be repaired, modeled by a return to the idle state. The other blocks representing hardware and software functions have behaviors similar to the ones described above.

**Step 2: System Failure Modeling.** We characterize a system failure of the ADS violating SG1 or SG2 using different Boolean expressions for each architectural variant and safety goal. The Boolean propositions refer to the bad variables of the blocks in the SysML model. For architectural variant 1, a system failure violating SG1 happens when a software function or a hardware unit fails in both channels, or when at least one of the functions TrajectorySelection or MotionControl or
the hardware $X_{\text{ECU}}$ fails. This leads to the Boolean failure expression

$$
( (\text{ADS}_\text{primary}.\text{bad} \lor \text{Perception}.\text{bad} \lor \text{Trajectory}.\text{bad}) \\
\land (\text{ADS}_\text{backup}.\text{bad} \lor \text{PerceptionSafe}.\text{bad} \lor \text{TrajectorySafe}.\text{bad}) ) \\
\lor \text{TrajectorySelection}.\text{bad} \lor \text{MotionControl}.\text{bad} \lor X_{\text{ECU}}.\text{bad}. 
$$

(7.1)

Architectural variant 2 differs from the first in that the block $\text{TrajectorySelection}$ is mapped to the block $\text{ADS}_\text{backup}$. As a consequence, architectural variant 2 fails under the same failure condition as variant 1, and additionally by a failure of $\text{ADS}_\text{backup}$. This leads to the Boolean failure expression

$$
( (\text{ADS}_\text{primary}.\text{bad} \lor \text{Perception}.\text{bad} \lor \text{Trajectory}.\text{bad}) \\
\land (\text{ADS}_\text{backup}.\text{bad} \lor \text{PerceptionSafe}.\text{bad} \lor \text{TrajectorySafe}.\text{bad}) ) \\
\lor \text{ADS}_\text{backup}.\text{bad} \lor \text{TrajectorySelection}.\text{bad} \\
\lor \text{MotionControl}.\text{bad} \lor X_{\text{ECU}}.\text{bad}. 
$$

(7.2)

The function $\text{TrajectorySelection}$ is responsible for selecting the emergency trajectory in case of a failure. The function fails if the function itself or the underlying hardware is in a failure state. This leads to a violation of SG2, expressed by the Boolean failure expression $\text{TrajectorySelection}.\text{bad} \lor X_{\text{ECU}}.\text{bad}$ for architectural variant 1 and $\text{TrajectorySelection}.\text{bad} \lor \text{ADS}_\text{backup}.\text{bad}$ for variant 2.

**Step 3: Analysis of Emergency Mode Failures.** For the computation of the failure probability of the emergency mode we need to determine the expected operation time of the emergency mode $t_1$, a Boolean expression representing a failure of the ADS and a Boolean expression characterizing the activation of the emergency mode. We assume $t_1$ to be 10 seconds. The failure states of the ADS for the two architectural variants are encoded by the Boolean expressions 7.1 or 7.2, respectively. The emergency mode of the ADS is activated in both architectural variants if a software function running on hardware $\text{ADS}_\text{primary}$ or the hardware $\text{ADS}_\text{primary}$ itself fails. We encode these states using the Boolean expression $(\text{ADS}_\text{primary}.\text{bad} \lor \text{Perception}.\text{bad} \lor \text{Trajectory}.\text{bad})$.

**Step 4: Probability Rates.** In order to determine rates in the context of our case study, we assume $\text{ADS}_\text{primary}$ and $\text{ADS}_\text{backup}$ to be implemented using “standard” hardware without hardware checks in order to meet the high computing power demands of the software functions executing on them. In such hardware components most faults happen because of memory errors [127], and we assume typical fault rates of $10^{-4}$. Since there are no special computing power demands that apply to $X_{\text{ECU}}$ and since we have not accounted for any redundancy here we assume safety hardware to be used with a fault rate of $10^{-8}$. We further assume a hardware fault detection rate of 99%, i.e., 1% of the errors remain undetected. As described above, the probability of detected hardware faults are distributed evenly over all software functions running on the considered hardware unit. For instance, $\text{perception_error}$ and $\text{trajectory_error}$ are assumed to each have a probability
of 49.5\%, i.e., a rate of $0.495 \cdot 10^{-4}$. We assume that a software function affected by a detected hardware error handles the error with a probability of 90\%, but will fail with a probability of 10\%. For software failures of the perception function, we assume a fault rate of $10^{-4}$. Functions in a failure state can resume by a repair transition. We assume a repair rate of $4 \cdot 10^{-2}$ for software functions (cf. [54]).

**Analysis using QuantUM.** We assume a driving cycle duration $t_{dc}$ of 1h in all of the analyses. The result of the analysis for violating SG1, and thereby SG2, is a fault tree with the state representing the SG1 violation as top level event. The fault tree in Figure 7.5 depicts the 19 causes for architectural variant 1, and the fault tree in Figure 7.6 depicts 16 causes for architectural variant 2. Since the fault trees are very large, we use in the discussion the excerpt in Figure 7.4. Architectural variant 1 has the probability of $1.31998187 \cdot 10^{-8}$ and architectural variant 2 the probability of $4.30677042 \cdot 10^{-6}$ to violate SG1. Due to the redundant structure of the architecture in both variants, analyzing SG2 in isolation leads to two single source failures already detected by SG1. One single source failure involves `trajectory_selection_error` for both variants and the other failure involves `X_ECU_undetected` for variant 1 and `ADAS_backup_undetected` for variant 2. The probability of a violation of SG3 is $6.399474 \cdot 10^{-9}$ for variant 1 and $6.164128 \cdot 10^{-9}$ for variant 2.

The experiments were performed on a computer with an i7-6700K CPU (4.00GHz), 60GB of RAM and a Linux operation system. The computational efforts in memory, time and for the architectural variants are depicted in Table 7.1. The column `States` gives the number of states explored by QuantUM, in the case of SG3 this only comprises the number of states analyzed by Prism.

![Figure 7.4: Excerpt of ADS Fault Trees](image)
Result Interpretation. The architectural variant 1 has a lower probability of violating SG1. This result can be explained as follows. The fault trees for the two architectural variants differ mainly in the probability of the causes that contain the event `ADS_backup_undetected`, representing an undetected hardware failure in the hardware unit that is subject to the altered software-hardware mapping. The fault tree of architectural variant 1 contains four causes that contain the event `ADS_backup_undetected`, of which one cause is depicted in Figure 7.4(a). With a probability of \(9.91367948 \cdot 10^{-11}\), it does not contribute significantly to the total SG1 violation probability. All other causes that contain `ADS_backup_undetected` have a similarly insignificant probability. Notice that failure events in the fault trees are marked in red.

The fault tree of architectural variant 2 contains one cause with this event, depicted in Figure 7.4(b), with a probability of \(9.98999501 \cdot 10^{-7}\), thus contributing significantly to the SG1 violation. While in architectural variant 1 the `ADS_backup_undetected` fault needs to coincide with a `Perception_ClassificationError`, in architectural variant 2 the occurrence of `ADS_backup_undetected` suffices to lead to an SG1 violation. The difference in the probabilities of the two considered causes is due to the fact that the conditional occurrence of two failure events, such as in Cause 6 of architectural variant 1, is less probable than the unconditional occurrence of a fault event as in Cause 2 of architectural variant 2. Due to the software-hardware mapping in architectural variant 2, the fault event `ADS_backup_undetected` directly leads to an SG2 violation, and this scenario has a high probability. The difference in the probabilities of SG1 violations can hence be traced back to the difference in the hardware-software mappings used in both architectural variants.

In the following, we discuss the influence of the detection and error handling rates. We first increase the detection rate of `ADS_backup` for variant 2 from 99% to 99.99%. The higher detection rate decreases the failure probability of Cause 2 from \(9.98999501 \cdot 10^{-7}\) to \(9.98999995 \cdot 10^{-9}\). This change has no significant effect since the probability of reaching error state `undetected` is decreased by the same amount that the error probability of the functions running on the hardware is increased. The probability of violating SG1 is now mainly due to reaching failure state `ErrorData` of function `TrajectorySelection`, which is \(3.32799547 \cdot 10^{-6}\). In a second step, we increase the error handling rate of function `TrajectorySelection` from 90% to 99%. This decreases the failure probability for `ErrorData` in function `TrajectorySelection` to \(3.32805910 \cdot 10^{-8}\). As a consequence the overall failure probability of violating SG1 decreases from \(4.30677042 \cdot 10^{-6}\) to \(5.60069041 \cdot 10^{-8}\). We notice that detection and error handling rates have an essential influence on the failure probability of the ADS.

A violation of SG3 is less probable than \(10^{-9}\) for both variants. The small probabilities are reasonable since the ADS remains in the emergency mode for only 10 seconds, which is much shorter than the assumed driving cycle of one hour. Unexpectedly, a violation of SG3 is more probable for variant 1 (\(6.399474 \cdot 10^{-9}\)) than for variant 2 (\(6.164128 \cdot 10^{-9}\)). The difference is due to the fact that variant 2 fails with higher probability without entering the emergency mode.

The presented architecture variant do non-deterministically violate the prop-
7.5. Conclusion

We have presented an automated approach to support the design time functional safety analysis for architectures supporting ADS with Causality Checking. The presented case study addresses the handling of the complexity of future ADS by analyzing a flexible mapping of hardware and software functions. We have applied the proposed approach to two variants of a practical ADS architecture and compared the two variants. We have shown that the proposed approach gives the necessary information to perform functional safety analyses in the spirit of ISO 26262. The analysis included fail-operational behavior, software faults and interdependent driving functions which are so far not adequately addressed by ISO 26262. We see great potential in supporting ISO 26262 style functional safety analyses of innovative automotive architectures using the formal algorithmic analyses that QuantUM supports.

QuantUM is primarily an implementation of Causality Checking. Thus, this case study also shows that Causality Checking is of practical use to explain failures in untimed systems. Causality Checking analyzes discrete behavior and cannot deal with continuous behavior such as real-time. In the next part, we propose causal analyses for timed systems.
Figure 7.5: Fault Tree of Variant 1 (X, ECU)
Figure 7.6: Fault Tree of Variant 2 (ADS_Star)
Part III

Causal Analyses and Repair
Computation in Timed System Models
Chapter 8

Logical Encoding of Timed Diagnostic Traces

The content of this chapter is based on the publications [89,91,92].

8.1 Introduction

We are particularly interested in developing notions of causality and related analyses for models describing system computations. We have defined Causality Checking in Part II as a means to compute causes for the violation of reachability properties, relying on a counterfactual [108] notion of causality. The causes computed in that part rely on choices made during the dynamic execution of the model, for instance, a non-deterministically chosen interleaving of concurrent events during the execution of an untimed model, and we refer to this type of a cause as dynamic causes.

It is often sufficient to abstract from real time aspects when checking system properties, in particular when the focus is on functional aspects of the system as described in Part II. However, in certain domains, non-functional properties of the system such as response times or the timing of periodic behavior play an important role. In such cases, it is necessary to incorporate real time aspects into the models and the specification, as well as to use specialized real-time model checking tools, such as UPPAAL [26], Kronos [142], or opaal [39] during the verification step.

Next to the automatic nature of model checking, the ability to return counterexamples, in real-time model checking often referred to as timed diagnostic traces (TDT), is a further practical benefit of the use of model checking technology. A TDT describes a timed sequence of steps that lead the design model from the initial state of the system into a state violating a real-time property. However, just like a counterexample of an untimed model, a TDT itself is not a causal explanation of the property violation. The TDT also does not provide hints as to how to correct the model.

Since a TDT reaches a property violation, we assume in this part that the cause for the property violation is described by the timing in a TDT. The possible time delays are dynamically chosen and are constrained by syntactic features, such as clock constraints in transition guards. Hence, we propose a dynamic and a static analysis to compute causes for a TDT.

In Chapter 9, we examine the dynamics of a TDT with the counterfactual argument to compute causes for the violation of a timed reachability property. The time that a timed automaton spends in a certain location can be chosen non-deterministically, as long as it complies with the time constraints specified in the
model. The question, therefore, is whether there are time choices that can be considered causal for the violation of a desired timed reachability property.

In Chapter 10, we analyze the syntactic features of a TDT that constrain the possible time delays to compute syntactic repairs for the underlying timed automaton. Because a syntactic repair prevents the TDT that results in a property violation, it satisfies the counterfactual argument and we refer to it as a static cause.

Both analyses are based on the counterfactual argument and compare the alternative worlds that differ in the time choices or syntactic features of a TDT to find minimal sets of choices that lead to the effect. The analysis of both static and dynamic causes can help to identify possible modifications of a real-time model, establish safety cases for those types of models, or help with forensic system failure analysis.

The analyses in Chapters 9 and 10 rely on a logical formalization of a TDT that we present in the current chapter. Practical model checking tools generate TDTs in a textual format. We find TDTs using the tool UPPAAL [26] that stores a TDT in an XML file. In Section 8.2, we describe the components of a TDT and in Section 8.3, we develop a logical formalization of TDTs. We exemplify the logical encoding on the TDT of the real-time model in Example 3, which serves as a running example in the following. The TDT of this example describes the communication between a client and a database which in some cases is defective.

Example 3. The database example is an NTA consisting of a TA client and a TA db depicted in Figure 8.1. The TDT that is depicted as a time annotated sequence diagram [24] in Figure 8.1(c), describes a request req of the client and the corresponding response ser of the db. The client and the db synchronize via the exchange of messages modeled by the pairs of send and receive actions req! and req? as well as ser! and ser?, respectively. The transmission time of the req message is controlled by the clock variable w and can range between 1 and 2 time units. This is achieved by the location invariant $w \leq 2$ on the reqReceived location in db together with the transition guard $w \geq 1$ on the transition from reqReceived to reqProcessing. A similar mechanism using clock variable z is used to constrain the timing of the transfer of message ser to be within 1 and 2 time units. The processing time in db is constrained to exactly 1 time unit by the location invariant $z = 1$. 

Figure 8.1: Network of Timed Automata (NTA) - Database Example
y <= 1 and the transition guard y >= 1. In client, a transition to location timeout can be triggered when the guard z == 2 is satisfied in location serReceiving. The clock variable x, which is not reset until the next req message is sent, is recording the time that has elapsed since sending req and is used in location serReceiving in order to verify whether more than 4 time units have passed since req was sent. Every transition in the system is labeled with an action τ. The timed safety property that we will consider for our example is Π = ¬@client.serReceiving ∨ (x ≤ 4). For the violation of this property, UPPAAL produces the TDT $S = \theta_0 \ldots \theta_3$ where

$\theta_0 = ((\text{initial}, \text{reqAwaiting}), \emptyset, \tau, \{w\}, (\text{reqCreate}, \text{reqAwaiting}))$

$\theta_1 = ((\text{reqCreate}, \text{reqAwaiting}), \emptyset, \tau, \{x\}, (\text{reqSent}, \text{reqReceived}))$

$\theta_2 = ((\text{reqSent}, \text{reqReceived}), \{w \geq 1\}, \tau, \{y\}, (\text{reqSent}, \text{reqProcessing}))$

$\theta_3 = ((\text{reqSent}, \text{reqProcessing}), \{y \geq 1\}, \tau, \{z\}, (\text{serReceiving}, \text{reqAwaiting})).$

### 8.2 Timed Diagnostic Trace (TDT)

A TDT is a linear data structure that represents steps from an initial state of the system leading into a property violating state of an NTA. Given an NTA $N$ and property $\Pi$, this means that the final state in the TDT is violating $\Pi$. Figure 8.2 represents an excerpt of a TDT obtained from the UPPAAL tool. The TDT illustrates the violation of the property $\Pi = \neg@client.serReceiving \lor (x \leq 4)$ by the NTA in Figure 8.1.

The TDT contains information regarding locations, location invariants, transition guards and reset operations affected by the execution of transitions. It also contains a representation of difference bound matrices (DBMs) that are attached to every location in the NTA to encode zones. The TDTs that we consider are symbolic in the sense that they do not give concrete time values at which certain locations are reached, but rather constraints on the clock values that need to be met for the property violating state to be reachable. For instance, consider the DBM table entry $<\text{clockbound clock1="sys.x" clock2="sys.t(0)" bound="5" comp="<"/>}$ in Figure 8.2 which represents the constraint on $x$ in the state serReceiving as $x \leq 5$. In other words, no concrete value of $x$ is given when entering the violating state.

The objective of our analyses is either in Chapter 9 to identify delay assignments that result in a violation of a timed reachability property, or in Chapter 10 to propose repairs on the underlying NTA model. The symbolic representation of the valid clock assignments per location in the TDT given by DBMs, as done, for example, by UPPAAL, is not useful for this purpose. This is due to the fact that DBMs perform operations and optimizations on the constraints when they construct zones [27]. As a result, bound values in the UPPAAL code can not necessarily be directly associated with bound entries in the DBM. However, we need to use bound values to identify causes and to perform static repairs of the UPPAAL model. It is therefore necessary to define our own symbolic semantics of the TDT. This symbolic semantics is based on the following observations:

- The TDT represents an equivalence class of runs of the NTA in the sense
that all runs in this class traverse the same sequence of action transitions. This yields a sequence \( l_0 \ldots l_n \) of NTA locations that are reached during the execution of the TDT.

- For every location \( l_j \), there is a corresponding sojourn time in this location that we denote using a positive real valued delay variable \( \delta_j \).

- The value of every clock variable \( c \) in location \( l_j \), which we denote by \( c_j \), is constrained by the value of \( c_j \) when entering the location plus the delay \( \delta_j \), as well as, any location invariant constraint that refers to \( c \) in location \( l_j \). Notice that we need to be able to refer to the values of clocks in every individual location, which is why we choose a Static Single Assignment form encoding of the clock variables.
• For any clock \( c \) in the successor location \( l_{j+1} \), the value \( c_j \) is determined by the value \( c_j + \delta_j \), if the clock is not being reset during the transition from \( l_j \) to \( l_{j+1} \), or 0 otherwise.

• The sojourn time \( \delta_j \) in a location \( l_j \) is constrained by the clock invariant conditions of the NTA component TAs that perform the computation step triggering the transition into location \( l_{j+1} \). This means that the clock value \( c_j + \delta_j \) are bounded by any clock constraint that refers to a clock variable \( c \). For instance, in the TDT in Figure 8.2, the location LocVec4 contains the TA location \texttt{reqProcessing} with the invariant \( y \leq 1 \). Hence, the sojourn time in LocVec4 is constrained by \( y_4 + \delta_4 \leq 1 \).

• The transition from location \( l_j \) to location \( l_{j+1} \) is guarded by clock constraints on some of the clocks \( c \), if at least one is given, and otherwise by \texttt{true}. This means that the time when entering location \( l_j \) as well as the time elapsing while in location \( l_j \) are constrained by these guards. We represent this by adding constraints of the form \( c_j + \delta_j \sim \beta \) with \( \beta \in \mathbb{N} \) and \( \sim \in \{<,\leq,=,\geq,>\} \) to the symbolic constraint system. Notice that only the transition guards of the component TAs that performed the step leading to the step in the TDT need to be taken into account. In case the step performs a synchronization, the conjunctions of the transition guards for all clock variables on the sending and the receiving transitions need to be considered. To illustrate this point consider the \texttt{<transition from="State4" to="State5" edges="client.Edge3 db.Edge3"/>} entry in the TDT in Figure 8.2 which specifies that both the \texttt{client} and \texttt{db} component TAs are executing a step. The synchronization is indicated by the \texttt{<sync>ser!</sync>} and \texttt{<sync>ser?</sync>} entries which refer to edges in the transition graph of the TAs engaged in this synchronous communication step. The \texttt{<guard>1</guard>} and \texttt{<guard>y >= 1</guard>} entries in these edges imply that this transition needs to be guarded by the condition \( \texttt{true} \land y \geq 1 \), where the \texttt{true} corresponds to the transition guard in the \texttt{client} TA and \( y \geq 1 \) is the guard in the \texttt{db} TA.

• When a location \( l_j \) is labeled as \texttt{urgent}, \( l_j \) has to be left immediately and we constrain the delay \( \delta_j \) in this location to have value 0.

### 8.3. TDT Formalization

Our analysis relies on a logical encoding of TDTs in the theory of quantifier-free linear real arithmetic. For the remainder of this chapter, we fix a TA \( T = (L, l^0, C, \Sigma, \Theta, I) \) with a safety property \( \Pi \) and assume that \( S = \theta_0, \ldots, \theta_{n-1} \) is an STT (see Definition 17) of \( T \). We use the following notation for our logical encoding where \( j \in [0, n + 1] \) is a position in a realization of \( S \) and \( c \in C \) is a clock:

• \( l_j \) denotes the location of the pre state of \( \theta_j \) for \( j < n \) and the location of the post state of \( \theta_{j-1} \) for \( j > 0 \).
• \(c_j\) denotes the value of clock variable \(c\) when reaching the state at position \(j\).
• \(\delta_j\) denotes the delay of the delay transition leaving the state at position \(j \leq n\).
• \(\text{reset}_j\) denotes the set of clock variables that are reset by action \(\theta_j\) for \(j < n\).
• \(\text{ibounds}(c, l)\) denotes the set of pairs \((\beta, \sim)\) such that the atomic clock constraint \(c \sim \beta\) appears in the location invariant \(I(l)\).
• \(\text{gbounds}(c, \theta)\) denotes the set of pairs \((\beta, \sim)\) such that the atomic clock constraint \(c \sim \beta\) appears in the guard of action \(\theta\).
• \(\text{urgent}\) denotes the set of indices of those locations \(l_j, 0 \leq j \leq n\), which are marked as \textit{urgent} in the TA model from which \(S\) has been derived.

To illustrate the use of \(\text{ibounds}\), assume location \(l\) to be labeled with invariants \(x > 2 \land x \leq 4 \land y \leq 1\), then \(\text{ibounds}(x, l) = \{(2, >), (4, \leq)\}\). The usage of \(\text{gbounds}\) is accordingly.

**Definition 37.** The timed diagnostic trace constraint system (TDTCS) associated with STT \(S\) is the conjunction \(\mathcal{T}\) of the following constraints:

\[
\begin{align*}
C_0 & \equiv \bigwedge_{c \in C} c_0 = 0 \quad \text{(clock initialization)} \\
A & \equiv \bigwedge_{j \in [0, n]} \delta_j \geq 0 \quad \text{(time advancement)} \\
R & \equiv \bigwedge_{c \in \text{reset}_j} c_{j+1} = 0 \quad \text{(clock resets)} \\
D & \equiv \bigwedge_{c \in \text{reset}_j} c_{j+1} = c_j + \delta_j \quad \text{(sojourn time)} \\
I & \equiv \bigwedge_{(\beta, \sim) \in \text{ibounds}(c, l_j)} c_j \sim \beta \land c_j + \delta_j \sim \beta \quad \text{(location invariants)} \\
G & \equiv \bigwedge_{(\beta, \sim) \in \text{gbounds}(c, \theta_j)} c_j + \delta_j \sim \beta \quad \text{(transition guards)} \\
U & \equiv \bigwedge_{j \in \text{urgent}} \delta_j = 0 \quad \text{(urgent location)} \\
L & \equiv \lnot \bigwedge_{l \in l_n} \bigwedge_{l \neq l_n} \lnot @l \quad \text{(location predicates)}
\end{align*}
\]

Let further \(\Phi = \Pi[c_{n+1}/c]\) be a property constraint where \(\Pi[c_{n+1}/c]\) is obtained from \(\Pi\) by substituting every occurrence of a clock \(c \in C\) by \(c_{n+1}\). For instance, for the property \(\Pi\) used in Example 3, we have a \(\Phi = \lnot @\text{client.ser.Receiving} \lor x_5 < 4\). Then, the \(\Pi\)-extended TDTCS associated with \(S\) is defined as \(\mathcal{T}\Pi = \mathcal{T} \land \lnot \Phi\).

A satisfying assignment of a TDTCS \(\mathcal{T}\) is a variable assignment to every clock \(c_j\) and delay variable \(\delta_j\) in \(\mathcal{T}\) that satisfies every constraint in \(\mathcal{T}\). A satisfying assignment of \(\mathcal{T}\) induces a realization \(\delta_0...\delta_n\) of \(S\). We also denote a realization \(\delta_0...\delta_n\) satisfying \(\mathcal{T}\) by \(\mathcal{T}[\delta_0...\delta_n]\). The clock variables are syntactic sugar and can be removed from the TDTCS by replacing all occurrences of a clock variable \(c_j\).
with \( \Sigma_{j' \leq j} \delta_i \) where \( j' = 0 \) or the index of the last transition with a reset of clock \( c \) before \( c_j \).

In the analyses of a TDT, we use the following terminologies and properties referring to the concept of a TDTCS in Definition 37. A partial realization \( \delta = \delta_0 \ldots \delta_j \) of \( T \) with \( 0 \leq j \leq n \) is a realization of a TDTCS \( T_j \), where \( T_j \) encodes only the first \( j \) transitions of a given TDT. A suffix blocking partial realization \( \delta_0' \ldots \delta_j' \) is a partial realization that satisfies \( T_j[\delta_0' \ldots \delta_j'] \) while \( T[\delta_0' \ldots \delta_j'] \) is unsatisfiable. A TDTCS is convex since it is a conjunction of constraints [120].

\( T \) is a correct formalization of \( S \) when any assignment of \( T \) contains a realization of \( S \) and any realization \( r \) in \( S \) is part of an assignment of \( T \).

**Theorem 12.** When a TDTCS \( T \) is created for an STT \( S \) according to Definition 37, then \( \delta_0, \ldots, \delta_n \) is a realization of \( S \) iff there exists a satisfying variable assignment \( \iota \) for \( T \) such that for all \( j \in [0, n], \iota(\delta_j) = \delta_j^c \).

**Proof.** Assume an STT \( S = \theta_0, \ldots, \theta_{n-1} \) of a TA, a TDTCS \( T \) of \( S \) and an arbitrary delay sequence \( \delta = \delta_0, \ldots, \delta_n \). We need to prove that \( \delta \) either satisfies \( S \) and \( T \) or none of both. We show by induction over the delays that after each delay \( \delta_j \) the clocks values are equivalent in \( S \) and \( T \), and satisfy the same clock constraints.

**Base Case:** In the initial state, no delay has yet occurred. The value of every clock in \( S \) is 0, which is also ensured in \( T \) by \( C_0 \).

**Induction Step:** It holds that the clock values in \( S \) and \( T \) are equivalent for \( \delta_0 \ldots \delta_{j-1} \). We assume that after a time delay \( \delta_j \) a transition \( \theta_j \) transits from a location \( l_j \) to a location \( l_{j+1} \). A constraint in \( S \) or \( T \) is not satisfied for \( \delta_j \) in one of the following cases:

- When \( \delta_j \) is negative, it violates the semantics of \( S \) but also violates the constraints in \( A \) of \( T \).
- After \( \delta_j \), a guard \( c_j \sim \beta \) of a clock \( c_j \) is not enabled. The clock value of \( c_j \) was equivalent by assumption in \( S \) and \( T \) before \( \delta_j \), and so is equivalent after \( \delta_j \). Since the guard is by construction of \( T \) encoded in \( S \) and \( T \) and the clock value of \( c_j \) is equivalent, the guard is not enabled in \( S \) and \( T \).
- After \( \delta_j \), a clock \( c_j \) does not satisfy a location invariant \( c_j \sim \beta \) in \( l_j \). Since the invariant is by construction encoded in \( S \) and \( T \) and the clock value of \( c_j \) is equivalent as shown above, \( c_j + \delta_j \) is violated in \( S \) and \( T \).
- A clock \( c_j \) does not satisfy a location invariant \( c_j \sim \beta \) in \( l_{j+1} \). By construction of \( T \), the invariant is encoded in \( S \) and \( T \). The clock value of \( c_j \) is either \( c_j + \delta_j \) or 0 when \( c_j \) is reset. By the construction of \( T \), \( c_j \) is reset in \( T \) exactly when it is reset by \( \theta_j \) in \( S \). Thus, \( c_j \sim \beta \) in \( l_{j+1} \) is not satisfied in \( S \) and \( T \).
- \( \delta_j \) is not 0, although \( l_j \) is an urgent location. By construction of \( T \), when \( l_j \) is in \( U \) then only \( \delta_j = 0 \) is an assignment of \( T \). Thus, \( S \) and \( T \) are not satisfied.
- With any other value of \( \delta_j \), the time constraints in \( S \) and \( T \) are satisfied.
As we see, the clock values in $S$ and $T$ are equivalent after each delay, and also equivalently satisfy the clock constraints in $S$ and $T$. In consequence, $\delta$ satisfies $S$ and $T$, or none of both.

Theorem 12 ensures that an assignment of $T$ and the contained realization of $S$ satisfy the same time constraints and location predicates. Consequently, they also equivalently violate or satisfy the time constraints and location predicates of which an invariant property $\Pi$ exists. This allows us to infer Corollary 1 because the conjunction of $T$ and $\Pi$ is a $\Pi$-extended TDTCS $T^\Pi$. A modification of $T^\Pi$ that turns the formula unsatisfiable is also a potential repair in the underlying TA since it prevents the property violation. We will use this insight in Chapter 10 to compute a repair.

**Corollary 1.** An STT $S$ witnesses a violation of $\Pi$ in a TA iff $T^\Pi$ is satisfiable.

**Proof.** We know by Theorem 12 that a realization $r$ of an STT exists iff a satisfying assignment $\iota$ of the STT exists. $r$ and $\iota$ satisfy equivalent location predicates and clock constraints and, thus, $r$ and $\iota$ equivalently hold or violate $\Pi$.

Based on the TDTCS encoding in Definition 37, in the next chapters, we present causal analyses to explain the occurrence of a TDT and also to repair the underlying timed automaton.
Causal Ranges for the Violation of Timed Properties

The content of this part is based on the publication [89].

9.1 Introduction

We now illustrate our idea of a dynamic cause for a TDT, based on the TDT of the database in Example 3. A TDT is symbolic in that it describes a set of executions where the time delays before taking the next transition are represented by symbolic variables and constrained by symbolic constraints. The TDT of the database example and the possible time delays are depicted by the sequence diagram in Figure 8.1(c). A concrete assignment of the delay values $\delta_0 \ldots \delta_4$ is a realization, and represents the real-time characteristics of a concrete execution of the TDT. A realization may, or may not, violate the considered property. An assignment in which the minimal possible values are assigned to all $\delta_i$s, in other words, the realization $\delta_0 = 0$, $\delta_1 = 0$, $\delta_2 = 1$, $\delta_3 = 1$ and $\delta_4 = 0$, leads to a trace that does not violate the considered property. Notice that the values of $\delta_1$ and $\delta_3$ are fixed. The values of $\delta_0$, $\delta_2$ and $\delta_4$ in a concrete execution may be determined by environmental effects, or by non-deterministic internal decisions of the two involved subsystems, for instance, as a result of task scheduling or memory management. If we consider an alternate execution in which $\delta_4 = 3$, while all other delay values remain as described above, then this execution violates the considered property.

Some assignments of values to the delays satisfy the property, while others violate the property. This indicates that the cause for the property violation is to be found in the value assignment of certain delays. We are interested in characterizing value assignments to the $\delta_i$s that inevitably lead to a property violation using linear constraints. We base the analysis on counterfactual causal reasoning [63] and call
these constraints causal ranges. The causal ranges for the TDT in Example 3 are $2 \leq \delta_4 \leq 3$ and $3 \leq \delta_2 + \delta_4 \leq 5$.

In this chapter, we present a formalization of causal ranges and an algorithm to compute causal ranges for a TDT. The evaluation of the algorithm shows that a causal range can explain the violation of a property.

**Structure of the Chapter.** We derive the notion of a causal range from causal reasoning in Section 9.2. In Section 9.3, we present a formal framework of dynamic trace analysis for causal delays and causal ranges, and present an algorithm to compute causal ranges in Section 9.4. We evaluate an implementation of the algorithm in the tool CATiRA in Section 9.5 by computing causal ranges for several timed automata models. Finally, we draw conclusions in Section 9.6.

### 9.2 Causal Reasoning for Time Delays in a TDT

We now motivate our definition of a causal range and exemplify our proposed causal analysis. A TDT contains all information regarding possible assignments of the delay variables, in particular, the constraints determining possible value ranges for these assignments. As discussed above, these value assignments in a realization of a TDT determine whether a property is violated.

Again, we use the counterfactual argument [108] to establish when certain assignments of delay variables constitute a cause for a property violation. In this chapter, we formalize a cause by following conditions and say that one phenomenon is a *cause* of another phenomenon, called an *effect*, if and only if

I whenever the cause applies, the effect is observed (regularity argument),

II when the cause does not apply, the effect will not be observed either (counterfactual argument), and

III no true subset of the cause ensures I and II (minimality argument).

In order to establish a causal relation between an assignment of values to the delay variables and the violation of a timed safety property, we develop criteria for what we understand to be a cause. For a TA, a dynamic cause is a constraint on delay assignments where every assignment that satisfies the cause violates a given property (condition I). Our interpretation of II is that several independent causes can result in a property violation but at least one assignment exists that is not violating the property. III is a minimality argument and removes from a cause any constraint that has no influence on whether an assignment violates the property or not.

Applying this reasoning to Example 3, choosing either $2 \leq \delta_4 \leq 3$ or $3 \leq \delta_2 + \delta_4 \leq 5$, with arbitrary but admissible values assigned to all other $\delta_j$s, means that the desired property is violated. In addition, a different choice of the values exists that does not satisfy one of these two expressions and the property violation is not observed. We conclude that, following the counterfactual argument, these two constraint expressions are to be considered independent causes for the property violation.
We now illustrate the computation of a cause in the form of a causal range for the TDT in Example 3. For a range expression, to be causal, the values for all δj’s in this range have to violate the considered property (I). Furthermore, it needs to satisfy the counterfactual argument (II) which means that there is a different assignment of values to at least one of the δj’s such that this assignment violates the range constraint and does not lead to a property violation. This means that in order to check whether II is satisfied overall, we can test II on every δj in isolation. To illustrate this point, consider the realization δ0 = 1, δ1 = 0, δ2 = 1.5, δ3 = 1, and δ4 = 1.5. The realization also violates the considered property with any other value for δ0, while a decrease of the assigned values of δ2 or δ4 results in a realization that satisfies the property. The assignment of δ0 has no impact on the property since its satisfaction solely depends on the values of δ2, δ3 and δ4. The values of δ1 and δ3 are fixed and, hence, they have no admissible alternative assignment. We conclude that only δ2 and δ4 have the potential to prevent the violation of the property and, hence, satisfy II. We, therefore, call them causal delay variables. Next, we determine the range in which δ2 and δ4 have realizations that violate the considered property.

- A realization with an assignment of δ4 in the range [0, 1] never violates the property. On the other hand, any realization with an assignment of δ4 in the range [2, 3] leads to a violation. For every of these realizations, a realization exists that is identical, except for the value of δ4, that does not violate the property. This means that I and II are satisfied and since δ4 is the only delay in the range (III), we conclude that the constraint 2 ≤ δ4 ≤ 3 represents a causal range.

- For any realization with an assignment of δ4 in the range [1, 2], the violation of the property depends on the assignment of the delay variable δ2. Hence, we analyze which values can be assigned to δ2 so that this assignment is admissible according to the constraints in the TDT. We then detect that for any admissible assignment of δ2 in the TDT of Example 3, it conversely depends on the assignment of δ4 whether a realization violates the property. Thus, δ2 and δ4 need to jointly be considered when determining causal ranges. In order to specify the interdependence of δ2 and δ4, we consider their sum. We, hence, analyze the range of assigned values for which the sum of δ2 and δ4 violates the property. We see that any realization satisfying 3 ≤ δ2 + δ4 ≤ 5 violates the property, a realization not in this range exists that satisfies the property and no causal range exists for a subset of the delays that describes the realization satisfying 3 ≤ δ2 + δ4 ≤ 5. This means that I, II and III are satisfied and 3 ≤ δ2 + δ4 ≤ 5 is a second causal range.

In the sequel, we will present an algorithmic way of determining the constraints describing causal ranges.

### 9.3 Formalizations to Compute Causal Ranges

The aim of this section is to define a causal range as a range of values for a given delay set D where any value satisfies the regularity argument (I), the counterfactual
argument (II) and the minimality argument (III).

Before we define a causal range, we need to determine a delay set \( D \). We introduce the notion of a delay set, which is a subset of the indices of the delay variables \( \delta_0, \ldots, \delta_n \) occurring in the STT. For instance, the set \{\( \delta_2, \delta_4 \)\} is represented by the delay set \{\( 2, 4 \)\}. Any delay variable \( \delta_j \) in \( D \) shall be causal, which means that a realization \( \delta \) exists where the value assignment of \( \delta_j \) determines whether \( \delta \) violates or satisfies the property constraint \( \Phi \) of a given timed safety property. In case \( \delta \) exists, we call \( \delta_j \) a causal delay variable. Whether \( \delta \) satisfies or violates \( \Phi \) can depend on the value assignment of several causal delay variables, as we have seen before. In this case, a realization \( \delta \) exists such that a different value assignment of any \( \delta_j \) in \( D \) can result in a realization that satisfies the property. We formally define the existence of \( \delta \) for a delay set \( D \) in Definition 38. CV1 in Definition 38 ensures that a realization \( \delta \) exists for a value \( v \) where the sum of the delay assignments with an index in \( D \) is equivalent to \( v = \sum_{j \in D} \delta_j \). This \( \delta \) violates the property constraint \( \Phi \), and consequently satisfies the regularity argument (I). CV2 ensures II by requiring the existence of an alternate assignment for every delay variable with an index in \( D \), resulting in a realization \( \delta' \) that does not violate the property. \( \delta' \) can also be a suffix-blocking partial realization \( \delta_0 \ldots \delta_{j-1} \delta_j' \) which cannot be completed to a full realization in a way that would violate the property. For instance, consider a TDT with a guard on a transition that leads to an immediate property violation and where the guard is enabled for an assignment \( \delta_j < 2 \) and disabled for an assignment \( \delta_j \geq 2 \). Thus, assigning \( \delta_j = 2 \) prevents the property violation to be reachable. In conclusion, a causal value satisfies I and II for a realization \( \delta \), and witnesses that any \( \delta_j \) in \( D \) is a causal delay variable.

**Definition 38 (Causal Value).** Assume a TDTCS \( T \) for a TDT of length \( n \), a delay set \( D \) of \( T \) and a property constraint \( \Phi \). A causal value is a value \( v \) in a delay set constraint \( v = \sum_{j \in D} \delta_j \) where \( \delta_j \in \mathbb{R}_0^+ \) that satisfies:

**CV1** There exists a realization \( \delta = \delta_0 \ldots \delta_n \) with delay values \( \delta_j \in \mathbb{R}_0^+ \) for \( 0 \leq j \leq n \) that satisfies \( v = \sum_{j \in D} \delta_j \) and violates \( \Phi \).

**CV2** For every delay value \( \delta_j \) with \( j \in D \), a different delay value \( \delta_j' \) with \( \delta_j \neq \delta_j' \) exists, so that either \( \delta_0 \ldots \delta_{j-1} \delta_j' \) is a suffix-blocking partial realization or \( \delta_0 \ldots \delta_{j-1} \delta_j' \delta_{j+1} \ldots \delta_n \) satisfies \( T \) and \( \Phi \).

In the TDT in the example from Figure 8.1(c), a causal value of the delay set \{4\} is every value in the range [1, 3], of the delay set \{2\} is every value in the range [1, 2] and of the delay set \{2, 4\} is every value in the range [3, 4].

Not all values from a causal range are causal values. For instance, in the TDT in Figure 8.1(c), the value \( v = 5 \) is part of the causal range \( 3 \leq \delta_2 + \delta_4 \leq 5 \), and has a realization with the assignments \( \delta_2 = 2 \) and \( \delta_4 = 3 \) that violates the property \( \Phi \), thus satisfying conditions CV1 and I. CV2 requires that an alternative assignment for each of \( \delta_2 \) and \( \delta_4 \) exists that prevents the property violation. Such an assignment does not exist for \( \delta_2 \) but for \( \delta_4 \) with the assignment \( \delta_4 = 0 \). Thus, \( v = 5 \) is not a causal value since it violates CV2, even though it satisfies II. The purpose of a causal value is different from a causal range. A causal value ensures that the assignment of every delay variable in \( D \) influences for at least one realization whether the realization
violates the property. In difference, a causal range is a cause and ensures that for every realization that satisfies the cause a different assignment exists that satisfies the property.

Next, we define a causal range for a delay set $D$ in Definition 39. A causal range is a constraint of the form $l \sim \sum_{j \in D} \delta_j \sim u$ with a lower bound $l$ and an upper bound $u$. Every value $v$ in a causal range has to satisfy the causal arguments I, II and III. Condition CR1 in Definition 39 claims that for every value $v$ in the causal range, a realization exists with $v = \sum_{j \in D} \delta_j$. CR2 ensures the regularity argument I that any realization which satisfies the causal range violates the property. Let $\max(D)$ return the maximal value of all elements in $D$. A partial realization $\delta_0 \ldots \delta_m$ can also satisfy causal range constraints since a value is assigned to every delay in $D$ for $m \geq \max(D)$. In order to satisfy causal condition I, this partial realization is not allowed to be a suffix-blocking partial realization that prevents the property violation. CR2 refers to all partial realizations. Notice that, in particular, a partial realization with $m = n$ satisfies $\mathcal{T}$, and violates the property $\Phi$. We conclude that any realization that satisfies the causal range constraint violates the property, and CR2 actually ensures I. Condition CR3 ensures that a causal value $v_c$ in the range exists that is not a causal value for a true subset of $D$. We interpret the causal minimality argument III such that we require the number of delay variables that are part of a causal range to be minimal. When every $v_c$ is already part of another causal range $r'$ for a true subset of the variables in $D$, then we conclude that $r'$ is a more concise cause for the violation of property $\Phi$ which violates III. The existence of $v_c$, as required by CR3, is necessary to ensure II, as shown in the proof of Theorem 13. Condition CR4 claims that the causal range $r$ is maximal in the sense that there is no truly larger range encompassing $r$ which satisfies CR1 to CR3. We include this constraint based on the assumption that an analysis result consisting of fewer causal ranges is easier to interpret than one with more causal ranges.

Definition 39 (Causal Range). Assume a TDTCS $\mathcal{T}$ for a TDT of length $n$ and a property constraint $\Phi$. A causal range $r$ is a constraint for a delay set $D$ of the form $l \sim \sum_{j \in D} \delta_j \sim u$ and $\sim \in \{<, \leq\}$, where $l, u \in \mathbb{R}_{\geq 0}$, delay values $\delta_j \in \mathbb{R}_{\geq 0}$ and the following conditions hold:

CR1 For every value $v \in [l, u]$, exists a realization $\delta_0 \ldots \delta_n$ with $v = \sum_{j \in D} \delta_j$.

CR2 For every partial realization $\delta_0 \ldots \delta_m$ where $\max(D) \leq m \leq n$ and the value $v = \sum_{j \in D} \delta_j$ is in $[l, u]$, there exists a realization $\delta_0 \ldots \delta_m \ldots \delta_n$ that violates $\Phi$.

CR3 At least one value $v_c$ in the causal range is a causal value of $D$, and $v_c$ is not a causal value for a true subset of $D$.

CR4 The range $r$ is maximal, that means any lower bound $l' < l$ and any higher bound $u' > u$ will not satisfy CR1 to CR3.

As an example, the constraint $2 \leq \delta_4 \leq 3$ and the constraint $3 \leq \delta_2 + \delta_4 \leq 5$ satisfy the definition of a causal range for the example in Figure 8.1(c).

A causal range is only a cause when it satisfies the counterfactual argument (II) and is ensured by Theorem 13. CR2 ensures that every realization $r$ with value $v$
violates a given property $\Phi$. The counterfactual argument is satisfied for $v$ when for every $r$, a different value assignment only of the delay variables in $D$ exists such that the resulting realization satisfies $\Phi$.

**Theorem 13.** For every value in a causal range, the counterfactual argument (II) is satisfied.

*Proof. Assume a causal range $r$ with a delay set $D$ that satisfies conditions CR1 to CR4 in Definition 39 and an arbitrary value $v$ in $r$. Condition CR3 ensures that a realization $δ'$ for a causal value exists that satisfies the property. We now prove that a realization $δ$ with value $v$ exists for which $δ'$ witnesses II. $δ'$ has a value $v'$ and witnesses that an assignment of the delay variables with index in $D$ exists where the sum is $v'$. Condition CR1 ensures that a realization exists where the sum of the delay assignment with index in $D$ is $v$. Since a delay assignment for $v'$ and $v$ exists and the TDTCS is convex, an assignment of the delay variables with index in $D$ exists for every value between $v'$ and $v$. II allows changing the assignment of delays with an index in $D$ to another admissible assignment. We now either continuously increase or continuously decrease the assignment of a delay with an index in $D$ for $δ'$ until we arrive at a realization $δ$ that has value $v$. $δ$ has a value $v$ in the causal range and since condition CR2 holds, $δ$ violates the property. In summary, a $δ$ with the value $v$ that violates the property $\Phi$ has to exist, and a different assignment of delays with an index in $D$ can result in $δ'$. This proves II.*

We have argued above that CR2 ensures the regularity argument I and CR3 ensures the minimality argument III. In combination with Theorem 13, we conclude that a causal range represents a cause for the property violation according to the definition in Section 9.2.

### 9.4 Causal Range Algorithm

We present the Causal Range Algorithm to compute a set of causal ranges for a given TDT $S$ and a given property $\Phi$. The input of the algorithm is a TDTCS $T$ derived from $S$ and a property constraint $\Phi$ created for the considered property. The output of the algorithm is a set of causal ranges, where any causal range is characterized by a real valued lower bound, a real valued upper bound and a delay set taken from the power set of the TDT delay variables. The algorithm performs the search for causal ranges by solving three satisfiability problems. These problems are depicted in the control flow diagram given in Figure 9.1. By solving the problem $P1$ the algorithm starts to iteratively compute the causal delay variables for $T$. For every computed causal delay variable it creates a delay set. When $P1$ is no longer satisfiable, then the algorithm computes for every delay set $D$ a causal range by solving the problem $P2$. After the range computation of a delay

![Figure 9.1: Control Flow Diagram of Causal Range Algorithm](image)
set $D$ becomes unsatisfiable, the algorithm solves problem $P3$ to check whether another causal delay variable $\delta_k$ causally depends on $D$, which is the case when a causal value exists for $D \cup \{k\}$. In case $\delta_k$ exists, the algorithm found a new delay set $D' = D \cup \{k\}$. The algorithm solves $P2$ and $P3$ for every delay set. We encode the problems $P1$ to $P3$ in linear real arithmetic as follows:

**Problem P1: Existence of a Causal Value.** The algorithm first checks for every delay variable $\delta_j$ in the TDT whether it is a causal delay variable. A delay variable $\delta_j$ is causal when a causal value for $D = \{\delta_j\}$ exists. We encode the conditions that CV1 and CV2 in Definition 38 specify for a causal value $v$ in the constraint $C_j$ (9.1). The constraint ensures that a realization $\delta = \delta_0, \ldots, \delta_n$ with $\delta_j$ and value $v = \delta_j$ exists. $\delta$ is a realization when it satisfies $T$, and has to violate $\Phi$ in order to satisfy CV1 in Definition 38. The constraint $C_j$ also ensures that CV2 is satisfied. It is satisfiable when an assignment $\delta'_j$ that is different from $\delta_j$ exists, such that either $\delta' = \delta_0 \ldots \delta_{j-1} \delta'_j$ is a suffix-blocking partial realization, or $\delta[\delta_j/\delta'_j]$ is a realization that satisfies $\Phi$. When $\delta'$ is a suffix-blocking partial realization, it satisfies $T^*$ (9.2). $T^*$ ensures that $\delta'$ satisfies the constraint $T_j$ for a partial realization and no assignment of $\delta'_{j+1}$ to $\delta'_n$ exists such that $\delta_0 \ldots \delta_{j-1} \delta'_{j+1} \ldots \delta'_n$ is a realization that satisfies $T$.

$$
C_j \equiv (\exists \delta_0, \ldots, \delta_n, \delta'_j)(T \land \neg \Phi \land (T'[\delta_0 \ldots \delta_{j-1} \delta'_j] \lor (T[\delta_j/\delta'_j] \land \Phi[\delta_j/\delta'_j]))) \quad (9.1)
$$

$$
T'[\delta_0 \ldots \delta_{j-1} \delta'_j] \equiv T_j[\delta_0 \ldots \delta_{j-1} \delta'_j] \land \neg (\exists \delta'_{j+1}, \ldots, \delta'_n)(T[\delta_0 \ldots \delta_{j-1} \delta'_{j+1} \ldots \delta'_n]) \quad (9.2)
$$

By iteratively determining the satisfiability of the constraint $C_j$ for all delay variables $\delta_j$ occurring in $T$, the algorithm checks whether these $\delta_j$s actually are causal delay variables. In the implementation of the algorithm, we combine all $C_j$ into one linear constraint system $C$ of the form $\land_{0 \leq j \leq n} \neg c_j \lor C_j$ in which we add a fresh Boolean variable $c_j$ for every occurring $\delta_j$. These $c_j$s are defined such that if some $C_j$ is unsatisfiable, then $\neg c_j$ holds. We use a MaxSMT solver in order to determine the minimum number of $c_j$ that are true assertions that need to be violated in order to render $C$ satisfiable. A delay variable $\delta_j$ is causal if and only if $c_j$ is true in the solution to the MaxSMT problem. Subsequently, for every computed causal delay variable $\delta_j$ the algorithm adds a delay set $\{\delta_j\}$ to a first-in-first-out queue $X$. This queue stores every computed delay set and will be handed over to the algorithm addressing problem $P2$, which computes a causal range for every element of $X$. For the example in Figure 8.1(c), the queue passed on to $P2$ is $X = \{\{4\}, \{2\}\}$.

**Problem P2: Existence of a Causal Range.** The algorithm solving problem $P2$ removes a delay set $D$ from queue $X$ and computes the causal ranges of $D$. We encode the computation of a causal range as a satisfiability problem. We formalize the conditions CR1 to CR3 in Definition 39 as individual constraints $R_1$ to $R_3$. The satisfiability of this conjunction yields an answer to problem $P2$ and computes causal ranges if they exist. CR1 claims that for every value $t$ in the causal range $[l, u]$, a realization exists. If $R_1^t$ is satisfiable, then there exists a realization of $T$ with a value $b = \sum_{j \in D} \delta_j$. We now check whether $R_1^t[b/l]$ and $R_1^t[b/u]$ are satisfiable,
respectively. If both are satisfiable, due to the convexity of $T$ we can conclude that $R_1^b\{b/t\}$ is satisfiable for any value $t \in [l, u]$.

$$R_1^b \equiv (\exists \delta_0 \ldots \delta_n) (T \land b = \sum_{j \in D} \delta_j)$$  \hspace{1cm} (9.3)

CR2 claims that for every partial realization $\delta_0 \ldots \delta_j$ which satisfies $l \leq \sum_{j \in D} \delta_j \leq u$ there exists $\delta_0 \ldots \delta_j \delta_{j+1} \ldots \delta_n$ that violates the property $\Phi$. We formalize CR2 as follows:

$$R_2 \equiv \bigwedge_{\max(D) \leq j \leq n} (\forall \delta_0 \ldots \delta_j) (T_j[\delta_0 \ldots \delta_j] \land (l \leq \sum_{j \in D} \delta_j \leq u) \Rightarrow (\exists \delta_{j+1} \ldots \delta_n)(T \land \neg \Phi))$$  \hspace{1cm} (9.4)

We project a realization $\delta = \delta_0 \ldots \delta_n$ to a single value $v$ with the formula $v = \sum_{j \in D} \delta_j$. If $v \in [l, u]$, we say that $\delta$ is contained in $[l, u]$. Constraint $R_3$ (9.5) ensures that a realization $\delta$ contained in $[l, u]$ exists and $\delta$ is not contained in any causal range $[l_i, u_i]$ of a subset $D_i$ of $D$. When this $\delta$ exists, CR3 is fulfilled. Notice that the subset $D_i$ is not necessarily a true subset of $D$ and therefore ignores previously found causal ranges contained in $D$. If further causal ranges exist for $D$, then these causal ranges will also be computed by the algorithm solving $P2$.

$$R_3 \equiv \exists \delta_0 \ldots \delta_n. T \land l \leq \sum_{j \in D} \delta_j \leq u \land \bigwedge_{D_i \subseteq D} \left( \sum_{i \in D_i} \delta_i < l_i \right) \lor (u_i < \sum_{i \in D_i} \delta_i)$$  \hspace{1cm} (9.5)

A satisfying assignment for the conjunction of $R_1^1$, $R_1^n$, $R_2$, and $R_3$ contains a causal range $[l, u]$ which is not necessarily maximal. The algorithm takes advantage of the optimization possibilities of the SMT solver Z3 [42] to minimize $l$ and to maximize $u$ in the conjunction in order to ensure a maximal range (c.f. CR4). In the example of Figure 8.1(c) for the delay set $D = \{4\}$, the algorithm computes the causal range $2 \leq \delta_4 \leq 3$. Since no further causal range is found, then the algorithm proceeds with extending $D$ by solving problem $P3$.

**Problem P3: Existence of a Dependent Delay.** A delay variable $\delta_k$ is dependent on a delay set $D$ when a causal value exists for the delay set $D' = D \cup \{k\}$. The algorithm solving $P3$ extends a delay set $D$ with the index of a delay variable $\delta_k$ depending on $D$. We encode the question whether a causal value for $D'$ exists as the problem whether constraint $C_k$ (9.6) is satisfiable. The satisfiability of $C_k$ yields an answer to problem P3. A satisfying model then yields the dependent delays $\delta_k$, if any exist. $C_k$ ensures that there exists a realization $\delta = \delta_0 \ldots \delta_n$ with value $v$ that violates the property $\Phi$. For every index $j$ in the delay set $D'$, a realization exists that differs from $\delta$ only in the assignment of $\delta_j$ and does not violate $\Phi$, thus satisfying CV2 in Definition 38.

$$C_k \equiv \exists \delta_0, \ldots, \delta_n. T \land \neg \Phi \land \bigwedge_{j \in D'} \exists \delta_j'. T'[\delta_0 \ldots \delta_{j-1} \delta_j'] \lor (T[\delta_j/\delta_j'] \land \Phi[\delta_j/\delta_j'])$$  \hspace{1cm} (9.6)

For every causal delay variable $\delta_k$ with $k \notin D$ for which $C_k$ is satisfiable, the algorithm adds $D' = D \cup \{k\}$ to the queue $X$. To illustrate this step, for the TDT in Figure 8.1(c) and the delay set $D = \{4\}$, $C_k$ is satisfiable for $k = 2$ and the queue $X = \{\{2\}\}$ is extended to $X = \{\{2\}, \{4, 2\}\}$. The algorithm proceeds with removing the next delay set from $X$, solving problems $P2$ and $P3$ for this delay set, and terminates when $X$ is empty.
9.4. Causal Range Algorithm

9.4.1 Correctness of the Algorithm

The theorems below show that the algorithm to compute causal ranges is correct with respect to soundness and completeness.

**Theorem 14** (Soundness of Causal Range Computation). Every causal range returned by the Causal Range Algorithm for a TDTCS $T$ and a delay set $D$ satisfies CR1 to CR4.

**Proof.** Assume a causal range $[l, u]$ returned by the Causal Range Algorithm for a TDTCS $T$ and a delay set $D$ that is not satisfying one of the conditions CR1 to CR4. The algorithm returns $[l, u]$ for a satisfying assignment of the conjunction of $R_l^1$, $R_u^1$, $R_2$ and $R_3$.

A first case to consider is that CR1 is not satisfied. A violation of CR1 means that no realization exists for a value $v \in [l, u]$. By checking satisfiability of $R_l^1$ and $R_u^1$ the algorithm ensures that realizations $\delta_l$ with $l = \sum_{j \in D} \delta_j$ and $\delta_u$ with $u = \sum_{j \in D} \delta_j$ exist. The existence of these realizations combined with the convexity of $T$ imply that a delay assignment exists for every value in $[l, u]$. Thus, a realization for every value in the causal range has to exist and CR1 cannot be violated.

As a second case, consider that CR2 is not satisfied. Thus, a suffix-blocking partial realization or a realization with a value $v$ in $[l, u]$ exists that satisfies the property. This (partial) realization contradicts that $[l, u]$ satisfies $R_2$. We see that CR2 has to hold.

The third case to consider is that CR3 is violated. As a consequence, $[l, u]$ contains no causal value or only causal values that are contained in causal ranges of true subsets of $D$. This contradicts the assumption that $R_3$ is satisfied and thus, CR3 holds.

In the fourth case to consider is that CR4 is violated, since $[l, u]$ is not maximal. Thus, either a smaller lower bound $l'$ exists with a causal range $[l', u]$ or an upper bound with a higher value $u'$ exists with a causal range $[l, u']$. Both extended ranges would contradict that the algorithm uses optimization and returns the minimal lower bound and maximal upper bound. Thus, $l'$ and $u'$ cannot exist.

In all four cases, the causal range $[l, u]$ has to satisfy the conditions CR1 to CR4 of a causal range, and this contradicts the assumption that one of the conditions does not hold. 

**Theorem 15** (Completeness of Causal Range Computation). The Causal Range Algorithm returns every causal range for any given TDT.

**Proof.** Assume a causal range $[l, u]$ with a delay set $D$ that is not returned by the Causal Range Algorithm for a TDTCS $T$. This means that it either misses to create the delay set $D$, or misses to compute $[l, u]$ for $D$.

Consider first the case that the algorithm misses a delay set $D$. $D$ consists either only of one causal delay variable $\delta_j$ and would be found since $C_j$ is satisfiable, or $D$ contains several causal delay variables. A $D$ with several causal delay variables is found by the algorithm, when $C_k$ is satisfiable for every subset $D'$ of $D$. Since CR3 holds for the causal range $[l, u]$, a causal value $v$ in $[l, u]$ has to exist. $v$ witnesses that $C_k$ is satisfiable for $D$. $D$ is only found by the algorithm when a subset of $D$
with one delay less is found. Notice that the constraint $C'_k$ for a subset $D'$ of $D$, is a conjunction of a subset of the constraints in $C_k$. Thus, $C'_k$ is a relaxation of $C_k$. Since $C_k$ is satisfiable, $C'_k$ is satisfiable for every subset $D'$ of $D$. We see $D$ has to be found by the algorithm, which establishes a contradiction to the assumption.

Next, consider the only alternative case that $D$ is created by the algorithm, but $[l, u]$ is not found for $D$. By assumption, the causal range $[l, u]$ satisfies CR1 to CR4 in Definition 39. The algorithm does not compute $[l, u]$ when one of the constraints $R^l_1, R^u_1, R_2$ or $R_3$ is not satisfiable for $[l, u]$. $R^l_1, R^u_1$ are satisfiable otherwise no realization exists with value $l$ or $u$ and this would violate CR1. When $R_2$ is unsatisfiable, a partial realization $\delta_0 \ldots \delta_j$ with a value in the range $[l, u]$ exists that is either a suffix-blocking partial realization or every extension $\delta_0 \ldots \delta_j \delta_n$ satisfies the property. In both cases, $\delta_0 \ldots \delta_j$ violates CR2. Alternatively, we assume $R_3$ is unsatisfiable. In this case, any value in $[l, u]$ is contained in a causal range of a subset of $D$ but this violates CR3. Finally, the Causal Range Algorithm minimizes $l$ and maximizes $u$ such that $R^l_1, R^u_1, R_2$ and $R_3$ are satisfied. It will not return $[l, u]$ if $[l, u]$ is not maximal but this violates CR4. Since CR1 to CR4 are satisfied, the algorithm returns $[l, u]$ against our assumption.

We conclude that the algorithm computes $D$ and the causal range $[l, u]$. This contradicts the assumption that the algorithm does not return $[l, u]$.

9.4.2 Complexity Considerations

We elaborate on the complexity to compute the causal ranges for a TDT. The length $n$ of a TDT is the number of its transitions. A TDT contains $n+1$ different delays where each is in a causal range or not. For a TDT, there exists up to $2^{n+1}$ causal ranges.

Before we compute the causal ranges, we check for every delay in $P_1$, whether it is causal or not. $P_1$ uses existence and not-existence quantification. Linear-real arithmetic with quantifiers is in PSPACE [96]. Thus, $P_1$ is in PSPACE and its complexity rises with the length of the TDT.

We find an existing causal range by $P_2$. Since $P_2$ is an optimization problem, we need to eliminate the quantifiers in $Z_3$, which has a double exponential worst-case complexity in the number of quantifiers [40]. $P_2$ solves two optimization problems where each can be solved in NP [96], since a linear optimization problem can be solved in polynomial time [83].

The algorithm executes $P_3$ for every causal delay found by $P_1$ that is not in a delay set $D$, which are at most $n$ other delays. The number of constraints in $P_3$ rises with the number of causal ranges existing for subsets of $D$, which is in the worst case $2^{n+1}$. The satisfiability problem itself is in the worst case complexity class NP [96]. Thus, solving $P_3$ has an exponential worst-case complexity.

Overall, the algorithm is dominated by exponentially many calls to the double exponential worst-case complexity of the quantifier elimination in $P_2$. The algorithm has a double-exponential worst-case complexity. Despite this high worst-case complexity, we will see in the evaluation that exponentially many causal ranges do not exist in realistic models and that these are in practice computable within a reasonable amount of time.
9.5 Evaluation

We implemented the Causal Range Algorithm in a tool that we call Causal Timed Range Analyser (CaTiRA) and evaluated the tool by computing causal ranges for several case studies taken from the literature.

Evaluation Methodology. CaTiRA is intended to be used at design time to support design space exploration based on causal information regarding the dynamic timing behavior. We foresee a usage of CaTiRA at an intermediate design stage when a considered preliminary model does not yet satisfy all required properties. The objective of the analysis is to point the designer to variations in the delay timings at certain locations in a TDT, which may motivate changes in, for instance, timing bounds in the model. Such preliminary design models are not available for experimentation. Therefore, it is necessary that we use published, correct models and revert them to a preliminary state by seeding syntactic code variations. We emphasize that the objective is not to locate these code variations, or even propose repairs to syntactic elements, but to illustrate to the designer what ranges of delay variations contribute to avoiding the observed property violation. The designer can then decide to perform syntactic changes to the model in order to constrain the timing of the system in such a way that property violations will be avoided.

Database Example [91]. For the TDT in Example 3, CaTiRA found the causal delays $\delta_2$ and $\delta_4$, and the causal ranges $2 \leq \delta_4 \leq 3$ and $3 \leq \delta_2 + \delta_4 \leq 5$.

Fischer’s protocol [133]. The purpose of Fischer’s protocol is to ensure mutual exclusion. The TA in Figure 9.2 is a process of the protocol with a unique id $pid$ and requests for the critical section $cs$. The global variable $id$ controls the access to the critical section and allows a process only to enter the critical location $cs$ when $id == pid$. In order to request access to the critical section, a process checks the transition guard $id == 0$ to check that no other process currently requests access to the critical section, and subsequently enters the location $req$. Afterwards the process enters the location $wait$ within 3 time units for the critical section and overwrites $id$ with its unique $pid$. The process must wait 2 time units to ensure that if another
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process also requests access to the critical section, that process has left the location \( req \). In this model, the timing is not correct and it is possible that a process enters location \( cs \) and the other process is in location \( req \). We reverted the model to a preliminary state by replacing the invariant \( x \leq 2 \) as in [133] by \( x \leq 3 \). We used UPPAAL to check mutual exclusion of a model with TAs \( P1 \) and \( P2 \), and obtained a TDT depicted by the sequence diagram in Figure 9.2(b).

For this TDT, the causal range analysis by CaTiRA finds the causal delays \( \delta_1 \) to \( \delta_3 \), and the causal ranges \( 2 < \delta_1 \leq 3, 0 \leq \delta_2 < 1, 2 < \delta_3 \leq 3, \) and \( 0 \leq \delta_1 + \delta_2 < 1 \). Notice that the TDT of Fischer’s protocol has no realization that satisfies the property. The causal ranges were computed because the Causal Range Algorithm also considers a suffix-blocking partial realization to satisfy the counterfactual argument (II).

The causal ranges with the causal delay variables \( \delta_1 \), \( \delta_2 \) and \( \delta_3 \) are reasonable since during these time delays \( P1 \) is in the location \( req \), labeled with the seeded constraint \( x \leq 3 \). During the time delay \( \delta_4 \), \( P2 \) is in location \( req \). However, \( \delta_4 \) is not a causal delay variable since no different delay assignment exists for it that prevents the property violation. The interval of the causal ranges \( 2 < \delta_1 \leq 3 \) and \( 2 < \delta_3 \leq 3 \) is identical to the seeded faulty extension of the constraint. The choice of delay assignments that satisfies \( 0 \leq \delta_2 < 1 \) and \( 0 \leq \delta_1 + \delta_2 < 1 \) ensures that TA \( P1 \) leaves location \( req \) early enough that the extension of the constraint comes into effect and the property violation will be reached. We see that the causal ranges actually express the choices of delay assignments that will lead to a property violation.

**Camel Transporter (adapted from [33])** is a real-time model depicted in Figure 9.3(a) where in every location \( load1 \) to \( load4 \), a worker loads a bag on a camel. The weight of a bag is between 1 and 4 units and is modeled by the time that the worker stays in a location. The camel will only arrive at the destination when the weight is not more than 7 units. The worker checks the payload of the camel with loading the third bag on the camel but is in a rush and does not check the payload after loading the fourth bag. A verification of the model with UPPAAL results in a TDT depicted in the Figure 9.3(b). We manually computed the possible assignments of the delay variables and added them in red to the sequence diagram. For this TDT, CaTiRA computes the causal delays \( \delta_0 \) to \( \delta_3 \), and the causal ranges \( 7 < \delta_0 + \delta_3 \leq 8, 7 < \delta_1 + \delta_3 \leq 8, 7 < \delta_2 + \delta_3 \leq 8, 7 < \delta_0 + \delta_1 + \delta_3 \leq 11, 7 < \delta_0 + \delta_2 + \delta_3 \leq 11, 7 < \delta_1 + \delta_2 + \delta_3 \leq 11, \) and \( 7 < \delta_0 + \delta_1 + \delta_2 + \delta_3 \leq 11 \).

All causal ranges contain the delay variable \( \delta_3 \) of the location \( load4 \). This is
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Figure 9.3: Camel Transporter
reasonable since an overload of the camel is checked in location load3. The load limit of 7 can only be exceeded in a combination of at least two delay assignments since the maximal delay assignment is 4 for every delay variable. Also, even two variable assignments can already result in an overload of the camel, every delay assignment has an impact on whether the camel is overloaded. This becomes obvious by the realization $\delta_0 = 2$, $\delta_1 = 2$, $\delta_3 = 2$, $\delta_4 = 2$ that is contained only by the causal range $7 < \delta_0 + \delta_1 + \delta_2 + \delta_3 \leq 11$. In this realization, every delay assignment contributes to the overload of the camel but no subset of the delay assignments can overload the camel. We see that the causal ranges express the dynamic timing behavior that leads to the property violation.

The Pacemaker Model [80] originally satisfies the property that the time delay between two ventricular heartbeats is not too high. We analyze this model since it is a realistic model and of a reasonable size. We artificially reverted the model to a preliminary state by replacing an invariant that controls the minimal heart period from 400 to 1,600 time units. This results in a property violation since the time delay between two ventricular heartbeats can now be too high. For the TDT illustrating the property violation, CATRRA computes the causal delays $\delta_0$ and $\delta_6$, and the causal range $150 < \delta_6 < 350$.

The results can be interpreted as follows. After the time delay of $\delta_0$, the first heartbeat happens and a timer starts to measure the time delay until the next ventricular heartbeat. For some realization of the TDT that violates the property, an increase of the value assignment of $\delta_0$ can prevent the property violation, which means that, $\delta_0$ is a causal delay variable. However, no causal range with $\delta_0$ exists since each of these realizations is already contained by the causal range $150.0 < \delta_6 < 350.0$. Only during the time delay $\delta_6$, the TDT is in the location in which a constraint was altered when manipulating the model. The modification of the constraint corresponded to an increase of 1200 time units of a bound. However, the assignments in this location that cause a property violation are in the range from $[150,350]$. Thus, only the increase of the constraint bound by the first 200 time units has an impact on the possible execution. We see that the causal range shows the erroneous timing behavior of the TDT.

Quantitative Results. The quantitative results of every model are represented in Table 9.1. For every model, we indicate the time $T_{up}$ that UPPAAL needed to compute a TDT for the model and the length $L_n$ of the TDT. For a given TDT, CATRRA computes a number $#D$ of causal delay variables and a number $#R$ of causal ranges. The computation of the causal ranges takes in total a time $T$ in seconds and consumes at most an amount $M$ of memory in megabytes. Z3 solves constraint systems with at most a count $#C_n$ of clauses and at most a number $#V_r$ of variables. Z3 needs at most the time $T_{Z3}$ in seconds to solve a constraint system with a maximal memory usage of $M_{Z3}$ in megabytes.

All experiments were performed with the SMT-solver Z3 (Version 4.8.3) on a computer with an i7-6700K CPU (4.00GHz), 60GB of RAM and a Linux operating system. For the considered models, we found a total of 11 causal delay variables and 14 causal ranges. The highest computation effort for a causal range computation can
be observed in the camel transporter TDT with 35.9 MB memory consumption and 4.724s computation time. In line with this, Z3 has the highest computation effort in time (0.350s) with this model. The intrinsic complexity of this TDT seems to be high since with 138 clauses, it has fewer clauses than the TDT of the Pacemaker model with 226 clauses.

The most complex model is the Pacemaker model since it takes the most time (0.015) for UPPAAL to compute the TDT. Also, its TDT is the longest with 7 transitions. With 226 the encoding of the analysis has the most clauses and with 114 the most variables, even though. The computation effort of the causal ranges is moderate with 0.587s and 33.5 MB. In conclusion, the analysis results show that the causal range analysis requires only a reasonable computation effort, in spite of its theoretical worst-case complexity.

### 9.6 Conclusion

We have presented the Causal Range Algorithm and its implementation in the tool CaTiRA. Based on a counterfactual causality argument, the Causal Range Algorithm performs an analysis to determine dynamic causes for timed safety property violations in the timing behavior of a timed system, as documented by TDTs. Using various case studies, we have shown that the analysis is both efficient and effective. In particular, our work shows that using interpretations of counterfactual causal reasoning can lead to precise and intuitive explanations for dynamic timing behaviors.

Another possibility to explain a property violation is to analyze the syntactic features of a TDT, as we will see in the next chapter.
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The content of this part is based on the publications [88,91,92].

10.1 Introduction

We present an automated method that computes static causes in form of proposals for possible repairs of an NTA that avoid the violation of a timed safety property. Consider the TDT depicted as a time annotated sequence diagram in Figure 10.1(c). This scenario is similar to the scenario in Example 3 and describes a simple message exchange where the process client sends a message req to the process db which, after some processing steps, returns a message ser to client. The scenarios differ only in the timing of message ser, which has to be received in Figure 10.1(c) in 2 time units, and not in 3 time units, as in Figure 8.1(c). Assume a requirement on the system stating that the time from sending req to receiving ser is not to be more than 4 time units. Further assume that the timing interval annotations on
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(a) TA client (b) TA db (c) TDT illustrated using a time-interval annotated sequence diagram
the sequence diagram represent the minimum and maximum time for the message
transmission and processing steps that the NTA, from which the diagram has been
derived, permits. It is then easy to see that it is possible to execute the system in
such a way that this property is violated.

Various changes to the underlying NTA model depicted in Figure 10.1 may
avoid this property violation. We present analyses that can suggest a whole range
of repairs in addition to clock bound variation, such as modifying clock bounds,
comparison operators in constraints, clock references, clock resets, and location
urgency. Examples of repairs computed by our analyses for the model in Figure 10.1
are:

- Reducing the maximum time it takes to transmit \texttt{ser} message to be at most
1 time unit by exchanging $z \leq 2$ with $z \leq 1$.

- Exchanging the comparison operator in the constraint $w \geq 1$ to $w < 1$ ensures
that the time to send a request is below 1 time unit.

- An exchange of clock $z$ in $z \leq 2$ with clock $y$ restricts the time of processing
and receiving the response to at most 2 time units.

- To reset the clock $y$ on the previous transition instead ensures that the time
for sending and processing the request is below 1 time unit.

- Making the location \texttt{serReceiving} urgent reduces the time to receive a response
to 0.

Proposing such changes to the model may either serve to correct mistakes made
during the editing of the model, or point to necessary changes in the dimensioning
of its time resources, thus contributing to improved design space exploration.

The repair method described in this chapter relies on an encoding of a TDT as
a constraint system as described in Chapter 8. This encoding provides symbolic
abstract semantics for the TDT by constraining the sojourn time of the NTA in
the locations visited along the trace. The constraint system is then augmented by
auxiliary model variation variables which represent syntactic changes to the NTA
model, for instance, the variation of a location invariant condition or a transition
guard. We claim that the constraint system modified in this way implies the non-
reachability of a violation. At the same time, we assert that the model variation
variables have a value that implies that no change of the NTA model will occur, for
instance, by setting a clock bound variation variable to 0. This renders the resulting
constraint system unsatisfiable.

In order to compute a repair, we derive a partial MaxSMT instance by turning
the constraints that disable any repair into soft constraints. We solve this MaxSMT
instance using the SMT solver Z3 [42]. If the MaxSMT instance admits a solution,
the resulting model provides values of the model variation variables. These values
indicate a repair of the NTA model which entails that along the sequence of locations
represented by the TDT, the property violation will no longer be reachable.

In a next step it is necessary to check whether the computed repair is an ad-
missible repair in the context of the full NTA. This is important since the repair
was computed locally with respect to only a single given TDT. Thus, it is necessary to define a notion of admissibility that is reasonable and helpful in this setting. To this end, we propose the notion of functional equivalence which states that as a result of the computed repair, neither erstwhile existing functional behavior will be eliminated, nor will new functional behavior be added. Functional behavior in this sense is represented by the languages accepted by the untimed automata of the unrepaired and the repaired NTAs. Functional equivalence is then defined as equivalence of the languages accepted by these automata. We propose a zone-based automaton construction for implementing the functional equivalence test that is efficient in practice.

We have implemented our proposed method in a proof-of-concept tool called TarTar. Our evaluation of TarTar is based on several non-trivial NTA models taken from the literature, including the frequently considered pacemaker model [80]. For each model, we automatically generate mutants by injecting syntactic modifications which we then model check using UPPAAL and repair using TarTar. The evaluation shows that our technique is able to compute an admissible repair for 69% to 88% of the detected faults.

Structure of the Chapter. We present the repair analyses in Section 10.2 and the admissibility analysis in Section 10.3. The implementation in the tool TarTar is presented in Section 10.4. In Section 10.5, we report on experimental evaluation and case studies. A conclusion is provided in Section 10.6.

10.2 Repair Computations

We propose a repair technique that analyzes the responsibility of syntactic elements occurring in a single TDT for causing a violation of a specification II. We first present the formalization of different syntactic modifications of a TDT that can potentially remedy causes for property violations and then present the algorithm to compute a set of such syntactic modifications that are possible repairs. The question of admissibility of the computed repairs will be addressed in Section 10.3. Throughout this section, we assume that S is a TDT for a TA T and II.

10.2.1 Formal Modification of Syntactic Elements

We introduce variation variables v that represent possible correction values of syntactic elements of the TA for which S is produced. They represent possible repairs of the TA model. For instance, to modify clock bounds for a transition in a TA, a fresh variation variable is added to every clock bound occurring in location invariants and transition guards involved in this transition. The values of the variation variables are computed so that none of the realizations of S in the modified automaton leads to a violation of II. This is done by defining a new constraint system that captures the conditions on the variable v under which the violation of II will not occur in the corresponding trace of the modified automaton. Using this constraint system, we then define a MaxSMT problem so that its solution minimizes the number of changes to T that are needed to achieve the repair.
Clock Bound Variation. Recall that the clock bounds occurring in location invariants and in transition guards are represented by the $I$ and $G$ sets defined for the TDT $S$ in Definition 37. We then introduce bound variation variables $v^b_i$ describing the possible static variation in the TA code for a clock bound $\beta$ with an index $i$ in the set $ibounds \cup gbounds$, and modify the TDT constraint system accordingly. A variation of the bounds only affects the location invariant constraints $I$ and the transition guard constraints $G$. We thus define an appropriate invariant variation constraint $I^{bv}$ and guard variation constraint $G^{bv}$ that capture the clock bound modifications:

$$I^{bv} \equiv \bigwedge_{(c-\beta) \in ibounds} c \sim (\beta + v^b_i) \land c + \delta_j \sim (\beta + v^b_i)$$

$$G^{bv} \equiv \bigwedge_{(c-\beta) \in gbounds} (c + \delta_j) \sim (\beta + v^b_i)$$

We also need constraints ensuring that the modified clock bounds remain positive:

$$Z^{bv} \equiv \bigwedge_{(c-\beta) \in ibounds \cup gbounds} \beta + v^b_i \geq 0$$

Putting all of this together, we obtain the bound variation TDT constraint system

$$T^{bv} \equiv C_0 \land A \land R \land D \land I^{bv} \land G^{bv} \land Z^{bv} \land U \land L$$

which captures all realizations of $S$ in TAs $T^{bv}$ that are obtained from $T$ by modifying the clock bounds by some syntactically consistent variations $v^b_i$.

As an example, consider the bound variation for the guard $y \geq 1$ of transition $\Theta_3$ in Figures 10.1(b). The modified guard constraint, a conjunct in $G^{bv}$, is $y_3 + \delta_3 \geq 1 + v^b_i$. The corresponding non-negativity constraint in $Z^{bv}$ is $1 + v^b_i \geq 0$.

Operator Variation. This type of variation is motivated by the assumption that a wrong comparison operator in a location invariant or transition guard may cause a property violation. We assume for the repair encoding that the operators $\sim$ are indexed according to their order in the sequence $\prec, \leq, =, \geq, \succ$. The possible repairs are encoded by a fresh variation variable $v^o_i$ where the value of $v^o_i$ is the index of the corresponding comparison operator. For instance, the use of the $\prec$ comparison operator as a repair is indicated by setting $v^o_i = 1$. $v^o_i = 0$ indicates to use the original operator.

We define operator variation constraints $I^{ov}$ and $G^{ov}$ with the help of an n-ary exclusive or operation $\bigoplus_{i=0}^n f_i$ which is satisfied if and exactly one of the formulas $f_i$ is true:

$$I^{ov} \equiv \bigwedge_{(c-\beta) \in ibounds \land 0 \leq k \leq 5} c \sim_k \beta \land c + \delta_j \sim_k \beta \land v^o_i = k.$$  

$$G^{ov} \equiv \bigwedge_{(c-\beta) \in gbounds \land 0 \leq k \leq 5} c + \delta_j \sim_k \beta \land v^o_i = k.$$  

Now, we construct an operator variation TDT constraint system $T^{ov} \equiv C_0 \land A \land R \land D \land I^{ov} \land G^{ov} \land U \land L$.  


As an example for the operator variation encoding, consider the guard \( w := 1 \) of transition \( \theta_2 \) in Figures 10.1(b). The \( G^{ov} \) contains the constraint \( w_2 := 1 \land (v_i^{ov} = 0) \oplus \ldots \oplus w_1 > 1 \land (v_i^{ov} = 5) \).

Clock Reference Variation. This variation aims at repairing property violations resulting from errors that can be traced back to the unintended use of a wrong clock variable. We uniquely identify every clock in the repair encoding by an index \( k \). We introduce a fresh variation variable \( v_i^{cv} \) for every constraint with a clock \( c \). Its assigned value \( k \) indicates that in the constraint, the clock \( c_k \) is to be used instead of \( c \). For example, if \( y \leq 2 \) is a repaired constraint and clock \( y \) has index \( k = 1 \), then \( v_1^{cv} = 1 \) holds.

We define the appropriate clock variation constraints \( I^{cv} \) and \( G^{cv} \):

\[
I^{cv} \equiv \bigwedge_{(c \sim \beta) \in \text{bounds } 0 \leq k \leq |C|} (c_k \sim \beta) \land (c_k + \delta_j \sim \beta) \land (v_i^{cv} = k)
\]

\[
G^{cv} \equiv \bigwedge_{(c \sim \beta) \in \text{bounds } 0 \leq k \leq |C|} (c_k + \delta_j \sim \beta) \land (v_i^{cv} = k)
\]

From this we obtain the clock reference variation TDT constraint system \( T^{cv} \equiv C_0 \land A \land R \land D \land I^{cv} \land G^{cv} \land U \land L \).

An example for the clock reference repair encoding is given by the guard \( y \geq 1 \) of transition \( \theta_3 \) in Figures 10.1(b). \( G^{cv} \) contains the constraint \((y_3 + \delta_3 \geq 1) \land (v_i^{cv} = 0) \oplus \ldots \oplus (z_3 + \delta_3 \geq 1) \land (v_1^{cv} = 4)\).

Reset Clock Variation. This variation aims at repairing a property violation by adding or removing clock resets. We introduce a variation variable \( v^{rv}_{c, \theta} \) for the transition \( \theta \) leaving location \( l \) and every clock \( c \) in the TDT. The reset status in the extended constraint system is inverted when \( v^{rv}_{c, \theta} \neq 0 \); if \( c \) was not reset before, it will now be reset, and vice versa. This is encoded by the clock reset variation constraints \( R^{rv} \) and \( D^{rv} \):

\[
R^{rv} \equiv \bigwedge_{c \in \text{reset}(\theta_j)} c_j + 1 = \begin{cases} 0, & \text{if } v^{rv}_{c, \theta} = 0 \\ c + \delta_j, & \text{otherwise} \end{cases}.
\]

\[
D^{rv} \equiv \bigwedge_{c \in \text{reset}(\theta_j)} c_j + 1 = \begin{cases} c + \delta_j, & \text{if } v^{rv}_{c, \theta} = 0 \\ 0, & \text{otherwise} \end{cases}.
\]

As a result we obtain the reset clock variation TDT constraint system \( T^{rv} \equiv C_0 \land A \land R^{rv} \land D^{rv} \land I \land G \land U \land L \).

To illustrate the clock reset repair encoding, consider the clock reset \( y := 0 \) on transition \( \theta_2 \) in Figures 10.1(b). \( R^{rv} \) contains the constraint \((y_3 = 0) \land (v^{rv}_{y, \theta_2} = 0) \lor ((y_3 = y_2 + \delta_2) \land (v^{rv}_{y, \theta_2} = 0))\).

Urgent Location Variation. Here we aim at repairing cases where a faulty usage of urgent locations causes a property violation. Urgency of a location is modeled in the TDT constraint system by setting the location delay \( \delta_j \) to 0. We define a fresh
variation variable $v_{iuv}$ for a location $l_j$. For $v_{iuv} \neq 0$, the urgency for a location $l_j$ is inverted. We encode this idea using the following urgency variation constraint $U_{uv}$:

$$U_{uv} \equiv \bigwedge_{l_j \text{urgent}} (v_{iuv} = 0 \implies \delta_j = 0) \land \bigwedge_{l_j \text{urgent}} (v_{iuv} \neq 0 \implies \delta_j = 0).$$

We construct the urgent location variation TDT constraint system $T_{uv} \equiv C_0 \land A \land R \land D \land I \land G \land U_{uv} \land L$.

As an example for the urgent location repair encoding, consider the location $serReceiving$ reached by $\theta_3$ in Figures 10.1(a). $U_{uv}$ contains the constraint $(v_{iuv} \neq 0) \rightarrow (\delta_4 = 0)$.

10.2.2 Repair by Variation Analysis.

The objective of the variation analysis is to provide hints to the system designer regarding which minimal syntactic changes to the considered model might prevent the violation of property $\Pi$. Minimality is interpreted in the number of syntactic modifications that need to be performed in the considered TA model.

For the analysis, we first choose one of the variation TDTCS described before and denote it with $T^*$. We implement an analysis by using $T^*$ to derive an instance of the partial MaxSMT problem whose solutions yield candidate repairs for the timed automaton $T$. The partial MaxSMT problem takes as input a finite set of assertion formulas belonging to a fixed first-order theory. These assertions are partitioned into hard and soft assertions. The hard assertions $F^*_H$ are assumed to hold and the goal is to find a maximal subset $F'_S \subseteq F^*_S$ of the soft assertions such that $F'_S \cup F^*_H$ is satisfiable in the given theory.

The property $\Pi$ is encoded as a constraint $\Phi$ by Definition 37. For the purpose of our analysis, the hard assertions are formed by the conjunction

$$F^*_H \equiv (\exists \delta_j, c_j, T^*) \land (\forall \delta_j, c_j, T^* \implies \Phi).$$

We refer by $v^*_i$ to a variation variable in $F^*_H$. Note that the free variables of $F^*_H$ are exactly the variation variables $v^*_i$. Given a satisfying assignment $\iota$ for $F^*_H$, let $T_i$ be the timed automaton obtained from $T$ by modifying a clock bound according to the variation value $\iota(v^*_i)$ and let $S_i$ be the TDT corresponding to $S$ in $T_i$. Then $F^*_H$ guarantees that

1. $S_i$ is feasible, and
2. $S_i$ has no realization that witnesses a violation of $\Pi$ in $T_i$.

We refer to such an assignment $\iota$ as a local clock repair for $T$ and $S$. To obtain a minimal local clock repair, we use the soft assertions given by the conjunction

$$F^*_S \equiv \bigwedge_{v^*_i} v^*_i = 0.$$ 

Clearly, $F^*_H \land F^*_S$ is unsatisfiable because $T^* \land F^*_S$ is equisatisfiable with $T$, and $T \land \neg \Phi$ is satisfiable by assumption. However, if there exists at least one local clock
repair for $T$ and $S$, then $F^*_H$ alone is satisfiable. In this case, the MaxSMT instance $F^*_H \cup F^*_S$ has at least one solution. Every satisfying assignment of such a solution corresponds to a local repair that minimizes the number of syntactic modifications that need to be performed on $S$, and hence on the considered TA. Note that hard and soft assertions remain within a decidable logic. Using an SMT solver such as Z3, we enumerate every optimal solution for the partial MaxSMT instance and obtain a minimal local clock bound repair from each of them. For an enumeration, we prevent a found optimal solution by hard asserting the in the solution modified variables to value 0.

**Example 4.** We have applied the bound variation repair analysis to the TDT from Figure 10.1(c). The following repairs exist:

1. $v^{bw}_{z,l4} = -1$. This corresponds to a variation of the location invariant regarding clock $z$ in location 4 of the TDT, corresponding to location `client.serReceiving`. to read $z \leq 1$ instead of $z \leq 2$. This indicates that the violation of the bound on the total duration of the transaction, as indicated by a return to the `serReceiving` location and a value greater than 4 for clock $x$, can be avoided by ensuring that the time taken for transmitting the `ser` message to the `client` is constrained to take less or equal 1 time unit.

2. A further computed repair is $v^{bw}_{w,l2} = -1$. Interpreting this variation in the context of Figure 10.1(b) means that location `db.reqReceived` will be left when the clock $w$ has value 1. In other words, the transmission of the message `req` to the `db` takes exactly one time unit, not between 1 and 2 time units as in the unrepaired model.

3. Another computed repair is $v^{bw}_{y,l3} = -1$ and $v^{bw}_{y,\theta3} = -1$, which reduce the time delay in location `db.reqProcessing` by 1 time unit.

4. No further minimal repair exists.

Examples of repairs according to the other analyses for the TDT in Figure 10.1(c) include the following. The operator repair analysis returns, among others, a repair $v^{ov}_{w,\theta2} = 1$, which suggests to exchange the operator in the transition guard $w \geq 1$ by $<$ and to reduce the time for receiving the message `req` to be less than one time unit. The reference clock analysis returns a repair $v^{cv}_{z,l4} = y$. The repair exchanges the clock $z$ in the clock constraint $z \leq 2$ by $y$, which implies that the model has to receive the message `ser` in less than one time unit, since the guard $y \geq 1$ is satisfied when entering location `serReceiving`. The reset clock analysis returns a repair $v^{rv}_{x,\theta2} = \text{true}$, which indicates to reset clock $x$ during the transition leading into location `reqProcessing`. The urgent location analysis returns a repair $v^{uv}_{serReceiving} = \text{true}$ which suggests to turn `serReceiving` into an urgent location. This repair reduces the time for receiving message `ser` to zero.

**Complexity Considerations.** The tool Z3 [112] computes a repair for partial MaxSMT instances without quantifiers. The repair analysis first executes quantifier elimination on $F^*_H$, which has a double exponential worst-case complexity in
the number of quantifier variables \([40]\). The number of quantified variables in \(\mathcal{F}^*_H\) rises linearly with the length of the TDT. Afterwards, every repair analysis solves a MaxSMT problem for quantifier-free linear real arithmetic constraints. The complexity of the repair computation is determined by the number of time constraints in the TDT which increases with the length of the TDT. The complexity of quantifier-free linear real arithmetic is polynomial \([83, 96]\). The MaxSMT problem can be reduced in polynomial time to a MaxSAT problem, and a MaxSAT problem is an optimization problem in the complexity class NP \([95]\). We conclude that the quantifier elimination is the most complex computation in the analysis, which means that the overall complexity is double exponential in the length of the TDT in the worst case.

### 10.3 Admissibility of Repair

The synthesized repairs that lead to a TA \(T_{\iota}\) change the original TA \(T\) in fundamental ways, both syntactically and semantically. This brings up the question whether the synthesized repairs are admissible. In fact, one of the key questions is what notion of admissibility is meaningful in this context.

**Admissibility Criteria.** From a syntactic point of view, the repair obtained from a satisfying assignment \(\iota\) of the MaxSMT instance ensures that \(T_{\iota}\) is a syntactically valid TA model, for instance, by placing non-negativity constraints on repaired clock bounds. In case repairs alter right hand sides of clock constraints to rational numbers, this can easily be transformed to integers by normalizing all clock constraints in the TA.

From a semantics perspective, the impact of the repairs is more profound. Since the repairs affect time bounds in location invariants and transition guards, as well as clock resets, the behavior of \(T_{\iota}\) may be fundamentally different from the behavior of \(T\).

- The computed repair for one property \(\Pi\) may render another property \(\Pi'\) violated. To check admissibility of the synthesized repair with respect to the set of all properties \(\tilde{\Pi}\) in the system specification, a full re-checking of \(\tilde{\Pi}\) is necessary.

- A repair may have introduced zenoness and timelock \([14]\) into \(T_{\iota}\). As discussed in \([14]\), there exist both an over-approximating static test for zenoness as well as a model checking based precise test for timelocks that can be used to verify whether the repair is admissible in this regard.

- Due to changes in the possible assignment of time values to clocks, reachable locations in the TA \(T\) may become unreachable in \(T_{\iota}\), and vice versa. On the one hand, this means that some functionalities of the system may no longer be provided since part of the actions in \(T\) will no longer be executable in \(T_{\iota}\), and vice versa. Further, a reduction in the set of reachable locations in \(T_{\iota}\) compared to \(T\) may mean that certain locations with property violations in \(T\) are no longer reachable in \(T_{\iota}\), which implies that certain property violations
are masked by a repair instead of being fixed. On the other hand, the repair leading to locations becoming reachable in $T_i$ that were unreachable in $T$ may have the effect that previously unobserved property violations become visible and that $T_i$ possesses functionality that $T$ does not have, which may or may not be desirable.

It should be pointed out that we assess admissibility of a repair leading to $T_i$ with respect to a given TA model $T$, and not with respect to a correct TA model $T^*$ satisfying $\Pi$. We define an admissibility test based on functional equivalence.

**Functional Equivalence.** While various variants of semantics admissibility may be considered, we are focusing on a notion of admissibility that ensures that a repair does not unduly change the functional behavior of the modeled system while adhering to the timing constraints of the repaired system. We refer to this as functional equivalence. The functional capabilities of a timed system manifest themselves in the sets of action or transition traces that the system can execute. For TAs $T$ and $T_i$ this means that we need to consider the languages over the action or transition alphabets that these TAs define. Considering the timed languages of $T$ and $T_i$, we can state that $\mathcal{L}_T(T) \neq \mathcal{L}_T(T_i)$ since the repair forces at least one timed trace to be purged from $\mathcal{L}_T(T)$. This means that equivalence of the timed languages cannot be an admissibility criterion ensuring functional equivalence.

At the other end of the spectrum we may relate the de-timed languages of $T$ and $T_i$. The de-time operator $\alpha(T)$ is defined such that it omits all timing constraints and resets from any TA $T$. Requiring $\mathcal{L}(\alpha(T)) = \mathcal{L}(\alpha(T_i))$ is tempting since it states that when eliminating all timing related features from $T$ and from the repaired $T_i$, the resulting action languages will be identical. However, this admissibility criterion would be flawed, since the repair in $T_i$ may imply that unreachable locations in $T$ will be reachable in $T_i$, and vice versa. This may have an impact on the untimed languages, and even though $\mathcal{L}(\alpha(T)) = \mathcal{L}(\alpha(T_i))$, it may be that $\mathcal{L}_\mu(T) \neq \mathcal{L}_\mu(T_i)$.

To illustrate this point, consider the running example in Fig. 10.1(a) and assume the invariant in location `client.serReceiving` to be modified from $z \leq 2$ to $z \leq 1$ in the repaired TA $T_i$. Applying the de-time operator to $T_i$ implies that the location `client.timeout`, which is unreachable in $T_i$, becomes reachable in the de-timed model. Since `client.timeout` is reachable in $T$, the TAs $T$ and $T_i$ are not functionally equivalent, even though their de-timed languages are identical. Notice that for the untimed languages it holds that $\mathcal{L}_\mu(T) \neq \mathcal{L}_\mu(T_i)$, since no timed trace in $\mathcal{L}_T(T_i)$ reaches location `timeout`, even though such a timed trace exists in $\mathcal{L}_T(T)$. In particular, $\mathcal{L}_\mu(T)$ contains the untimed trace $\Theta_0\Theta_1\Theta_2\Theta_3\Theta_4$, where $\Theta_4$ is the transition towards the location `client.timeout`, which is missing in $\mathcal{L}_\mu(T_i)$. As a consequence, we resort to considering the untimed languages of $T$ and $T_i$ when assessing functional equivalence and require $\mathcal{L}_\mu(T) = \mathcal{L}_\mu(T_i)$. It is easy to see that $\mathcal{L}_\mu(T) = \mathcal{L}_\mu(T_i) \Rightarrow \mathcal{L}(\alpha(T)) = \mathcal{L}(\alpha(T_i))$. In conclusion, the equivalence of the untimed languages ensures functional equivalence.

**Admissibility Test.** Designing an algorithmic admissibility test for functional equivalence is challenging due to the computational complexity of determining the
equivalence of the untimed languages $\mathcal{L}_\mu(T)$ and $\mathcal{L}_\mu(T_\iota)$. While language equivalence is decidable for languages defined by NBAs, it is undecidable for timed languages [7]. For untimed languages, however, this problem is again decidable [7]. The algorithmic implementation of the test for functional equivalence that we propose proceeds in two steps.

- First, the untimed languages $\mathcal{L}_\mu(T)$ and $\mathcal{L}_\mu(T_\iota)$ are constructed. This requires an untime transformation of $T$ and $T_\iota$, yielding NBAs representing $\mathcal{L}_\mu(T)$ and $\mathcal{L}_\mu(T_\iota)$. While the standard untime transformation for TAs [7] relies on a region construction, we propose a transformation that relies on a zone construction [68]. This will provide a more succinct representation of the resulting untimed languages and, hence, a more efficient equivalence test.

- Second, it needs to be determined whether $\mathcal{L}_\mu(T) = \mathcal{L}_\mu(T_\iota)$. As we shall see, the obtained NBAs are closed. Hence, we can reduce the equivalence problem for these $\omega$-regular languages to checking equivalence of the regular languages obtained by taking the finite prefixes of the traces in $\mathcal{L}_\mu(T)$ and $\mathcal{L}_\mu(T_\iota)$. This allows us to interpret the NBAs obtained in the first step as NFAs, for which the language equivalence check is a standard construction [70].

Automata for Untimed Languages. The construction of an automaton representing an untimed language, here referred to as an untime construction, has so far been proposed based on a region abstraction [7]. The region abstraction is known to be relatively inefficient since the number of regions is, among other things, exponential in the number of clocks [14]. We therefore propose an untime construction based on the construction of a zone automaton [68], which in the worst case is of the same complexity as the region automaton, but is more succinct in practice [27].

**Definition 40** (U ntime Nondeterministic Büchi Automaton). Assume a TA $T$ and the corresponding zone automaton $[T]_Z = (S_Z, s^0_Z, \Sigma_Z, \Theta_Z)$. We define the untimed Nondeterministic Büchi automaton as the closed NBA $B_T = (S, \Sigma, \rightarrow, S_0, F)$ obtained from $[T]_Z$ such that $S = S_Z, \Sigma = \Sigma_Z \setminus \{\delta\}, S_0 = \{s^0_Z\}$ and $F = S$. For every transition in $\Theta_Z$ with a label $a \in \Sigma$, we add a transition to $\rightarrow$ created by the rule $\frac{(l,z) \delta (l',z') \Delta'(l,z)}{(l,z) \rightarrow (l',z')}$ with $z' = \{v + \delta \in I(l) \mid v \in z, \delta \in \mathbb{R}_{\geq 0}\}$. In addition, we add self-transitions $(l, z) \tau \rightarrow (l, z)$ to every state $(l, z) \in S_B$.

The following observations justify this definition:

- A timed trace of $T$ may remain forever in the same location after a finite number of action transitions. In order to enable $B_T$ to accept this trace, we add a self-transition labeled with $\tau$ to $\rightarrow$ for each state $s \in S$ in $B_T$, and later define $s$ as accepting. These $\tau$-self-transitions extend every finite timed trace $t$ leading to a state in $S_\tau$ to an infinite trace $t.\tau^\omega$.

- The construction of the acceptance set $F$ is more intricate. Convergent traces are often excluded from consideration in real-time model checking [14].
a consequence, in the untimed construction proposed in [7], only a subset of the states in \( S \) may be included in \( F \). A repair may render a subgraph of the location graph of \( T \) that is only reachable by divergent traces, into a subgraph in \( T_r \) that is only reachable by convergent traces. However, excluding convergent traces is only meaningful when considering unbounded liveness properties, but not when analyzing timed safety properties, which in effect are safety properties. As argued in [27], unbounded liveness properties appear to be less important than timed safety properties in timed systems. This is due to the observation that divergent traces reflect unrealistic behavior in the limit, but finite prefixes of infinite divergent traces, which only need to be considered for timed safety properties, correspond to realistic behavior. This observation is also reflected in the way in which, e.g., UPPAAL treats reachability by convergent traces. In conclusion, this argument justifies our choice to define the zone automaton in the untimed construction as a closed BA, i.e., \( F = S \).

We will now prove Theorem 16 and Theorem 17 to show that our admissibility test is correct. Theorem 16 states that the zone based untimed NBA construction actually preserves the untimed languages. In particular, we show that for a given TA \( T \), \( L(B_T) = L_\mu(T) \). For the proof, we use Untimed Bisimulation in order to replace the concrete time delay in \( T \) by the empty word \( \epsilon \), and to establish the desired language equality.

**Definition 41** (Untimed Bisimulation (adapted from [27])). For a TTS \( H = (S, s_0, \Sigma, \rightarrow) \), let \( \rightarrow, \epsilon \) be the relation obtained from \( \rightarrow \) by replacing all delay transitions \((s_1, \delta, s_2)\) by \((s_1, \epsilon, s_2)\). Then, a TTS \( H = (S, s_0, \Sigma, \rightarrow) \) is said to untimed simulate another TTS \( H' = (S', s_0', \Sigma, \rightarrow') \) if there exists a relation \( R \subseteq S \times S' \) such that (1) \((s_0, s_0') \in R \) and (2) for all \((s_1, s_1') \in R\), \( s_2, s_2' \in S\), and \( a \in \Sigma \cup \{\epsilon\} \) it holds that if \( s_1 \xrightarrow{a} s_2 \xrightarrow{\epsilon} \), then there exists \( s_2' \) with \( s_1' \xrightarrow{a} s_2' \xrightarrow{\epsilon} \) and \( (s_2, s_2') \in R \). \( H \) and \( H' \) are untimed bisimilar if in addition, \( H' \) untimed simulates \( H \) for \( R \).

The proof of Theorem 16 is based on the insight from Lemma 9 that two untimed bisimilar TTSs have equivalent untimed languages.

**Lemma 9.** Given two TTS \( H_1 \) and \( H_2 \), if \( H_1 \) untimed simulates \( H_2 \), then \( \mathcal{L}_\mu(H_1) \subseteq \mathcal{L}_\mu(H_2) \).

**Proof.** Assume that TTS \( H_1 = (S, s_0, \Sigma, \rightarrow) \) untimed simulates a TTS \( H_2 = (S', s_0', \Sigma, \rightarrow') \) with a simulation relation \( R \). For any word \( v \) in \( \mathcal{L}_\mu(H_1) \), we know that a timed trace \( \xi = (t_1, a_1) \ldots \) exists in \( \mathcal{L}(H_1) \). We show that \( v \) is also in \( \mathcal{L}_\mu(H_2) \) by inductively constructing a timed trace \( \xi' = (t_1', a_1') \ldots \) in \( \mathcal{L}(H_2) \) with \( \mu(\xi) = \mu(\xi') \). The induction iterates over the timed actions \( (t_i, a_i) \) in \( \xi \).

**Base Case:** Initially, no timed action is taken in \( \xi \). The relation \((s_0, s_0')\) is in \( R \).

**Induction Step:** For a timed action \((t_i+1, a_{i+1})\) in \( \xi \) and \((s_i, s_i')\) in \( R \), we now construct a timed action \((t_{i+1}', a_{i+1}')\) in \( \xi' \).

For \((t_i+1, a_{i+1})\), a state \( s_0 \) exists in \( H_1 \) such that a delay transition \((s_i, t, s_0)\) with \( t = t_{i+1} - t_i \) and an action transition \((s_0, a_{i+1}, s_{i+1})\) are in \( \rightarrow \). The untimed
bisimulation replaces delay transitions by $\epsilon$, and defines $\rightarrow_\epsilon$ and $\rightarrow'_\epsilon$. Since $(s_i, s'_i)$ is in $R$ and $(s_i, \epsilon, s_i) \epsilon \rightarrow_\epsilon$, a state $s'_i$ has to exist with $(s'_i, \epsilon, s'_i) \epsilon \rightarrow'_\epsilon$ and $(s_i, s'_i) \epsilon \in R$. $(s'_i, \epsilon, s'_i)$ exists only since a delay transition $(s'_i, t'_i, s'_i)$ exists in $\rightarrow'_\epsilon$. We construct $t'_{i+1} = t'_i + t'$. Because $(s_i, s_{i+1}, s_{i+1})$ is in $\rightarrow_\epsilon$ and $(s_i, s'_i) \epsilon \in R$, a state $s'_{i+1}$ in $H_2$ has to exist such that $(s_{i+1}, s'_{i+1}) \epsilon \in R$ and $(s'_{i+1}, s_{i+1}, s'_{i+1}) \epsilon \rightarrow'_\epsilon$. We conclude $a'_{i+1} = a_{i+1}$. Hence, we constructed the timed action $(t'_{i+1}, a'_{i+1})$ of $\xi'$ and $(s_{i+1}, s'_{i+1}) \epsilon \in R$ holds.

In conclusion, we can construct for every timed word $\xi$ in $L(H_1)$, a timed word $\xi'$ in $L(H_2)$, such that $\mu(\xi) = \mu(\xi')$.

Additionally, the proof of Theorem 16 relies on the assumption that the timed language of the zone automaton $\llbracket T \rrbracket_Z$ is identical to the timed language of $T$, which we state in the following lemma.

Lemma 10 (Zone Language Equivalence). Let $\llbracket T \rrbracket_Z$ be a zone automaton derived from a TA $T$, then $L_T(\llbracket T \rrbracket_Z) = L_T(T)$.

Proof. The proof of this lemma can be derived from the proofs of Theorem 1 and Theorem 2 given in the full version of [141], which together prove that the reachable states in the transition system of $T$ are also reachable in $\llbracket T \rrbracket_Z$, and vice versa. The proofs rely on an induction over the length of the traces of $T$ and $\llbracket T \rrbracket_Z$ and imply an equivalence of the sets of traces of $T$ and $\llbracket T \rrbracket_Z$. This implies $L_T(\llbracket T \rrbracket_Z) = L_T(T)$.

Theorem 16 (Correctness of Untimed NBA Construction). For an untimed NBA $B_T$ derived from a TA $T$ according to Definition 40 it holds that $L(B_T) = L_\mu(T)$.

Proof. Assume a zone automaton $\llbracket T \rrbracket_Z = (S_Z, s^0_Z, \Sigma_Z, \Theta_Z)$ for a TA $T$ and let $B_T = (S_B, \Sigma_B, \rightarrow, S_B^0, F)$ be the associated untimed NBA obtained according to Definition 40 with $\llbracket T \rrbracket_Z$.

Lemma 10 permits us to prove Theorem 16 by showing $L(B_T) = L_\mu(\llbracket T \rrbracket_Z)$. We prove the conjecture by proving the stricter condition that the zone automaton $\llbracket T \rrbracket_Z$ and the untimed NBA $B_T$ are untimed bisimilar. We may then conclude language equivalence by Lemma 9 and bisimilarity. It is appropriate to compare an untimed NBA $B_T$ to a zone automaton $\llbracket T \rrbracket_Z$ by untimed bisimulation since $B_T$ is an untimed automaton, in particular, an untimed zone automaton.

We now show that $R = \{(l, z_Z), (l, z_B)\} | z_Z = z_B^0 \land (l, z_Z) \in S_Z \land (l, z_B) \in S_B\}$ is an untimed bisimulation relation. $R$ is an untimed bisimulation relation for the alphabet $\Sigma = (\Sigma_B \setminus \{\tau\}) \cup (\Sigma_Z \setminus \{\delta\})$, where the delay transitions $\delta$ and $\tau$ are removed by the construction of the untimed bisimulation.

We show for an arbitrary $((l, z_Z), (l, z_B)) \in R$ that $((l', z_Z'), (l', z_B')) \in R$ for all actions $a \in \Sigma$. $z_B \not\subseteq z_Z$ holds by construction of $B_T$ since transitions in $B_T$ reach a state after taking an action transition. Hence, there are two cases to be considered in order to determine whether $z_Z = z_B$:

1. If $z_Z = z_B$, then the unt ime construction creates a transition $(l, z_B) \overset{a}{\rightarrow} (l', z_B') \in R$ iff $(l, z_Z) \delta (l, z_Z') \overset{a}{\rightarrow} (l', z_Z') \in \Theta_Z$ exists.

2. If $z_Z = z_B^0$, then the unt ime construction creates a transition $(l, z_B) \overset{a}{\rightarrow} (l', z_B') \in R$ iff $(l, z_Z) \overset{a}{\rightarrow} (l', z_Z') \in \Theta_Z$ exists.
In both cases it holds that \(((l', z'_Z), (l', z'_Z)) \in R\). Thus, \(R\) is a bisimulation relation. The tuple \(((l_0, z_0), (l_0, z_0))\) of the initial states of \([T]_Z\) and \(B_T\) is in \(R\), since \(S^0_B = \{s^0_Z\}\) holds by the definition of the untime construction, and trivially \(z^0_0 = z^0_0\). This implies that \(B_T\) and \([T]_Z\) are untimed bisimilar and \(L(B_T) = L(\mu([T]_Z))\) holds.

**Equivalence Check for Untimed Languages.** Given that the zone automaton construction delivers closed NBAs we can reduce the admissibility test \(\mathcal{L}_\mu(T) = \mathcal{L}_\mu(T_i)\) defined over infinite languages to an equivalence test over the finite prefixes of these languages, represented by interpreting the zone automata as NFAs. The following theorem justifies this reduction.

**Theorem 17** (Language Equivalence of Closed NBAs). Given closed NBAs \(B\) and \(B'\), if \(\mathcal{L}_f(B) = \mathcal{L}_f(B')\) then \(\mathcal{L}(B) = \mathcal{L}(B')\).

**Proof.** For a closed NBA \(B\), it is easy to see that \(\mathcal{L}_f(B) = \text{pref}(\mathcal{L}(B))\). Assume \(\mathcal{L}_f(B) = \mathcal{L}_f(B')\) and \(\mathcal{L}(B) \neq \mathcal{L}(B')\). This means that, w.l.o.g., \(\exists v \in \mathcal{L}(B) \wedge v \notin \mathcal{L}(B')\). This implies that there is no accepting run on some \(v\) in \(B'\). Since \(B'\) is closed, the only way of not accepting \(v\) is that \(B'\) blocks when reading a finite prefix \(\hat{v} = v_1, \ldots, v_n\) of \(v\). Hence, \(\hat{v} \in \mathcal{L}(B) \wedge \hat{v} \notin \mathcal{L}(B')\), which contradicts \(\mathcal{L}(B) = \mathcal{L}(B')\). Therefore, \(\mathcal{L}(B) = \mathcal{L}(B')\). \(\square\)

**Complexity of the Admissibility Test.** In order to test admissibility, we generate the state space of the original TA and the TA to which we apply the repair. The computation of the state space uses real-time model checking which is in \(\text{PSPACE}\) [6]. Afterwards, we interpret the two state spaces as NFAs and execute a language equivalence test. Checking language equivalence of two NFAs is decidable in \(\text{NP}\) [53]. The overall complexity of the admissibility test is thus in \(\text{PSPACE}\).

**Discussion.** One may want to adapt the admissibility test so that it only considers divergent traces, e.g., in cases where only unbounded liveness properties need to be preserved by a repair. This can be accomplished as follows. First, an overapproximating non-zenoess test [14] can be applied to \(T\) and \(T_i\). If it shows non-zenoess, then one knows that the respective TA does not include convergent traces. If this test fails, a more expensive test needs to be developed. It requires a construction of the untimed NBA using the approach from [7], and subsequently a language equivalence test of the untimed languages accepted by the untimed NBAs using, for instance, the automata-theoretic constructions proposed in [35]. Checking language equivalence of two NBAs is in \(\text{PSPACE}\) [37]. Creating the untimed NBA, which is the input to the equivalence check, is also in \(\text{PSPACE}\). In conclusion, the overall complexity of this analysis remains in \(\text{PSPACE}\).

### 10.4 Tool Implementation

We implemented the repair computations and the admissibility test in the tool \textsc{TARTAR}. The software architecture of \textsc{TARTAR} is depicted in Figure 10.2(b). The
orange rectangles in the figure represent external tools that TAR TAR calls in the course of the repair analysis. UPPAAL is a closed-source model checking tool, which TAR TAR uses in order to compute a TDT for a given model and property. The SMT solver Z3 [42] is used to solve the generated partial MaxSMT problems. In order to check the admissibility of a repair, TAR TAR uses the tool opaal [39] and the AutomataLib component of LearnLib [75], since they conveniently provide functionality used in the implementation of the admissibility test.

Data Flow Architecture. TAR TAR consists of many computation steps. For example, a TDT is parsed internally and stored as a Trace. This Trace is then modified and exported as SMT-LIB2 [16] code. We define a computation step of TAR TAR as the computation transforming input into result artifacts. This focus on artifacts ensures a highly cohesive architecture and clear interfaces between any two computation steps. Computation steps with identical objectives are grouped into a project. This results in four projects depicted by blue rectangles in Figure 10.2(b).

- **HMI** denotes the user interfaces of TAR TAR. The user inputs a timed model. TAR TAR then calls the project Repair Computation using a faulty timed model as a parameter. In case that the model is correct, TAR TAR calls the project Modification Seeding.

- **Modification Seeding** seeds modifications into a correct model and then repairs the resulting faulty models by computing repairs using Repair Computation. We use this analysis in Section 10.5 in order to benchmark the Repair Computation analyses.

- **Repair Computation** computes candidate repairs for a faulty timed model, applies these repairs to the model and finally automatically calls the Admissibility Test.

- **Admissibility Test** checks for every repaired model whether the computed repair is admissible.
Control Flow Architecture. TAR TAR iteratively computes a set of repairs for a given faulty UPPAAL model and a given property II using the following steps:

0. Counterexample Creation. TAR TAR calls UPPAAL to verify the model against II. In case II is violated, it stores a shortest symbolic TDT witnessing the violation in XML format.

1. Diagnostic Trace Creation. TAR TAR parses the model and the TDT into a data structure Trace. To add potential repairs, TAR TAR copies the trace and replaces the constraints that will potentially be subject to a repair by their modified variants. The modified trace is then translated to a logic constraint system \( T^* \), represented in SMT-LIB2 code.

2. Repair Computation. Z3 [42] then solves a MaxSMT problem on the modified trace constraint system, computing a repair in which the number of unmodified constraints on the variation variables of the form \( v^* = 0 \) is maximized. Since Z3 can solve a MaxSMT problem only for quantifier-free linear real arithmetic, TAR TAR first runs a quantifier elimination on the constraint system \( \forall \delta_j, c_j. T^* \Rightarrow \Phi \) of \( F^*_H \).

3. It then solves the MaxSMT problem with soft constraints requiring \( v^* = 0 \) for all variation variables. In case no solution is found, TAR TAR terminates. Otherwise, TAR TAR applies the repair to the faulty model and returns a repaired model.

4. Admissibility Test. TAR TAR checks the admissibility of a repair and compares the untimed languages of the faulty and repaired models. TAR TAR calls the model checker opaal in order to compute the timed transition systems (TTS) of the original and the repaired UPPAAL model. We modified the opaal model checker in such a way that it returns the TTS for a model. TAR TAR then checks whether the two TTS have equivalent untimed languages, in which case the repair is admissible. This check is implemented using the library AutomataLib. In case the two TTS are not equivalent, the admissibility test returns a trace as a witness for the difference.

5. Iteration. TAR TAR enumerates all repairs, i.e., every combination of the same kind of constraint modifications that corrects the TDT. The repairs are iteratively enumerated starting with the ones that require the smallest number of modifications to the model. After a repair is computed, the combination of modified variables that has been found is prevented from being reconsidered for future repairs by setting these modification variables to 0 using hard asserts. TAR TAR then proceeds with attempting to compute further, previously unconsidered repairs.

Component Architecture. We implemented TAR TAR with the general infrastructure depicted in Figure 10.3. The interface Job provides a general abstraction for an algorithm and specifies the necessary input and result values of the algorithm by the class Description. TAR TAR contains a Job for the projects Modification
Figure 10.3: TAR TAR Component Architecture

Seeding, Repair Computations and Admissibility Test. The class Session executes a Job and derivations of Session provide the different interfaces to the user. With this infrastructure, the analysis implementation in TAR TAR is independent from the implementation of the user interfaces, thus reducing coupling and improving modifiability of the code.

Implementation Details. We implemented the different projects that constitute TAR TAR in Java and use the build-management tool maven [9] to manage the dependencies between the projects. TAR TAR interacts differently with the external tools that are needed for different purposes. It calls UPPAAL via the command-line interface in order to generate a TDT, calls Z3 via its API to compute a repair. For the admissibility test, it calls opaal using a command-line script and the AutomataLib as an included Java library. For the implementation of the TAR TAR analyses the following two details are essential.

- We modify constraints in an UPPAAL model in order to apply a repair or to seed a fault. Since neither clock constraints nor transitions possess explicit unique identifiers in an UPPAAL model, it is not obvious which constraint to change. We therefore uniquely identify a constraint by traversing the constraints in the sequence stored in the UPPAAL model file and use the constraint index in this sequence as its identifier.

- The complexity of the algorithms for solving quantifier elimination and the MaxSMT problem rises with the number of variables in the SMT model. We therefore reduce the number of variables by exploiting implied equality constraints. For example, a variable $c_j$ is created for every clock $c$ in every step $j$ of the TDT. We eliminate $c_j$ explicitly before quantifier elimination by replacing it with the term $\sum_{i=r...j} d_i$, where $d_i$ is the time delay at step $i$ in the trace and $r$ is the last step before $j$ where $c$ was reset.

10.5 Case Studies and Experimental Evaluation

We evaluate the repair analyses by applying TAR TAR to the database model in Example 3 and to more complex case studies of different sizes.

10.5.1 Database Model Repairs

We applied TAR TAR to the database model in Figure 10.1. TAR TAR finds two admissible clock bound repairs. A replacement of $w \leq 2$ by $w \leq 1$ and a replace-
ment of $y \leq 1$ by $y \leq 0$ and $y \geq 1$ by $y \geq 0$ repairs the modified database model in Figure 10.1(c). With operator variation repair analysis, TAR Tar finds two admissible repairs that replace the operator in the clock constraint $w \geq 1$ by $<$ or $\leq$, respectively. With clock reference repair analysis, TAR Tar finds 13 admissible clock reference modification repairs, each involving two modifications. Nine repairs replace $y$ in the constraints $y \leq 1$ and $y \geq 1$ by a selection from the set of clocks $z$, $x$ and $w$. Four repairs replace $y$ in the constraint $y \leq 1$ by $w$ or $x$, and $w$ in the constraint $w \geq 1$ by $y$ or $z$. Applying the reset repair analysis, TAR Tar finds four admissible repairs. One repair removes the reset of clock $y$, another removes the reset of clock $z$, and two repairs add a reset of clock $x$ either on the transitions towards the location reqProcessing or the transition towards the location serReceiving. Applying the urgency location repair analysis, TAR Tar finds only two inadmissible and no admissible repairs, one setting the location reqAwaiting and the other the location serReceiving to urgent.

The computed repairs are reasonable and we expected them following a thorough manual inspection of the model. It remains to be evaluated whether TAR Tar can analyze more complex models.

10.5.2 Evaluation Strategy

In order to perform an experimental evaluation of the repair analyses, both qualitatively and quantitatively, we need a set of timed automata models that violate given properties. Such models are not publicly available in significant numbers and to the best of our knowledge, no benchmark suite for property violating timed automata models exists. As a consequence, the evaluation of our analyses is based on ideas taken from mutation testing [79]. Mutation testing evaluates a test set by systematically modifying the program code to be tested and computing the ratio of modifications that are detected by the test set. In adopting this strategy, we seed modifications in existing models and check whether those can be successfully repaired by our automated repair analyses. Thereby, we evaluate the quality of our repair technique.

Modification Seeding modifies a given TA model syntactically in one of the following ways:

- replacing the comparison operator in a clock constraint by $\{<, \leq, =, \geq, >\}$,
- swapping a clock name referenced in a clock constraint or invariant with some other clock name occurring in the original model,
- modifying the set of clocks that are reset in any given transition,
- switching for any location whether it is urgent or not,
- or modifying the bound of a single clock constraint by an amount selected from the set $\{-10, -1, +1, +0.1M, +M\}$, where $M$ is the maximal clock bound occurring in a given model. Our observation was that making either a small modification that is close to the bound value or a modification in the order
of the maximal bound value $M$ often introduces a property violation in the considered models.

The result is a modified TA that contains a single modification. TarTar automatically checks for every modified TA whether it violates a given property, in which case a TDT is generated.

**Experimental Procedure.** TarTar applies modification seeding to several models used for experimentation and generates a set of TDTs by performing model checking for a given property on each of the modified models. For every computed TDT, TarTar performs the above defined repair analyses one after another, and measures the ratio of TDTs for which the analyses compute at least one repair.

### 10.5.3 Experiments

We have applied this evaluation strategy to eight UPPAAL models (see Table 10.1). Not all of the models that we considered have been published with a property that can be violated by mutating a clock constraint. For those models, we manually identify a suitable timed safety property specifying an invariant condition which can then be violated by some of the proposed mutations. In particular, we add a property to the Bando [133] model which ensures that, for as long as the sender is active, its clock never exceeds the value of 28,116 time units. In the FDDI token ring protocol [133], the property that we use checks whether the first member of the ring never remains in any given state for more than 140 time units. The Viking model is taken from the set of test models of opaal [119]. For this model we use a property that checks whether one of the Viking processes can only enter a safe state during the first 60 time units. Note that all of these properties are satisfied by the original models prior to modification seeding.

We applied modification seeding to the models given in Table 10.1 and analyzed the obtained TDTs using the above described repair analyses implemented in TarTar. All analyses were performed on a computer with an i7-6700K CPU

<table>
<thead>
<tr>
<th>Model</th>
<th>db rep.</th>
<th>csma</th>
<th>elevator</th>
<th>viking</th>
<th>bando</th>
<th>Pacemaker</th>
<th>SBR</th>
<th>FDDI</th>
</tr>
</thead>
<tbody>
<tr>
<td>#Seed</td>
<td>110</td>
<td>191</td>
<td>88</td>
<td>310</td>
<td>1,955</td>
<td>1,187</td>
<td>353</td>
<td>314</td>
</tr>
<tr>
<td>#TDT</td>
<td>13</td>
<td>10</td>
<td>5</td>
<td>9</td>
<td>40</td>
<td>12</td>
<td>50</td>
<td>36</td>
</tr>
<tr>
<td>Time_UP</td>
<td>0.016</td>
<td>0.012</td>
<td>0.011</td>
<td>0.015</td>
<td>0.111</td>
<td>0.022</td>
<td>0.027</td>
<td>0.014</td>
</tr>
<tr>
<td>Length</td>
<td>4</td>
<td>2</td>
<td>1</td>
<td>18</td>
<td>279</td>
<td>9</td>
<td>84</td>
<td>11</td>
</tr>
<tr>
<td>#Repair</td>
<td>229</td>
<td>70</td>
<td>7</td>
<td>9</td>
<td>4,061</td>
<td>62</td>
<td>751</td>
<td>166</td>
</tr>
<tr>
<td>#Admissible</td>
<td>138(60%)</td>
<td>26(37%)</td>
<td>5(70%)</td>
<td>7(78%)</td>
<td>209(5%)</td>
<td>19(31%)</td>
<td>660(88%)</td>
<td>105(63%)</td>
</tr>
<tr>
<td>#Solved</td>
<td>9(70%)</td>
<td>8(80%)</td>
<td>4(80%)</td>
<td>5(56%)</td>
<td>21(53%)</td>
<td>10(83%)</td>
<td>31(62%)</td>
<td>34(94%)</td>
</tr>
<tr>
<td>Time_QE</td>
<td>89.346</td>
<td>0.049</td>
<td>0.049</td>
<td>86.539</td>
<td>31.555</td>
<td>0.663</td>
<td>117.057</td>
<td>29.859</td>
</tr>
<tr>
<td>#Timeout</td>
<td>2</td>
<td>0</td>
<td>0</td>
<td>21</td>
<td>46</td>
<td>20</td>
<td>86</td>
<td>51</td>
</tr>
<tr>
<td>Time_Repair</td>
<td>0.911</td>
<td>0.023</td>
<td>0.020</td>
<td>1.436</td>
<td>4.922</td>
<td>0.325</td>
<td>2.686</td>
<td>3.074</td>
</tr>
<tr>
<td>Mem_Repair</td>
<td>14.53</td>
<td>0.58</td>
<td>0.53</td>
<td>20.07</td>
<td>20.86</td>
<td>2.59</td>
<td>37.16</td>
<td>9.70</td>
</tr>
<tr>
<td>#Variable</td>
<td>30</td>
<td>16</td>
<td>6</td>
<td>120</td>
<td>1,156</td>
<td>1,16</td>
<td>765</td>
<td>116</td>
</tr>
<tr>
<td>#Constraint</td>
<td>91</td>
<td>72</td>
<td>28</td>
<td>180</td>
<td>8,144</td>
<td>988</td>
<td>1,211</td>
<td>272</td>
</tr>
<tr>
<td>Time_Adm</td>
<td>2.080</td>
<td>1.825</td>
<td>1.665</td>
<td>1.952</td>
<td>19.57</td>
<td>1.994</td>
<td>198.004</td>
<td>2.241</td>
</tr>
<tr>
<td>Mem_Adm</td>
<td>45</td>
<td>75</td>
<td>17</td>
<td>543</td>
<td>1.251</td>
<td>206</td>
<td>211</td>
<td>128</td>
</tr>
</tbody>
</table>

Table 10.1: Experimental Results According to Model.
### Table 10.2: Experimental Results According to Type of Repair.

<table>
<thead>
<tr>
<th>Repair</th>
<th>Bound Mod.</th>
<th>Operator Var.</th>
<th>Clock Ref.</th>
<th>Reset Clock</th>
<th>Urgent Loc.</th>
</tr>
</thead>
<tbody>
<tr>
<td>#Repair</td>
<td>533</td>
<td>3,929</td>
<td>693</td>
<td>45</td>
<td>155</td>
</tr>
<tr>
<td>#Admissible</td>
<td>364 (68%)</td>
<td>96 (2.4%)</td>
<td>625 (90%)</td>
<td>37 (82%)</td>
<td>47 (30%)</td>
</tr>
<tr>
<td>#Solved</td>
<td>85 (48%)</td>
<td>51 (29%)</td>
<td>35 (20%)</td>
<td>13 (7%)</td>
<td>37 (21%)</td>
</tr>
<tr>
<td>#Timeout</td>
<td>8</td>
<td>44</td>
<td>61</td>
<td>113</td>
<td>0</td>
</tr>
<tr>
<td>TimeRepair</td>
<td>4.922</td>
<td>2.686</td>
<td>3.074</td>
<td>0.911</td>
<td>0.135</td>
</tr>
<tr>
<td>MemRepair</td>
<td>20.86</td>
<td>37.16</td>
<td>14.13</td>
<td>14.53</td>
<td>3.16</td>
</tr>
<tr>
<td>#Variable</td>
<td>1,156</td>
<td>996</td>
<td>1,120</td>
<td>996</td>
<td>1,120</td>
</tr>
<tr>
<td>#Constraint</td>
<td>2,498</td>
<td>8,144</td>
<td>5,355</td>
<td>2,636</td>
<td>2,502</td>
</tr>
<tr>
<td>TimeAdm</td>
<td>138,004</td>
<td>59,117</td>
<td>116,944</td>
<td>2,031</td>
<td>58,553</td>
</tr>
<tr>
<td>MemAdm</td>
<td>525</td>
<td>543</td>
<td>206</td>
<td>45</td>
<td>1,251</td>
</tr>
</tbody>
</table>

The results of this experiment per considered model (Table 10.1) and per type of considered repair (Table 10.2). In Table 10.3, we give insight into a subset of the repair analysis results for the cases where the repair analysis was of the same type as the seeded modification.

Row Seed in the tables contains the count of seeded modifications that result in a number #TDT of property violating models. TimeUP is the maximal time that UPPAAL needs to create a TDT for the property violating models, and the longest TDT has a length of Length. TAR TAR computed a number #Repair of repairs for the TDTS, of which #Admissible are admissible. We say a TDT is solved when at least one admissible repair is computed by a repair analysis. #Solved states the number of solved TDTs. The computation effort for a repair analysis is given by the time TimeQE for successful quantifier elimination, the number of timeouts #Timeout that occurred during quantifier elimination after 10 minutes, the average time TimeRepair to compute a repair, and the memory consumption MemRepair for the overall analysis. The constraint system that Z3 solves has the count #Variable of variables and #Constraint of constraints. The effort for the admissibility test is given in time TimeAdm and memory MemAdm. All times are given in seconds and memory consumption in MB. Notice that we omit the lines pertaining to the modification seeding and TDT computation in Table 10.2 since they are irrelevant there.

We illustrate the evaluation procedure using an instance of the pacemaker case study, which is a real world model of realistic size. One of the seeded bound modifications increases a location invariant of this model which controls the minimal heart period to remain within a range from 400 to 1,600 time units. The modification allows the pacemaker to delay an induced ventricular beat for too long so that this violates the property that the time between two ventricular beats of a heart is never longer than the maximal heart period of 1,000. TAR TAR finds three repairs. The first repair reduces the maximal time delay between two articular heartbeats such that the pacemaker cannot and no longer needs to trigger the articular heartbeat. The second repair reduces the maximal time delay between two ventricular heartbeats such that the pacemaker cannot trigger the first ventricular heartbeat. Both repairs change the heart behavior and remove functional behavior of the pacemaker and, hence, are classified as inadmissible. In the model context, this appears to be
reasonable since the repairs restrict the environment of the pacemaker, and not the pacemaker itself. The third repair is admissible and reduces the bound modified during the seeding of bound modifications by 1199.5. The minimal heart period is then also below or equal to the maximal heart period of 1,000.

**TarTar** seeded 4,508 modifications. This resulted in 175 TDTs in total. 60 TDTs were due to bound modification, 72 were due to operator variation, 27 were due to changing the clock reference, 8 were due to complementing the reset of clocks and 8 were due to the switching of urgent locations (see Table 10.3). In total, **TarTar** found 5,355 repairs, out of which 1,169 were admissible. It found at least one admissible repair for 122 (69%) of the 175 TDTs. The maximal number of modified constraints in an admissible repair computed for a single TDT using all types of repair analysis was 25. A total of 4,222 repairs were of the same type as the seeded modification. Out of these same type repairs, 682 were admissible. At least one admissible same type repair exists for 102 (58%) of the 175 TDTs.

### 10.5.4 Result Interpretation

**Pacemaker Instance Results.** Our repair strategy minimizes the number of repairs but does not optimize the computed value. For instance, in the pacemaker model the computed repair of 1199.5 time units would be a correct and admissible repair even if the value was reduced by 600 time units, which would be the minimal possible repair value.

**Modification Seeding Results.** Few of the seeded modifications resulted in a property violation. **TarTar** seeded 4,508 faults, which led to 175 TDTs, thus only 3.9% of these modifications result in a TDT. This supports that, in practice, often only a few time constraints have an impact on the satisfaction of a verified property.

**Repair results in which a seeded modification is of arbitrary type.** **TarTar** computes at least one admissible repair by bound modification for 85 (48%), by operator

---

<table>
<thead>
<tr>
<th>Seed/Repair</th>
<th>Bound Mod.</th>
<th>Operator Var.</th>
<th>Clock Ref.</th>
<th>Reset Clock</th>
<th>Urgent Loc.</th>
</tr>
</thead>
<tbody>
<tr>
<td>#Seed</td>
<td>1,385</td>
<td>1,385</td>
<td>578</td>
<td>891</td>
<td>269</td>
</tr>
<tr>
<td>#TDT</td>
<td>60</td>
<td>72</td>
<td>27</td>
<td>8</td>
<td>8</td>
</tr>
<tr>
<td>TimeUP</td>
<td>0.111</td>
<td>0.083</td>
<td>0.093</td>
<td>0.027</td>
<td>0.021</td>
</tr>
<tr>
<td>Length</td>
<td>279</td>
<td>248</td>
<td>279</td>
<td>84</td>
<td>18</td>
</tr>
<tr>
<td>#Repair</td>
<td>314</td>
<td>3.508</td>
<td>383</td>
<td>6</td>
<td>11</td>
</tr>
<tr>
<td>#Admissible</td>
<td>226 (72%)</td>
<td>68 (1.9%)</td>
<td>380 (98%)</td>
<td>6 (100%)</td>
<td>2 (18%)</td>
</tr>
<tr>
<td>#Solved</td>
<td>53 (88%)</td>
<td>38 (52%)</td>
<td>9 (33%)</td>
<td>1 (12%)</td>
<td>1 (12%)</td>
</tr>
<tr>
<td>TimeQBE</td>
<td>15.209</td>
<td>31.858</td>
<td>25.392</td>
<td>43.922</td>
<td>0.027</td>
</tr>
<tr>
<td>#Timeout</td>
<td>0</td>
<td>3</td>
<td>8</td>
<td>10</td>
<td>7</td>
</tr>
<tr>
<td>TimeRepair</td>
<td>4.922</td>
<td>1.436</td>
<td>2.525</td>
<td>0.558</td>
<td>0.049</td>
</tr>
<tr>
<td>MemRepair</td>
<td>20.86</td>
<td>12.12</td>
<td>13.01</td>
<td>10.88</td>
<td>0.71</td>
</tr>
<tr>
<td>#Variable</td>
<td>1,156</td>
<td>996</td>
<td>1,120</td>
<td>25</td>
<td>90</td>
</tr>
<tr>
<td>#Constraint</td>
<td>2,498</td>
<td>8,144</td>
<td>5,355</td>
<td>57</td>
<td>279</td>
</tr>
<tr>
<td>TimeAdm</td>
<td>18,045</td>
<td>52,749</td>
<td>116,944</td>
<td>2,051</td>
<td>19,570</td>
</tr>
<tr>
<td>MemAdm</td>
<td>525</td>
<td>543</td>
<td>205</td>
<td>33</td>
<td>1,251</td>
</tr>
</tbody>
</table>

Table 10.3: Subset of Experimental Results where Type of Repair Corresponds to Type of Seeded Modification.
variation for 51 (29%), by clock reference for 35 (20%), by clock reset for 13 (7%) and by urgent location for 37 (21%) of the 175 TDTs. Every analysis on its own computes less admissible repairs than the combination of all repair analyses, which solves 122 (69%) of the 175 TDTs. The largest number of constraints that an admissible repair modified was 25, which is less than anticipated. This low number of modified constraints allow us to infer that only few constraints have an impact on whether a property is violated or not.

**TarTar** does not find an admissible repair for every TDT. For instance, TarTar finds an admissible repair for 53 TDT of the 60 TDTs created by bound modification, but only 3 analyses result in a timeout (Table 10.3). Hence, there exist 4 TDTs for which no admissible repair was computed even though they did not result in a timeout. There are two reasons for this phenomenon. Notice that a TDT is caused by modification seeding in which a constraint $c$ in a model is modified. First, the seeding of a modification in the model may enable or disable transitions and, as a consequence, change the functional behavior of the unmodified model. A repair computed by TarTar may not precisely undo the modification, and therefore it cannot be guaranteed that the repaired model is functionally consistent with the unmodified model. Second, even if the modified model is functionally consistent with the unmodified model, the computed repair may not undo the modification and at the same time be inadmissible.

**Computational effort.** A comparison of Time$_{QE}$ and Time$_{Repair}$ in every table confirms that the computational effort for the repair computation is largely determined by the quantifier elimination step, as we also concluded from the complexity analysis for the repair analysis. Only the urgent location repair consumes more computation time during the repair computation than during the quantifier elimination step. We expect that in light of the observed 226 timeouts, a more efficient quantifier elimination procedure would lead to a significantly higher number of repairs that could be computed without encountering a timeout. Furthermore, the number of timeouts, and thus the computation time needed for the repair, seems to correlate with the length of the analyzed TDT. With 86 the SBR model includes the largest number of timeouts and the third longest TDT with a length of 84 steps. The bando model has the third most timeouts (46) and the longest TDT. Obviously, the longer the TDT, the larger the resulting constraint system, leading to increased computational effort. With 1,156 variables and 8,144 constraints, the bando model yields the largest constraint system. The SBR model has the second largest constraint system with 765 variables and 1,211 constraints. The model FDDI has a shorter TDT with a length of 11 transitions and a much smaller constraint system with 116 variables and 272 constraints. In order to provide some statistical evidence for the impact of the TDT length and the intrinsic model complexity on the computational effort we analyzed the statistical relationship between the length of the TDT and the computation time for a repair ($T_r = Time_{QE} + Time_{Repair}$) as well as the relationship between $\#Variable$ and $T_r$, both by estimating Kendall’s tau [50] for every TDT. Kendall’s tau is a measure for the ordinal association between two measured quantities. A correlation computed by Kendall’s tau estimation approach is considered significant if the probability $p$ that there is actually no correlation in a larger
data set is below a certain threshold. We use the commonly applied significance threshold of 0.05. The length of a TDT is significantly related ($\tau_1 = 0.521$, $p < .001$) to $T_r$. Also $\#\text{Variable}$ is significantly related ($\tau_2 = 0.496$, $p < .001$) to $T_r$. From this we conclude that the complexity of a repair depends not only on the TDT length, but also on the intrinsic complexity of the model as expressed by the number of variables occurring in the model.

We also observe that the admissibility test requires more computational resources than the repair computation. The maximum amount of memory used for the admissibility test was 1,251MB in contrast to 37.16MB for the repair computation. This is in line with our expectation since the admissibility test involves searches of the state space of the full NTA, while the repair analyses only consider a single TDT.

Modifying states from urgent to non-urgent during modification seeding resulted in only 8 TDTs. This low number is due to the observation that the models considered contain only very few urgent states. Modifying non-urgent states to urgent ones, however, did not lead to a single property violation resulting in a TDT. The rationale is that urgency ensures to leave a state immediately without a delay which leads to a restriction rather than a relaxation regarding the time budget spent along an execution trace. As a consequence, making a state urgent does not cause a property violation in many models since the type of the checked properties is typically time bounded reachability, and a restricted time budget does not make it more likely that the property is violated.

**Results of repairs that have the same type as the seeded modification.** Recall that we seed different types of modifications that correspond to the different types of repair analyses that we propose. For every type of a repair analysis, we now compare the probability computing an admissible repair when the seeded modification is of the same type as the repair (see Table 10.3) with the case when the seeded modification is of arbitrary type (see Table 10.2). Bound modification analysis repairs a TDT with a seeded bound modification with a higher probability (88% to 48%) than a modification of an arbitrary type. Also, operator modification analysis (52% to 29%), clock reference analysis (33% to 20%) and clock reset analysis (12% to 7%) compute a repair with a higher probability for the same type of seeded fault as a modification of an arbitrary type. Only urgent location analysis computes a repair with a lower probability (12% to 21%) for a TDT with a seeded urgent location modification than for a modification of arbitrary type. In summary, with the exception of the urgent repair analysis, an admissible repair is computed with a higher probability if the repair analysis is of the same type as the seeded modification.

We finally observe that the repair computations of a seeded modification of an arbitrary type (Table 10.2) and repair computations of the same type as the seeded modification (Table 10.3) require similar computational effort in terms of time and memory consumption. We conclude that the computational effort of a repair analysis is independent of the type of a seeded modification that it repairs.
10.5.5 Limitation of the Repair Analyses

We applied the repair analyses also to the Fischer’s models from Chapter 9.5. The Fischer’s model reaches a property violation because of a wrong time constraint. The resulting TDT depicted as a sequence diagram in Figure 9.2(b). The TDT describes a transition sequences where every realization violates the given property. Since no good realization of the TDT exists, the repair analyses do not compute any repair for this TDT. Remember, that a repair also represents a static cause. From a cause computation perspective it is reasonable that no static cause exists in the Fischer’s model since the good realization is necessary to satisfy the counterfactual argument. A future extension might can either use suffix-blocking partial realization or compares the TDT with a property satisfying timed traces of the model. Both extension compare the TDT with good realizations and would enable the analyses to compute causes and, hence, further repairs.

10.6 Conclusion

We presented an approach to derive minimal repairs for timed reachability properties of NTA models from TDTs returned as counterexamples during model checking. The objective of the presented analysis was to compute static causes. It turned out that the static cause computations are also a repair syntheses that facilitates fault localization and debugging of such models during the design process. Our approach includes several repair analyses based on MaxSMT solving, an admissibility criterion for the computed repairs, and the development of a repair tool. We evaluated the repair analyses by a number of case studies of realistic complexity, and presented a limitation. We have observed that our analyses computes a significant number of admissible repairs within realistic computation time bounds and memory consumption.
Part IV

Conclusion
We present methods for explaining and repairing failures in untimed and timed systems based on causality.

Causality Checking is an existing approach to enumerate causes for violations of regular safety properties in untimed systems. We enhanced Causality Checking in multiple ways.

1. We present complete cause definitions.

2. We propose the CTBS algorithm to compute every causal trace in a transition system. The CTBS algorithm, when run together with a BFS state space search, ensures that it computes correct causes up to the current search depth. The advantage is that the causes are correct even when the overall analysis timeouts for a very large model.

3. We further compute the action orders of causes by analyzing the strict partial order in a causal trace set and depict this order in a fault tree. The representation of action orders in causes provides helpful information to understand the occurrence of a failure.

We also showed by a case study on autonomous driving that Causality Checking can support the safety analysis of a safety-critical system. The analysis automates the safety analysis of different software to hardware mappings. Additionally, we proposed another analysis to assess the fail-operational behavior which is of special interest in the context of autonomous driving.

Real-time is an important aspect for the correctness of many embedded systems. The real-time behavior of a system is not only described by concrete transitions but also by time delays in locations of the system. A real-time model checker can find violations in a real-time system and returns a TDT that leads to this violation. We proposed two alternative approaches to analyze the time aspect in a TDT.

- A causal range analysis compares the possible time delays in a TDT and returns causal ranges where every execution satisfying the causal range reaches a property violation. A causal range explains which time delays are responsible for the TDT to occur.

- The repair analysis computes syntactic modifications of syntactic time constraints that prevent the TDT and represent repairs for the underlying real-time model. We also proposed an admissibility test that checks whether a found repair does not change the functional behavior of the real-time system. In the evaluation, the repair analysis computed an admissible repair for 69-88% of the TDTs.

A causal range gives insight into which time delays impact the satisfaction of a property, while a repair hints at wrong time constraints. Both are causes by the counterfactual argument, give insight into why a failure occurred, and hence can support an engineer to chose the right timing in the design space of a real-time system.

The repair analysis falsely gives the appearance that a cause is a repair. Causes and repairs are different objects since in Chapter 9.5, we compute dynamic causes
for the Fischer’s model that are not repairs. While a cause reasons about the occurrence of an effect, a repair modifies a model in a way that some part of the cause cannot occur and, hence, the effect does not occur. We see that a static cause and a repair are closely related because if we cannot compute a cause, we also cannot compute a repair. A static cause is useful since it is both a dynamic cause and a syntactic modification of a model.

A combination of Causality Checking and time analyses can analyze the functional behavior and the time behavior of a real-time system. For this purpose, untimed the TDTs of a real-time model and compute causes by applying Causality Checking on the resulting action traces. By this construction, for each cause exists TDTs that untimed satisfy the cause. The time behavior of these TDTs can now be analyzed by one of the time analyses presented above.

In this thesis, we presented approaches that combine model checking and actual causality to explain failures in untimed and timed systems. Causality Checking enumerates the causes of a system because of which a property violation occurs, and can support the safety analysis of a system as demonstrated. Time analyses help to explore the infinite design space of real-time behaviors. As such, the approaches can automate the failure analysis of a system and are valuable to be integrated into an MDE process.

**Future Work**

A way to make Causality Checking more efficient is to use symbolic state space exploration techniques. In the evaluation, Causality Checking had timeouts for complex models and the results also show that the causes of big models have a large number of causal traces. Symbolic model checking may improve Causality Checking since it can efficiently store action traces with the same multi-set of actions that differ only in the action order.

The presented algorithms compute potential causes but does not compute the actual causes for a specific world. Following the approach of Halpern and Pearl [59], an interesting direction is to analyze for a specific world that satisfies several potential actual causes, the actual cause that led to the property violation. An analysis of contingencies is therefore necessary.

In future work we plan to explore the interplay between different repairs that are computed for a timed system that still violates a property, and develop refined strategies to select promising repairs from a repair set.

Another direction to support design space exploration is to not only compute clock constraint modifications for a faulty model, but also to compute relaxations of clock constraints in a correct model. A first step in this direction is to encode not only a single TDT but the complete model.

Further, the repair analysis can be generalized. Time in a real-time system changes linearly. A hybrid system can describe also other types of continuous changes. The findings in the repair analysis are promising to be applicable to the analysis of a hybrid system. Even more interesting is a combination of Causality Checking and one of the timed analyses to compute causes for hybrid systems.
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