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Summary

Lake ecology is the result of complex interactions between lake hydrodynamic, lake hydrology, stream intrusion, nutrient loads, meteorology, sediment processes and lake morphology. The substantial heterogeneity of these factors within individual lakes favors the establishment of spatial gradient also within the phytoplankton community. Ability to describe the spatiotemporal hydrodynamic and water quality variability and identifying its drivers can benefit the understanding of lake ecosystems and their response to environmental stressors.

In this thesis, the three-dimensional hydrodynamic and ecological model AEM3D (3D-Aquatic Ecosystem Model) was setup to provide more insights into the spatial and temporal variability of hydrodynamic and ecological conditions in the morphologically complex lake Lower Lake Constance (LLC). The results of multi-annual continuous simulations of ice cover formation, inter-basin exchange and phytoplankton community were compared between years and between lake sub-basins. The research was conducted in a series of three separated studies.

First, the model AEM3D coupled with an ice model was calibrated and validated to simulate multi-annual hydrodynamic conditions and ice cover formation in LLC. The model results demonstrated that AEM3D is sensitive to the annual variability of the climate in reproducing the inter-annual variability of ice cover and suitable for simulating thin ice (<10 cm) and differentiating in ice cover formation between adjacent basins in a lake with complex morphometry. This study was a unique example in the field of 3D ice modelling of use of multi-sources data to validate an ice modelling study as alternative approach to a remote sensing one.

The model was then employed to investigate the inter-annual and seasonal pattern of inter-basin exchange to identify when the sub-basins are more disconnected and thus laterally more homogenous conditions are favored. The study focused on the water exchange between the sub-basins Zeller See and Gnadensee, separated by a shallow sill, and between this latter and the river Seerhein. Additionally, we assessed to which extent climate warming and associated water level changes affect inter-basin exchange and the spread of the river Seerhein into Gnadensee at seasonal time scales.

Results demonstrated the existence of a seasonal pattern of lateral exchange of water, and thus of dissolved substances and organisms, between the basin of Gnadensee and Zeller See, that
may lead to more homogenous nutrient conditions in summer than in winter. The seasonal course of water exchange is predominantly determined by the seasonal change in the current speed across the sill, but also by changes in the area of the cross-section above the sill resulting from water level changes, by the seasonal change in stratification and by ice cover formation. In summer, Gnadensee is also more under the influence of the water from the river Seerhein and hence the conditions of the upstream Upper Lake Constance.

The impact of climate warming and hydrological change on water exchange varies seasonally. Climate warming results in reduced ice cover and an earlier onset and longer duration of stratification, leading to enhanced inter-basin exchange especially during winter and spring, but not in summer. That, together with the changing in light availability resulting from shorter ice cover duration or absence of ice cover, could have a strong impact on the phytoplankton bloom that usually occurs early in the year. Additionally, the future reduced inter-seasonal pattern of water level in LLC may implying larger horizontal differences of dissolved substances and organisms between its sub-basin during summer months. Finally, the fraction of water from Upper Lake Constance reaching the rather secluded basin Gnadensee increases with climate warming, implying a larger influence of the upstream conditions on Gnadensee.

Lastly, the model was coupled with the biological module of AEM3D to simulate the spatial and temporal variability of the phytoplankton community and nutrient dynamics between the lake sub-basins over 2 years with very different ice cover formation and water level dynamics. Results indicated that the model was able to capture the main spatial and temporal biogeochemistry variations, among which the progressive summer oxygen depletion at lake’s bottom, as well as the typical seasonal algae dominant succession in LLC, even when including time periods with ice cover. Lastly, the model succeeded in simulating the presence of a deep chlorophyll maximum (DCM) caused by Cyanobacteria in Gnadensee. In agreement with data, the simulated DCM occurred only in Gnadensee but not in the other basins of LLC.

In conclusion, this study is the first investigation that provides a characterization of the spatiotemporal variability of hydrodynamic and ecology in Lower Lake Constance, advancing the understanding of the interaction of hydrodynamic and ecological processes in a morphologically complex lake, also under consideration of a changing climate.
Zusammenfassung


Zunächst wurde das mit einem Eismodell gekoppelte Modell AEM3D kalibriert und validiert, um mehrjährige hydrodynamische Bedingungen und Eisdeckenbildung im LLC zu simulieren. Die Modellergebnisse zeigten, dass AEM3D bei der Reproduktion der jahreszeitlichen Variabilität der Eisdecken empfindlich auf die jährliche Variabilität des Klimas reagiert und geeignet ist, dünnes Eis (<10 cm) zu simulieren und um Eisdeckenbildung zwischen benachbarten Becken in einem See mit komplexer Morphometrie zu differenzieren. Diese Studie war ein bisher einzigartiges Beispiel im Bereich der 3D-Eismodellierung für die Verwendung von Daten aus mehreren Quellen, um eine Eismodellierungsstudie als alternativen Ansatz zu einer Fernerkundungsstudie zu validieren.

Das Modell wurde dazu verwendet, um das zwischenjährliche und saisonale Muster des Austauschs der Zwischenbecken zu untersuchen, um festzustellen, wann die Unterbecken stärker voneinander getrennt sind und somit seitlich homogenere Bedingungen begünstigt werden. Im Fokus der Studie stand der Wasseraustausch der Unterbecken Zeller See und Gnadenasee, getrennt durch eine flache Schwelle und zusätzlich dem Seerhein. Darüber hinaus haben wir untersucht, inwieweit die Klimaerwärmung und die damit verbundenen Wasserstandsänderungen den
Austausch der Zwischenbecken und die Ausbreitung des Seerheins in den Gnadensee auf saisonalen Zeitskalen beeinflussen.

Die Ergebnisse zeigten, dass zwischen dem Gnadensee und Zeller See ein saisonales Muster des seitlichen Austauschs von Wasser, und damit von gelösten Substanzen und Organismen, existiert, das im Sommer zu homogenen Nährstoffverhältnissen als im Winter führen kann. Der jahreszeitliche Verlauf des Wasseraustausches wird vor allem durch die jahreszeitliche Änderung der Strömungsgeschwindigkeit über der Schwelle bestimmt, aber auch durch Änderungen im Bereich des Querschnitts oberhalb der Schwelle durch Wasserstandsänderungen, durch die jahreszeitliche Änderung der Schichtung und durch Bildung einer Eisdecke. Im Sommer steht der Gnadensee zudem stärker unter dem Einfluss des Wassers des Seerheins und damit den Bedingungen des vorgelagerten Obersees (ULC, Upper Lake Constance).


Schließlich wurde das Modell mit dem biologischen Modul von AEM3D gekoppelt, um die räumliche und zeitliche Variabilität der Phytoplanktongemeinschaft und die Nährstoffdynamik zwischen den Teilbecken des Sees über 2 Jahre mit sehr unterschiedlicher Eisdeckenbildung und Wasserstandsdynamik zu simulieren.

Die Ergebnisse zeigten, dass das Modell in der Lage war, die wichtigsten räumlichen und zeitlichen biogeochemischen Variationen zu erfassen, darunter den fortschreitenden sommerlichen Sauerstoffmangel am Grund des Sees sowie die typische saisonale algendominante Abfolge im Untersee (LLC), selbst wenn Zeiträume mit Eisdecke einbezogen wurden. Letztendlich gelang es
durch das Modell, das Vorhandensein eines tiefen Chlorophyllmaximums (DCM) durch Cyanobakterien in Gnädensee zu simulieren. In Übereinstimmung mit den Daten erfolgte die simulierte DCM nur im Gnädensee, nicht jedoch in den anderen Becken des Untersees (LLC).

Zusammenfassend ist diese Studie die erste Untersuchung, die eine Charakterisierung der raumzeitlichen Variabilität von Hydrodynamik und Ökologie im Untersee (LLC) liefert und das Verständnis des Zusammenspiels von hydrodynamischen und ökologischen Prozessen in einem morphologisch komplexen See auch unter Berücksichtigung eines sich ändernden Klimas fördert.
General introduction

Freshwater lakes are important ecosystems worldwide and essential for humankind. People rely indeed on them for recreation, water supply, and fish production, whereas they are for wildlife habitats to live, feed, and reproduce. Unfortunately, during the last centuries lake ecosystems have been under severe pressure by a multitude of anthropogenic and environmental stressors, such as anthropogenic increases of nutrients (Smith & Schindler, 2009), rising temperatures and changes in water level dynamics due to climate change (Paerl & Huisman, 2008; Williamson et al., 2009), and the invasion by neobiota (Higgins & Zanden, 2010; Mack et al., 2000). That has raised the need to deeply understand ecosystem baseline conditions and their response to changes or restoration measures.

Lakes conditions are the result of the complex interaction between the lake hydrodynamic (e.g. flow velocity, thermal structure), chemical characteristics (e.g. dissolved oxygen and nutrients), and biological community. Indeed, lake hydrodynamic plays an important role for nutrient flows and related ecological processes (Alavian et al., 1992; De Cesare et al., 2006; Romero et al., 2004), and thermal stratification alters velocity profiles and hinders oxygenation in the hypolimnion (Elçi, 2008). On the other hand, for example, the transport of sediments may influence flow density and velocity (Liu, 2018).

As result of these complex interactions substantial heterogeneity exists between littoral and pelagic zones, between surface and deep water, and between sub-basins in lakes with complex morphometry. Therefore, within individual lakes, a complex set of phenomena, e.g. stratification, stream intrusions, partial ice cover and lake morphometry, leads to both horizontal and vertical heterogeneous conditions. The spatial variation in physical properties affects nutrient distribution,
primary production and trophic interactions and thus leads to spatial and temporal patterns in plankton community (Neill, 1994). Moreover, lakes are constantly exposed to changes in time as result of both natural and human forces. Changes are over both long and short periods of time, from centuries (e.g. climate change), to decades (e.g. eutrophication and re-oligotrophication), to few days (e.g. storm events) or even hours (e.g. irradiance fluctuations).

To fully grasp the complexity of the spatiotemporal variation in lakes and their dynamic response to changes, a mechanistic approach is required. Lake numerical models are essential tools that help to seize the lake complexity, to extend our understanding of physical, chemical and, biological processes of the ecological systems (Gal et al., 2009). Moreover, they enhance the interpretation of available data, compensate for the lack of frequent and extended field measurements, and allow to test different scenarios. Lake numerical models play an increasingly larger role in water resources management and the results of such models are commonly integrated into a decision support system to meet water quality regulatory requirements (Lung, 2001; Trolle et al., 2014).

A water quality model (WQM) is an integrated simulation model, composed of two and in some cases of three sub-models or modules: (1) the hydrodynamic module, which determines the velocity field, thermal structure and turbulent mixing in the lake, (2) the biogeochemical module, which simulates transport, dispersion and the growth or decay processes of the relevant quantity (i.e. contaminants, plankton), and in some cases (3) the sediment transport module, which simulates the transport-dispersion, sedimentation, and resuspension of suspended particles (Rajar & Cetina, 1997). The modelling of biogeochemistry and sedimentation depends entirely on the hydrodynamic circulation and turbulent mixing obtained by the hydrodynamic module (Nihoul et al., 1993). Apart from particular cases where the concentration of a particular substance significantly influence water density and its circulation (Freeman et al., 2015; Kjaran et al., 2004) and accepting to neglect the effect of suspended particle on shortwave penetration into the water column (Heiskanen et al., 2015; Rinke et al., 2010), the hydrodynamic module can be also run as standalone. WQMs often include other several coupled submodules for different physical, chemical, biological process, such as wind wave, ice cover, sediment diagenesis and submerged aquatic vegetation module. As an example, figure 1.1 illustrates the major component of the model AEM3D (3D-Aquatic Ecological Model).

WQMs can be classified based on their dimensionality. Mix box models, also mentioned as zero-dimensional (0-D), consider vertical and horizontal conditions in the lake as homogenous.
One-dimensional (1D) models provide a realistic representation of stratification and mixing processes in lakes (Hamilton et al., 1997; Imberger & Patterson, 1989) and they are suitable to investigate vertical heterogeneous conditions. However, in lakes characterized by significant differences between pelagic and shore zones or by complex morphometry the vertical 1D assumption may be restrictive and the impact of lake morphometry and hydrodynamic on ecological processes not negligible (Fragoso Jr et al., 2008; Kalff, 2002; Missaghi & Hondzo, 2010; Wetzel, 2001). Hence, horizontal bi-dimensional (2D) models or three-dimensional (3D) models can then offer more insight in the factors determining heterogeneous conditions (Fragoso Jr et al., 2008). Whereas 2D models are more suitable in shallow lakes where vertical differences along the water column are negligible, 3D models are required in stratified deep or medium-deep lakes allowing for a comprehensive representation of heterogeneous conditions both vertically and horizontally.

Figure 1.1: Major components (sub-models) of the model AEM3D.
The rapidly advancing computing power and improvements in 3D-WQMs in the past two decades have provided more opportunities to use them for lakes and reservoirs. 3D-WQMs are in particular fundamental tools to describe the individual morphological features of morphologically complex lakes, e.g. bays and sills, and to capture their significant hydrodynamic gradients and water quality heterogeneity. However, only few studies exist that attempt to provide a characterization of the spatiotemporal variability of hydrodynamic and ecology in morphologically complex lakes (Leon et al., 2011; Missaghi & Hondzo, 2010) and they are limited to the example of Great Lakes (Lake Minnetonka and Lake Erie). Moreover, none of these studies has considered the importance of ice cover on lake hydrodynamic and biogeochemistry.

Therefore, the correct simulation of ice cover formation is an important requirement for the correct description of the hydrodynamic and ecological processes in lakes that freeze partially or completely. The formation of ice cover on lakes alters indeed heat and energy transfer with the water column, affecting thus hydrodynamics, the seasonal development of stratification and related ecosystem processes. The development of partial ice cover contributes to create really spatial heterogeneity in the system since it determines completely different conditions in terms of light availability, temperature and turbulence for the phytoplankton growth within the lake. Furthermore, ice cover slows lake circulation and reduces vertical mixing (Fujisaki, Wang, Bai, Leshkevich, & Lofgren, 2013).

In this study the water quality model AEM3D coupled with an ice model was applied to the morphologically complex lake Lower Lake Constance (LLC, $9^\circ18^\prime$E, $47^\circ39^\prime$N, 62 km$^2$) with its 3 sub-basins, 2 peninsulas (Reichnau and Mettnau), 87 km of shoreline. The lake’s measured data reflect a large temporal and spatial variability between the lake’s sub-basin in terms of thermal structure, phytoplankton community and nutrient distribution (IGKB, 2018) and they raise the needs to better understand the spatiotemporal variability in the lake, its drivers and response to environmental changes. Hence, the results of multi-annual continuous simulations of ice cover formation, inter-basin exchange and phytoplankton community were compared between years and between lake sub-basins. Moreover, the response of the lake physic to climate change was assessed with simulations of climate warming and water level scenarios.
1.1 Context and scope of the study

The study presented here was undertaken in 2017 – 2021 as a contribution to the Research Training Group (RTG) “R3 – Responses to biotic and abiotic changes, Resilience and Reversibility of lake ecosystems” founded by the German Research Foundation (DFG). The RTG aims to improve the understanding of the response of ecosystems to changing conditions to predict the impact of environmental changes or restoration measurements.

During the last centuries, lake ecosystems have been affected by a multitude of environmental stressors (e.g. eutrophication, climate change, neobiota), those impact is really difficult to be assessed as the ecosystem response encompasses the response at several level of the ecological organization (Oliver et al., 2015). For instance, depending on the lake abiotic conditions, environmental stressors cause very different response pattern of the ecosystem (Genkai-Kato et al. 2012, Hilt 2015). Hence, in morphologically complex lakes, where large horizontal gradients of abiotic parameters between sub-basins exists, we expect different responses within the lake to the same environmental stressor.

In order to predict ecosystem development, it is therefore important to increase our understanding of how spatiotemporal variability of abiotic parameters respond to environmental changes. In this thesis we investigate, on the example of morphologically complex lake Lower Lake Constance, the processes that cause the spatiotemporal heterogeneity between lake sub-basins at inter-annual and seasonal scales. We study spatiotemporal variability in ice cover, thermal structure and inter-basin water exchange as important criteria for the distribution of phytoplankton and nutrients and investigate their spatiotemporal response to climate change.

1.2 Dissertation outline

Along with the introduction (Chapter 1), this thesis consists of three chapters that each have been prepared as independent manuscripts and submitted or ready for submission for publication in peer-reviewed journals. Each chapter is, therefore, in the style of a manuscript published or prepared for the specific journal. The three chapters (2-4) provide research methods and results of
the application of the 3D-water quality model AEM3D to simulate the spatiotemporal conditions in Lower Lake Constance.

In Chapter 2, the model AEM3D coupled with an ice model (3D-Aquatic Ecosystem Model, AEM3D) was calibrated and validated to simulate nine consecutive years of thermal structure and the spatial distribution and temporal course of ice cover in the three basins of Lower Lake Constance (LLC). The ice information gathered from citizen reported data showed that the different basins do not necessarily freeze each year and are characterized by a large inter-annual and spatial variability of ice cover. Model results are compared to observations of water temperature and ice cover in the three lake basins of LLC to test model performance with respect to inter-annual variability and spatial heterogeneity of the thin ice cover that develops in a lake with complex morphology, as prerequisite for further investigations with the model.

In Chapter 3, multi-annual hydrodynamic simulations with AEM3D under current and possible future conditions were then combined with numerical tracer experiments to study the seasonal pattern of inter-basin exchange in LLC and its modification due to climate warming and associated changes in hydrology. The study focused on the water exchange between the sub-basins Zeller See and Gnadensee, separated by a shallow sill, and between this latter and the river Seerhein. We expect that the water exchange between Gnadensee and Zeller See and the entrance of water from the river Seerhein in Gnadensee have a seasonal pattern linked to the one of lake’s water level, thermal stratification and winter ice cover formation. We also hypothesized that climate warming and water level changes can alter them not only in absolute terms but also their seasonal patterns. For example, the reduction of ice cover formation in a warmer climate could enhance the lateral winter exchange between the two basins, whereas lower summer water level may imply larger horizontal differences of dissolved substances and organisms between lake sub-basins.

In Chapter 4, we applied the model AEM3D to simulate water quality and phytoplankton community in the three sub-basins of LLC. This study was the first investigation that provided a characterization of the phytoplankton community and nutrient distribution in the lake. The complex morphometry of the lake causes difference in hydrodynamic conditions and thermal structure among its three sub-basins leading also to large spatial gradients in water quality and phytoplankton community. Here, we assessed if the simulation of the spatiotemporal dynamics of water quality and phytoplankton community can compare well with the field data in all the three sub-basins in two years with different meteorological forcing, flow dynamics and ice cover formation.
The final chapter (Chapter 5) summarizes the results and discusses their implications, with an outlook for further research ideas.
Modeling inter-annual and spatial variability of ice cover in a temperate lake with complex morphology

I. Caramatti, F. Peeters, D. Hamilton, & H. Hofmann
Journal of Hydrological Processes (2020), 34, 691-704

Abstract

The formation of ice cover on lakes alters heat and energy transfer with the water column. The fraction of surface area covered by ice and the timing of ice-on and ice-off therefore affects hydrodynamics and the seasonal development of stratification and related ecosystem processes. Multi-year model simulations of temperate lake ecosystems that freeze partially or completely therefore require simulation of the formation and duration of ice cover. Here we present a multi-year hydrodynamic simulation of an alpine lake with complex morphology (Lower Lake Constance, LLC) using the three-dimensional (3D) model AEM3D over a period of 9 years. LLC is subdivided into three basins (Gnadensee, Zeller See and Rheinsee) which differ in depth, morphological features, hydrodynamic conditions, and ice cover phenology and thickness. Model results were validated with field observations and additional information on ice cover derived from a citizen science approach using information from social media. The model reproduced the occurrence of thin ice as well as its inter-annual variability and differentiated the frequency and extent of ice cover between the three sub-basins. It captured that full ice cover occurs almost each winter in Gnadensee, but only rarely in Zeller See and Rheinsee. The results indicate that the 3D model AEM3D is suitable for simulating long-term dynamics of thin ice cover in lakes with complex morphology and inter-annual changes in spatially heterogeneous ice cover.
2.1 Introduction

The presence, formation and duration of ice cover substantially affects mixing conditions and biogeochemistry of lakes during winter months (Hampton et al., 2017). Furthermore, timing and duration of ice cover have a substantial influence on seasonal plankton succession, on the duration of the growing season and oxygen depletion, and thus also on the occurrence of anoxia in deep water.

During ice cover, the water column hydrodynamics are significantly modified by lack of wind stress at the water surface, which decreases vertical mixing (Fujisaki et al., 2013). Ice and snow cover limits penetration of solar radiation into the water column (Gerbush et al., 2008) and reduces the exchange of water, heat and gases (Loose et al., 2009). However, clear ice conditions can be favorable for winter phytoplankton blooms, since the water column is inversely thermally stratified and vertical mixing is limited (Vanderploeg et al., 1992; Lizotte et al., 1996; Arrigo et al., 2012; Hampton et al., 2017).

Climate change is likely to affect lake ice cover due to a predicted increase of air temperature in winter. This will cause a reduction in the occurrence of ice cover related to a delay in ice-on, earlier ice-off and thinner ice cover (Magnuson et al., 2000; Hodgkins et al., 2002; Austin & Colman, 2008; Dessai et al., 2009; Mishra et al., 2011; Hamilton et al., 2018). Ice cover in European alpine lakes as well as in lakes worldwide (Magnuson et al., 2000; Weyhenmeyer et al., 2007; Wang et al., 2012; Sharma et al., 2019) has decreased significantly in the past 50 years associated especially in lakes with seasonally and inter-annually intermittent formation of ice (Franssen & Scherrer 2008). Earlier ice breakup may lead to longer periods of water column stratification, warmer surface water temperature and increased heat storage in the lake during summer (O’Reilly et al., 2003; Livingstone, 2003; Mishra et al., 2011). Furthermore, a shorter duration of ice cover causes an extension of the stratified period and thus the growing season, which increases the probability of the development of anoxic conditions in deep waters at the end of the growing season (Livingstone, 1993). Assessment of the implications of global change, in particular climate warming, on hydrodynamics, primary production and water quality can be aided by numerical models that simulate ice-cover in temperate lakes with seasonal ice cover (Oveisy et al., 2012). Furthermore, coupled hydrodynamic models that simulate spatial and
temporal evolution of thin ice (< 10 cm thickness) are required to assess the climate warming impacts on the water column.

A wide variety of lake models has been developed to simulate hydrodynamics, thermal stratification and water quality in lakes. One-dimensional models are based on the assumption that horizontal gradients are negligible and that the vertical mixing can be described as a 1D process (Perroud et al., 2009; Kirillin et al., 2011; Oveisy & Boegman, 2014b; Yao et al., 2014). These models have difficulty in describing deep vertical mixing mechanistically because boundary mixing, the dominant cause of vertical mixing in the hypolimnion (Goudsmit et al., 1997), and internal waves, the main sources of kinetic energy in deep waters, are inherently three dimensional processes (Goudsmit et al., 2002). In large lakes or those with complicated morphology, 3D hydrodynamic models can capture the spatial variability of physical and biogeochemical properties, and overcome the difficulties described above for 1D models. However, it is quite common to investigate the long-term trend of ice cover with 1D models (Fang & Stefan, 1996; Duguay et al., 2003; Dibike et al., 2012; Yao et al., 2014) because multi-year simulations with 3D models require a high computational time.

Application of 3D models to simulate multi-year conditions in mid-latitude, temperate lakes that freeze partially or completely need to consider ice formation (Oveisy et al., 2014a) to adequately reproduce not only winter conditions but also the seasonal changes in stratification after ice-off. 3D hydrodynamic models coupled with an ice formation module have the potential to simulate not only the development and thickness but also the temporal evolution of the spatial distribution of the ice cover in lakes.

One of the first applications of a three dimensional ice simulations used a four-layer model (atmosphere, snow, ice and ocean) to qualitatively simulate the spatio-temporal evolution of ice cover in Arctic and Antarctic lakes (Parkinson & Washington 1979). More details of the ice-formation process were captured with the snow and ice version Dynamic Reservoir Simulation Model (DYRESM) by Patterson and Hamblin (1988), although the model was monodimensional. It incorporates a thermodynamic lake mixing model of the water column and it considered the 2-dimensional effect of partial ice cover. In Rogers et al. (1995) the Mixed Lake with Ice (MLI) cover model extended the DYRESM model, including new processes such as snowmelt due to rain, formation of white ice, and variability of snow density and albedo, specifically for mid-latitudes lakes. Oveisy et al. (2012) incorporated the ice-formation model of
Rogers et al. (1995) in the 3D-hydrodynamic model Estuary and Lake Computer Model (ELCOM), extending its application to 3D ice-formation studies. This coupled model was validated by comparing model simulations with observations in a large lake (Ontario) and a small lake (Harmon, British Columbia, Canada) for one winter (Oveisy et al., 2012). Afterwards, Oveisy et al. (2014a) used the ice module coupled to ELCOM to investigate the effect of ice cover on the hydrodynamics and water quality in Lake Erie. ELCOM has recently been revised and renamed as the Aquatic Ecosystem Model, AEM3D (Hodges & Dallimore, 2018), which is based on the former model ELCOM, including the ice-formation module of Oveisy et al. (2012). There are several other ice models coupled with 3D hydrodynamic model, for example the 3D ice-formation model used in Wang et al. (2010) and in Fujisaki et al. (2012). They both used the 3D Princeton Ocean Model (POM) coupled with the ice thermodynamic formulation of Hibler (1979). This model allows for dynamic advection of ice but it is mostly used for coarse-resolution simulations in large systems (i.e. oceans, Great Lakes).

ELCOM has been used widely to represent the thermal structure and circulation patterns in many lakes (Leon et al., 2012) and has also been applied to address several research questions in the deepest basin of Lake Constance (Fig. 2.1), Upper Lake Constance, (Appt et al., 2004; Eder et al., 2008; Lang et al., 2010; Dissanayake et al., 2019). But none of these studies focused on ice formation, cover and break-up, or on Lower Lake Constance (Fig. 2.1), the shallowest basin of Lake Constance, that experiences occasional ice cover in winter. The correct simulation of ice formation in this lake is an important requirement for further assessments of the implications of environmental changes on the system and to compare them with the response to the same forcing of the deeper neighboring system, Upper Lake Constance. The possibility to couple the hydrodynamic model ELCOM, together with its ice module, to a water quality model rendered it a suitable tool for further research applications to Lake Constance. Therefore, the understanding of the possible alterations of Lake Constance ecosystem due to environmental changes and the ecological, cultural, social and economic implications are relevant, since Lake Constance is a vital resource for human uses (bathing, irrigation, tourism, drinking water supply, winter recreation) and one of the most representative and important wetland habitat for plants and animals in Central Europe.
In this study we applied AEM3D to simulate nine consecutive years of water column thermal structure and the spatial distribution and temporal course of ice cover in the three basins of Lower Lake Constance (LLC). LLC is a temperate lake with a complex shape, subdivided into three basins. The ice information gathered from citizen reported data showed that the different basins do not necessarily freeze each year and are characterized by a large inter-annual and spatial variability of ice cover. Model results are compared to observations of water temperature and ice cover in the three lake basins of LLC to test model performance with respect to the inter-annual occurrence of ice, the areal percentage of ice cover, the representation of differences in the occurrence and extent of ice cover, and the timing of ice formation and ice break-up. The objective of this study is to test whether AEM3D reproduces inter-annual variability and spatial heterogeneity of the thin ice cover that develops in a lake with complex morphology. Moreover, this work provides a unique example of ice model validation with data derived from a citizen science approach.

2.2 Methods

2.2.1 Study site

Lake Constance (9°18'E, 47°39'N) is an Alpine lake of glacial origin located in the southwest of Germany that conjointly borders Switzerland and Austria. Lake Constance (LC) consists of two main parts, Upper Lake Constance (ULC) and Lower Lake Constance (LLC), which are connected by the river Seerhein. ULC has a surface area of 473 km² and a maximum depth of about 251 m, whereas LLC is significantly smaller having a surface area of 63 km² and maximum and mean depth of 46 and 25 m, respectively. LLC is subdivided into three basins of different depths and hydro-geological features (Fig. 2.1). The southern part, where the river Seerhein enters, is called Rheinsee (RS). It is the deepest sub-basin of LLC and is influenced by the high discharge of the river Seerhein entering the sub-basin in the East and leaving it in the West. RS has a maximum depth of 46 m and it is connected to Zeller See (ZS) in its northern part. This basin is strongly influenced by the exchange with RS and experiences large density-driven intrusions at intermediate depth due to the influence of the Seerhein. The second main
inflow of LLC, Radolfzeller Aach, discharges into this sub-basin. The most northern sub-basin of LLC is Gnadensee (GS) having a maximum water depth of 20 m. GS is the most enclosed sub-basin without significant inflows. It is connected to ZS via a narrow and shallow sill (average water depth of about 4 m; Fig. 2.1), that limits the horizontal exchange of water to the two other basins.

In contrast to ULC, LLC develops regularly partial or complete ice cover during winter. According to Franssen and Scherrer (2008) complete or almost complete ice cover was observed 36 times in the last century but is less frequent nowadays. During the last decade, only in 2010,
2012 and 2017 ice cover developed in all the three sub-basins of LLC, resulting in almost full ice cover of the entire lake. However, full areal ice cover rarely develops in ZS and RS, while in GS it occurs much more frequently. The official documents from the Water Police of Constance did not describe the formation of ice cover thicker than 10 cm. The collected multimedia information showed that the undeformed ice is the dominating ice form in LLC but along the shores it is common to find brash ice or even pancake ice, formed by the action of wind on the water surface.

### 2.2.2 Model description

In order to simulate the lake hydrodynamic and thermal structure, we used the three dimensional model Hydrodynamic-Aquatic Ecosystem Model (AEM3D, Hodges & Dallimore, 2018). The hydrodynamic model, based on ELCOM, uses the unsteady Reynolds-averaged Navier-Stokes equations for heat and momentum and considers heat and momentum transfer across the water surface due to wind and atmospheric thermodynamics (Leon et al., 2011). The equations are solved numerically using a Cartesian Arakawa C-grid in the horizontal dimension and the vertical discretization is based on fixed Z-layers (Hodges, 2000). The equations are solved in all wet cells and a turbulent kinetic energy based mixed-layer model is used for vertical turbulent mixing. The model includes Earth rotation, wind stress at the surface, surface thermal forcing, and inflows and outflows. More details can be found in Hodges (1998) and Hodges and Dallimore (2018).

The ice-formation algorithm described in Oveisy et al. (2012) was implemented in the model to simulate ice cover and its influence on lake hydrodynamics and thermal structure. Thus, multi-annual simulations can be performed for water bodies that experience regular ice cover. The ice-model is based on the formulation of Rogers et al. (1995) utilizing a one-dimensional steady-state equation of heat fluxes between ice, atmosphere and water column. The equations are applied independently in each grid cell, allowing spatially variable ice thickness and concentration due to spatially heterogeneous cooling and heat capacity of the surface mixed layer of the lake (Oveisy et al., 2012), without horizontal influence between the grid cells. The model cannot reproduce the horizontal transport of ice and ice deformation, since the advective transport is not modelled.
2.3.3 Model set up

AEM3D was set up for a continuous run from 4 March 2009 to 31 March 2018 based on the availability of meteorological input data and field observations. Because no data on water temperature of the main inflow of LLC, the river Seerhein, was available, the water temperature of the river Seerhein was derived from an independent hydrodynamic simulation of the entire LC (Suppl. 2B).

The computational grid of LLC was described by a regular, horizontal grid of 100 m x 100 m and 79 vertical layers, refined to 0.5 m near the surface and decreasing up to 1 m near the bottom. The two main inflows Seerhein and Radolfzeller Aach, and the outflow of river Rhein (Fig. 2.1) were set as boundary conditions by using the time series of measured discharge and water temperature. In case of Seerhein the water temperature was taken from the output of the simulation of LC. The outflow of LLC was derived from a water balance based on the inflows and the measured change in water level (gauge Berlingen). This approach corrected for discrepancies in the water balance arising from neglecting discharge of smaller tributaries and evaporation from the lake surface. Water temperatures in LLC were initialized using temperature profiles measured with a CTD-probe (Conductivity, Temperature, Depth) at the stations MZS, MGs, MRs. The model internally interpolated water temperatures over the entire water volume using an inverse distance weighting method. Spatially resolved wind fields were available for ULC (see below) and linearly interpolated to the computational grid. Except for the wind field, the model was driven with horizontally uniform meteorological data. Heat fluxes were calculated from air temperature, relative humidity, cloud cover and solar radiation. Longwave radiation was calculated in the model internally from an empirical relation from the Stefan-Boltzmann equation as a function of air temperature, cloud cover and relative humidity (Hodges, 1998).

A more detailed description of the model parametrization can be found in Tab. 2.4.

2.3.4 Data

Meteorological data

Hourly meteorological data on air temperature (Fig. 2.2), relative humidity, air pressure, cloud cover and solar radiation were available from the climate station in Konstanz maintained by the German National Meteorological Service (DWD: 47°40′390″N, 09°11′24″E; 442 m
above sea level; Fig. 2.1). Spatially resolved wind fields were obtained from the numerical weather system of the Consortium for Small Scale Modeling (COSMO), which is operationally run at the National Swiss Weather Service (Doms & Baldauf, 2018). COSMO is a forecasting model to calculate future atmospheric conditions with a temporal output interval of 1 hour and a spatial resolution of 2.2 km (COSMO-2) and, since April 2016, 1.1 km (COSMO-1). The model COSMO-1 is initialized every hour with a field obtained by combining observation data, previous model runs and climatological information, in order to provide higher accuracy.

**Inflow and outflow data**

Daily or hourly river discharge data and river water temperature data were obtained from different sources: the Landesanstalt fuer Umwelt Baden-Wuerttemberg (LUBW), the Hydrographische Dienst Vorarlberg (VA), and the Federal Office for the Environment (BAFU). The latter also provided daily data on water level of LLC (gauge Berlingen).

**Temperature data**

Profiles of water temperature are available for station EU and FU in ULC and stations M_{GS}, M_{ZS}, and M_{RS} for LLC. At station EU, data are collected by a thermistor chain with a vertical resolution from 0.5 to 2 m in the upper mixed layer (down to 20 m depth) and a coarser vertical resolution in the hypolimnion. From regular monitoring programs by the IGKB (the International Commission for water protection of Lake Constance) and LUBW, CTD profiles are available for the stations M_{ZS} and M_{GS} and less resolved data at station M_{RS} and FU (resolution 2.5 – 5 m and 5 – 20 m respectively).

**Ice data**

Data on ice cover have been rarely recorded for Alpine lakes that do not freeze regularly (Franssen & Scherrer, 2008). For LLC, no continuous and systematic records on ice cover exist. However, Franssen and Scherrer (2008) reconstructed the ice history of LLC in the 20th century, combining sporadic records by the Water Police and information from local newspapers. We extended this time series on ice cover by collecting all available information on ice data, e.g., reports of the Water Police, local newspapers, news blogs, and social media for the winters between the years 2010 and 2018. The collected data set was employed to define when ice was abundant and in which lake basins.
The most valuable sources of information on ice cover were from reports of the Water Police. These reports provide a qualitative description of the ice cover pattern for specific dates, mentioning if the frozen areas were safe or not to bear the load of people. This information from the police reports was complemented with information from newspaper articles (Suedkurier Online, St. Gallen Tagblatt), descriptions on blogs and pictures or videos from people spending time on the ice that were posted on social media (Instagram, YouTube). Especially for recent winters, such as in 2017 and 2018, ice data from social media were an important source of information. These data can be assumed as useful information to define the timing of ice-on and -off and whether it is thick enough to bear the load of people.

An additional source of information, especially for the year 2011, were reports of the LUBW which mentioned in their field protocols the accessibility of the different monitoring stations in the three sub-basins of LLC. A detailed list of the sources and the collected data is provided in Tab 2.3. In some years, we could not find any information in any report or in the media about ice cover the sub-basins of LLC. In such cases, we assumed that no significant ice cover in the specific lake basin was formed.

We checked whether satellite images could provide additional information on the occurrence of ice and the spatial distribution of ice cover. But most of the time obscuring effects due to cloud cover and fog typical for LLC during wintertime as well as difficulties in distinguishing blue ice from water prevent obtaining better information on ice than evaluated from the ground truth data.

Ice data was interpreted with respect to the reference scale of the US Army Corps of Engineers (CRREL-US Army Corps of Engineers). They defined ice ≥5 cm as safe ice, thick enough to bear the load of a single person per square meter. Hence, the distinction made by the Water Police between safe and dangerous frozen areas was interpreted in the same way: the frozen areas stated as safe in the ice reports provide information on the presence of ice with a thickness ≥5 cm, while dangerous frozen areas refer to thinner ice. Pictures or videos with only a few people on ice were referred to thinner ice (~3 cm) in case they were taken before the Water Police mentioned safe ice. The available data do not provide information on very thin ice (<3 cm), because it is too dangerous to attract people to walk on it and thus unlikely to find pictures of people on the ice. Further, the Water Police typically does not report on very thin ice.
The onset of observed ice cover, ONSET\textsubscript{obs}, was defined as the date of the first observation of ice cover within the respective winter. This information was always a picture showing people on the ice along the shores, where ice typically starts to freeze and thus safer than further offshore. These pictures at ONSET\textsubscript{obs} were always taken before the Water Police reported safe ice. Hence, ice thickness at ONSET\textsubscript{obs} was assumed to be \( \sim 3 \) cm in accordance to the interpretation of the ice data described above. The onset of modelled ice cover ONSET\textsubscript{sim} was defined as the date at which the simulated mean ice thickness over the ice area was thicker than 3 cm and covered at least 10\% of the surface area of the basin. ONSET\textsubscript{sim} was evaluated separately for each basin for the winters 2017 and 2018, when the most frequent ice data was available.

### 2.2.5 Analysis of the air temperature data

Air temperature is a key parameter that relates to the formation and break-up of ice (Franssen & Scherrer 2008). A derived parameter often used for this purpose is the sum of Negative Degree Days (NDD) that discriminates very cold winters from mild ones. The sum of NDD was computed from the time series of the daily mean air temperature according to Franssen and Scherrer (2008) during the period 1 October to 31 March for each of the simulated winters (Fig. 2.2). In the same study, Franssen and Scherrer (2008) defined that for Lower Lake Constance the sum of NDD for which the lake freezes with a probability of 10, 33, 50, 67 and 90\% are respectively 128, 156, 170, 187 and 228°C\cdot days, respectively. The sum of NDD corresponding to a probability of 10\% (128°C\cdot days) was used to discriminate between cold and mild winters.
Figure 2.2: Time series of the air temperature at the DWD-station Konstanz between 1 October and 31 March for each of the simulated years. The sum of negative degree days (NDD in °C·days) is indicated on the right hand side of each panel. The color coding classified winters in two categories according to the sum of NDD: NDD <128 as mild winters and NDD ≥128 as cold winters.

2.2.6 Model validation: simulated thermal structure

At stations MGS and M2S the results of the model simulations were compared to temperature profiles focusing on different stratification regimes of three consecutive years (2010, 2011, 2012): mixed or inversely-stratified at the beginning for December - March; initially stratified in April - May; stratified in June - September; stratified before the overturn in October-November.

The accuracy of the simulated thermal structure was evaluated using the root mean square error (RMSE) between each temperature profile and the output of the model at the same date $t_j$:

$$RMSE(t_j) = \left[ \frac{1}{N} \sum_{i=1}^{N} (x_i(t_j) - y_i(t_j))^2 \right]^{1/2}$$

(1)
where $x_i$ and $y_i$ are the measured and simulated temperatures at the date $t_j$, respectively. Both model and data were interpolated to a vertical grid of 0.1 m, where $i = 1, \ldots, N$ represents the number of points in the vertical profile. The RMSE of each of the four periods was computed as the average RMSE of the profiles in each period.

The accuracy of the water temperature simulation in winter was computed as the RMSE between the modeled temperature at 1 m depth, $y_5$, and the temperature observations at 1 m depth, $x_5$:

$$\text{RMSE}_{\text{surf}} = \left[ \frac{1}{M} \sum_{j=1}^{M} (x_5(t_j) - y_5(t_j))^2 \right]^{1/2}$$  (2)

where $M$ is the number of temperature profiles collected in the winter 2010, 2011 and 2012.

### 2.2.7 Model validation: simulated ice cover

Simulated lake ice cover was validated with the available observations between the winter 2010 (W2010) and 2018 (W2018; Fig. 2.4). We used the notation WYYYY to designate the time period from 1 December of the previous year to 30 April of the named year YYYY. Although the lack of detailed records documenting the ice timing, the sourced validation data provided a very useful avenue for qualitative information on the abundance of ice cover.

The model output consists of a time series on the spatial distribution of ice thickness in LLC. The simulated ice thickness was subdivided into four classes: 1 - 3 cm, 3 - 5 cm, 5 - 7 cm and $\geq 7$ cm. Then, the simulated percentage of the lake area covered by ice of a specific thickness class was computed as the ratio between the number of ice covered surface cells of the considered class and the overall number of surface cells. In addition to the surface fraction covered by ice of different thickness, ice volume was calculated as well.

The simulated ice cover was compared to observations of the different lake basins separately (Fig. 2.5). The amount of ice in each basin was expressed as the specific volume of ice cover (cm), which was defined as the ratio between the simulated ice volume in each basin and
the corresponding surface area. This allows a comparison of the volume of ice between basins with different surface area.

A detailed comparison between model and observation on the spatial distribution of ice coverage and thickness in LLC was conducted for three different dates in W2017 (21, 26 and 29 January), because for these dates the reports from the Water Police were particularly detailed.

2.3 Results

3.3.1 Long-term simulation of thermal structure

Lower Lake Constance (LLC) shows stable stratification during the summer and inverse stratification during the winter months, and further, can be considered as dimictic showing complete mixing during autumn overturn as well as in spring after ice-off. According to the model output, inverse stratification develops 10-15 days before the occurrence of ice cover and it is established in the top 1-2 m below the ice (Figs 2.10, 2.11). The inverse stratification disappears due to vertical convective mixing during ice-off.

Model results and observations were compared at two sites (MGS and MZS) and for three consecutive years (2010, 2011, and 2012) to validate the model performance in terms of thermal structure throughout the season and among years (Fig. 2.3). The simulated temperature profiles during ice-free periods in winter adequately represented conditions observed in the water column, while the simulated temperatures during the stratified period deviated more from observations.
The agreement between simulated thermal structure and monthly temperature profiles was evaluated using the root mean square error (RMSE). A mean RMSE was computed for each of the four periods described above (December-March; April-May; June-September; October-November) and is presented in Tab. 2.1. The model represents the thermal structure most accurately between October and March, with a mean RMSE between 0.37 and 1.08°C in ZS and 0.97 and 1.82°C in GS. During the winter months (from December to March), the mean RMSE was 0.85, 0.37, 0.45 °C in ZS for the years 2010, 2011, 2012 and 1.03, 0.98 °C in GS for the years 2010, 2012 (no data available in 2011). The simulation was least accurate in the period June to September, with a maximum mean RMSE of 1.49 in M_{ZS} and 2.34°C in M_{GS}. In each case, the model reproduced the thermal structure more accurately at station M_{ZS} than M_{GS}. In the period December to March, the RMSE_{surface} at 1 m depth was 0.80°C and 0.89°C in M_{ZS}.
Table 2.1: Model validation based on temperature. RMSE between measured and simulated temperature profiles of the sub-basins Gnadensee and Zeller See.

<table>
<thead>
<tr>
<th></th>
<th>Gnadensee</th>
<th></th>
<th></th>
<th>Zeller See</th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>2010</td>
<td>1.03</td>
<td>2.16</td>
<td>2.26</td>
<td>1.03</td>
<td>0.85</td>
<td>1.12</td>
<td>1.32</td>
</tr>
<tr>
<td>2011</td>
<td>-</td>
<td>2.01</td>
<td>2.06</td>
<td>1.82</td>
<td>0.37</td>
<td>0.97</td>
<td>2.22</td>
</tr>
<tr>
<td>2012</td>
<td>0.98</td>
<td>1.59</td>
<td>2.34</td>
<td>0.97</td>
<td>0.45</td>
<td>0.51</td>
<td>1.49</td>
</tr>
</tbody>
</table>

2.3.2 Inter-annual variability of ice cover

Between 2010 and 2018, winters ranged from cold to mild, causing a wide range of ice coverage and duration. W2010 and W2012 can be regarded as cold winters with NDD $\geq128^\circ$C·days. The other winters were characterized by a smaller sum of NDD and can be then considered as mild winters, in particular W2014, W2015 and W2016 with a sum of NDD $<40^\circ$C·days (Fig. 2.2). During the simulated decade, abundant ice cover was observed in W2010, W2011, W2012 and W2017. Less ice cover was observed in W2016 and W2018, during which significant ice cover only developed in GS. For the remaining years, no information was documented, suggesting no or at most very little and intermittent ice cover.

The pattern of ice occurrence simulated with AEM3D agrees rather well with the observed pattern (Fig. 2.4). The simulated ice coverage of LLC showed a marked inter-annual variability. In the years when abundant ice cover was observed, the model results showed the largest extent of ice, with up to 80-90% coverage of the lake surface. In W2014 and W2016, an ice thickness $>5$ cm did not form or covered $<20\%$ of the lake surface area.

Ice coverage does not contain information on ice thickness and ice cover can be misleading with respect the amount of ice formed. For example, in W2015 a large percentage of
the ice cover was thin, with only 13% of the ice cover of thickness ≥5 cm. While the percentage of lake ice coverage in W2015 was similar to that in W2011, the corresponding simulated ice volume was only half with respect to W2015. The pattern of inter-annual variability in simulated ice volume agrees very well with observations of the abundance of ice cover: the four years for which abundant ice was reported correspond with the largest simulated ice volumes (Fig. 2.4b).

**Figure 2.4:** Annual variability of ice cover in Lower Lake Constance (LLC) in the period 2010 – 2018. a) Simulated lake ice cover percentage, distinguishing between four categories of ice thickness, compared to observed ice data. b) Time series of the simulated ice volume in LLC.
2.3.3 Inter-basin variability of ice cover

The observations indicate that ice formation and spatial coverage developed differently between the three basins of LLC. Almost complete ice cover regularly develops on GS, which is documented by abundant observations. In contrast to GS, ZS and RS have much less ice cover and the ice forms only infrequently. GS was almost fully ice covered in W2010, W2011, W2012, and W2017, partially frozen in W2018, and barely frozen in areas along the shores in W2016. Ice cover in ZS was observed in W2010, W2012 and W2017, while it was ice free in W2018. Very small ice covered areas were reported in RS in W2012 and W2017, but not in the other years.

Figure 2.5: Inter-basin and annual variability of ice cover during the observation period (2010-2018). a) Comparison between simulated ice cover (%), distinguishing between four categories of ice thickness, and observed ice data for each of the basins. b) Specific volume given by the ratio between the simulated ice volume and the corresponding surface area of the basin.
Consistent with the data, the model simulation showed a significant difference in occurrence and specific volume of ice among the basins (Fig. 2.5). In the model, a thick ice cover developed in GS almost every winter, except for the W2015 and W2016, when only thin ice was formed. In contrast to GS, ZS was ice covered in the model only in W2010, W2011, W2012 and W2017, and RS developed only thin ice in these years. The model also captured the absence of ice in RS in W2016 and W2018. Furthermore, the model always reproduced thicker ice in GS than in the other basins. Ice ≥5 cm occurred in GS in all winters except in W2014 and W2016. In ZS, ice ≥5 cm was less frequent than in GS and occurred in the W2010, W2011, and W2017. In contrast, in RS ice ≥5 cm was almost never formed, except at very low percentage area in W2010 and W2011. Hence, the simulated specific ice volume was always highest in GS and decreased from GS over ZS to RS (Fig. 2.5b).

A quantitative measure to compare the extent and duration of ice cover between the different sub-basins was defined by counting the number of days during which ice cover exceeds 50% and 80% of the basin surface area. GS showed the highest number of days above these thresholds (Tab. 2.2): 50% of the basin surface area was ice covered every year for 8 to 87 days and 80% of the basin surface area was covered in all winters except in W2014 and W2016. When ice cover was >80% of the basin surface area, it lasted between 28 and 85 days. Ice cover in the other two sub-basins was less extensive (Tab. 2.2). In ZS ice coverage >50% of the surface area occurred for more than half of the winters (W2010, W2011, W2012, W2015 and W2017) and lasted between 21 and 79 days. Periods of ice cover in ZS that exceeded 50%, also exceeded 80%, but for a shorter period, i.e. 10 to 60 days. In RS, 50% of ice cover occurred in the same years as in ZS, and as well in W2013 for 7 days. Ice coverage >80% occurred only in W2012 for 8 days. In RS ice was typically formed for shorter periods than in the two other lake basins.
Table 2.2: Number of days during which ice cover exceeds 50% and 80% of the basin surface area. The dash indicates winters that did not exceed the threshold. GS = Gnadensee, ZS = Zeller See and RS = Rheinsee.

<table>
<thead>
<tr>
<th>(days)</th>
<th>GS &gt;80%</th>
<th>ZS &gt;80%</th>
<th>RS &gt;80%</th>
<th>GS &gt;50%</th>
<th>ZS &gt;50%</th>
<th>RS &gt;50%</th>
</tr>
</thead>
<tbody>
<tr>
<td>W2010</td>
<td>85</td>
<td>60</td>
<td>-</td>
<td>87</td>
<td>79</td>
<td>37</td>
</tr>
<tr>
<td>W2011</td>
<td>82</td>
<td>40</td>
<td>-</td>
<td>85</td>
<td>46</td>
<td>35</td>
</tr>
<tr>
<td>W2012</td>
<td>41</td>
<td>39</td>
<td>8</td>
<td>47</td>
<td>44</td>
<td>37</td>
</tr>
<tr>
<td>W2013</td>
<td>80</td>
<td>-</td>
<td>-</td>
<td>82</td>
<td>-</td>
<td>7</td>
</tr>
<tr>
<td>W2014</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>33</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>W2015</td>
<td>28</td>
<td>10</td>
<td>-</td>
<td>57</td>
<td>21</td>
<td>15</td>
</tr>
<tr>
<td>W2016</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>8</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>W2017</td>
<td>46</td>
<td>39</td>
<td>-</td>
<td>66</td>
<td>43</td>
<td>36</td>
</tr>
<tr>
<td>W2018</td>
<td>38</td>
<td>-</td>
<td>-</td>
<td>39</td>
<td>-</td>
<td>-</td>
</tr>
</tbody>
</table>

Simulated and measured ice cover distributions in the sub-basins were investigated in more detail for two consecutive winters (W2017 and W2018). For these two winters the most detailed information on ice cover were available but the meteorological conditions differed substantially between these years (Figs. 2.2 and 2.6). Moreover, the spatial distribution of ice cover and the timing of ice-on and ice-off differed substantially between the two winters. W2017 was characterized by a long, cold period in January, with almost four consecutive weeks of negative daily mean air temperature and 92°C·days negative degree days between October and March (Fig. 2.2). Ice cover formed in all three sub-basins of the lake. In GS ice records were documented for the entire month of January and February, but only at the end of January in the other two basins. Instead, in W2018 continuous negative daily mean air temperature was recorded for 11 days between 20 February and 2 March and in total 52.3°C·days negative degree days between October and March (Fig. 2.2). In this winter, only GS froze over between the end of February and the first week of March (documented by observations).

The model reproduced well the ice that formed in all three basins in W2017 and only in GS in W2018. In W2017 ice cover reached 100% in GS, with a maximum specific volume (ratio between the simulated ice volume of the basin and its surface area) of >4 cm from 26 January to 28 February and a maximum specific volume of 5.6 cm (Fig. 2.6). In W2018 the ice cover reached almost 100%, but the specific volume >4 cm was present only for a short period (29
February to 5 March) and the maximum specific volume was more than 1 cm smaller than in W2017. In W2017 the model reproduced ice cover in the other two basins too, but the ice volume was considerably smaller: the maximum specific volume was 3.8 cm and 2.5 cm in ZS and RS, respectively.

In GS, the first observation of ice cover (ONSET$_{obs}$) was on 6 January in W2017 and on the 25 February in W2018. The simulated onset of ice cover (ONSET$_{sim}$) was on the 16 January in W2017 and on the 25 February in W2018. In GS, ONSET$_{sim}$ was later in W2017 and agreed very well in W2018 with ONSET$_{obs}$. In the other basins, ONSET$_{obs}$ was on 17 January in ZS and on 23 January in RS in W2017, whereas ONSET$_{sim}$ was on 29 January in ZS and 3 February in RS.

Figure 2.6: Inter-basin variability of ice cover in winter 2017 and 2018. a) Simulated ice cover (%) in Gnadensee (GS), Zeller See (ZS) and Rheinsee (RS) distinguishing between four categories of ice thickness, versus ice data. b) Specific ice volume given by the ratio between the simulated ice volume and the corresponding surface area of the specific basin.
The simulated ice cover was compared qualitatively to the pattern of ice cover derived from the report of the Water Police (Fig. 2.7) in order to validate model results regarding the spatial distribution of ice, ice coverage and timing of ice-on and -off. From the description of the reports, the first dangerous frozen areas (<5 cm) were distributed along the shore of GS on 21 January 2017. A safe frozen area (≥5 cm) was observed in the southern part of the basin at this time. After 5 days, the ice around the shore of GS became thicker and extended toward offshore up to 300 m. During that time, the center of the basin was covered by thin ice, regarded as not safe by the Water Police. At the same time, ice started to develop along the shores of ZS and RS. On 29 January, the safe frozen areas along the shores of GS become wider (up to 400 m) and the frozen area in the south enlarged. At this time, the center of the basin was completely covered by ice, but was still regarded as dangerous in the reports. On the last day analyzed, ice cover along the shores of ZS and RS had extended and thickened. The model simulation showed a predominance of ice between 3 and 5 cm in the basin of GS on 21 January (Fig. 2.7). Ice ≥5 cm thick was found in a small area in the southern part of Gnadensee, while the center of the basin was characterized by ice with thickness between 1 and 3 cm. On 26 January, the ice in GS became thicker and reached ≥7 cm in the southern part of the lake. Ice between 3 and 5 cm also extended along the shores of ZS and RS and a layer of thin ice covered this basin completely and almost half of RS. On 29 January, GS was almost covered by ice with a thickness ≥5 cm, beside the area of the sill between GS and ZS. 3-5 cm thick ice was present along the shores of ZS and RS, as well as an extended layer of thin ice.
Figure 2.7: Detailed comparison of observed and simulated spatial distribution of ice cover for three days during the formation of ice (21st, 26th and 29th of January 2017).
2.4 Discussion

2.4.1 Ice data

In many studies investigating the spatial distribution of ice, model results have been validated against ice-cover information derived from satellite images. Ground truth data were available in Fujisaki et al. (2013), but not in the studies by Oveisy et al. (2012) and Oveisy et al. (2014a). In LLC, cloud cover and fog are typical features during wintertime, limiting the applicability of commonly used satellite imagery for ice detection. In addition, the differentiation between ice covered areas and open water was not possible, presumably due to the presence of thin black ice without snow cover. The use of multi-sourced data to validate an ice modelling study is an interesting alternative to a remote sensing approach to collect ice data that rendered this work unique in the field of 3D ice modelling.

2.4.2 Model simulations vs. observations

Considerations of the thermal structure

We first investigated the ability of the model to reproduce the seasonal thermal structure of the lake and the surface water temperature, with particular attention to the winter months. The vertical thermal structure during ice-free winters was well reproduced by the model, as indicated by a maximum mean RMSE of only 1.0°C, which is similar to the error obtained in Oveisy et al. (2012). Specifically, the RMSE of the surface water temperature in the ice-free winters was 0.89°C in ZS and 0.80°C in GS. In Oveisy et al. (2014a) the comparison of simulated temperatures with the satellite-derived lake surface temperatures showed a similar deviation (RMSE=0.87°C).

The RMSE obtained in summer periods were larger than in winter because during stratified periods the exact vertical position of the thermocline is difficult to simulate, which is a known challenge. In general, the model showed a tendency to reproduce a deeper thermocline than observations and this deviation was largest in GS, the most enclosed sub-basin. Multi-annual
simulation in Lake Erie showed similar deviations between modelled and observed thermocline depth (Fujisaki et al., 2013).

According to the model in the top 1-2 m of the water column, a weak inverse stratification is established during wintertime (Figs. 2.10, 2.11). The development of inverse stratification starts up to 10-15 days before the formation of ice cover and it disappears during ice-off. Since the sampling interval of the regular monitoring was comparatively large, the probability capturing periods of inverse stratification before ice cover occurs is low, and measurements from the ice are typically not conducted because of safety reasons.

Considerations of the simulation of ice cover

The model demonstrated its sensitivity to the annual variability of climate in reproducing the occurrence of ice in LLC: in W2014, W2015, W2016 and W2018 simulated ice extents were small, whereas they were large in W2010, W2011, W2012 and W2017, which is in accordance with the observations (Fig. 2.3).

The model differentiated frequent and abundant occurrence of ice in GS from less frequent and less abundant ice cover in the other two sub-basins. The simulation results showed that GS was fully covered almost every year, while the other basins were ice-free or characterized by only partial ice cover and thinner ice. Hence, the resulting simulated specific ice volume was always larger in GS than in the other basins. Moreover, the simulated ice cover lasted longer and occurred more often in winters in GS than in the other basins (Tab. 2.2).

The onset of freezing was in reasonable accordance with observations (Fig. 2.6): in W2017 the simulated ONSET$_{\text{sim}}$ in GS occurred about 10 days later than ONSET$_{\text{obs}}$, while in W2018 ONSET$_{\text{sim}}$ coincided with ONSET$_{\text{obs}}$. Also in the other two basins, ONSET$_{\text{sim}}$ gave reasonable description of the freezing time in W2017 and W2018. The frequently collected data for these two winters allowed a detailed comparison between the simulated and observed timing of ice cover that was not possible in previous studies using the same ice module. For example, in the model application to Lake Erie by Oveisy et al. (2014a) the comparison between data and simulations is based on monthly observations the first of which already indicates a full ice cover with a lake-wide average ice thickness of about 4 cm. In the study of Yao et al. (2014) comparing the application of four different 1D models for multi-years ice simulations, the deviation between data and model on the timing of ice-on and-off was up to 20 days, thus larger than in our study.
The model agreement with the ice data for multi-years simulations resulted to be even more difficult with a 3D model, like in Fujisaki et al. (2013), where the deviations model-data for some years were off of about 30 days.

The model results in the study here not only agreed reasonably well with the observed onset of freezing but also represented well the differences in the spatial ice extent in the three sub-basins at specific dates. The spatial coverage of simulated ice ≥5 cm replicated the frozen area classified as safe by the Water Police, while the dangerous frozen areas overlap with the pattern of the simulated ice with a thickness between 3 and 5 cm. The simulations show also the development of thin ice <3 cm, which is typically formed during the onset of ice. Without modeling the process of thin ice break-up by surface waves, the model is likely to simulate an earlier onset of very thin ice cover (Oveisy et al., 2014a). Additionally, the lack of advective ice dynamics in the ice-formation model limits the description of the deformed ice, that can develop along the shores of LLC. Nevertheless, these consequences will be less pronounced in lakes with limited fetch (e.g. in small lakes) and consequently smaller surface waves and thus will lead to better model representation of ice cover and duration in small compared to large lakes.

Application of 3-D hydrodynamic models to simulate multi-year changes in ice cover are rare (e.g. Fujisaki et al., 2013). Previous studies applying the model AEM3D to ice covered lakes have considered only single winters (Oveisy et al., 2012; Oveisy et al., 2014a), but did not include continuous multi-year simulations.

Applications of 3D hydrodynamic models to ice cover development and ice cover distribution have focused mainly on large lakes, e.g. Lake Ontario (Oveisy et al., 2012) or Lake Erie (Fujisaki et al., 2013; Oveisy et al., 2014a). The only application of a coupled 3D hydrodynamic - ice model to a small lake was conducted on Lake Harmon (Oveisy et al., 2012). However, the latter study focused on the increase and decline in ice thickness above 10 cm but did not consider the development and melt away of ice nor ice cover with a thickness below 10 cm. In general, previous 3D studies have typically not investigated ice formation in lakes where ice thickness remains below 10 cm during the entire winter season, as it is common in LLC and many other medium-sized to small, temperate lakes. In the study on Lake Erie by Fujisaki et al. (2013) observed ice cover was up to 50 cm thick and most of the observations available referred to ice thickness >10 cm. In the cases when ice thickness was <10 cm the agreement between
model and observations was rather low: the model simulated up to 30 cm of ice, even where there was no ice cover (Fujisaki et al., 2013).

The study here applying the coupled 3D hydrodynamic-ice model AEM3D to LLC simulating ice cover development and ice cover distribution continuously over several years in a sub-divided lake that partially freezes and typically develops thin ice cover with thickness below 10 cm extends the range of 3D model applications to ice cover simulation in lakes. The model results demonstrate that comparatively thin ice with thickness below 10 cm can be simulated reasonably well and that differences in ice cover between adjacent basins in a lake with complex morphometry can also be captured well by the model. The results also show that inter-annual variability of partial and spatially heterogeneous ice cover in LLC is captured well by the model.

2.5 Conclusion

The 3D hydrodynamic model AEM3D coupled with an ice module allows seasonally resolved as well as multi-year simulations of water temperature and ice cover and in temperate lakes. The application of the model to LLC, a lake consisting of three distinct but connected basins with hydrodynamically different conditions showed a good agreement between the simulated and observed inter-annual variation in the spatial distribution of ice cover, ice thickness and duration of ice cover. The ice formation and extent differed gradually between the three sub-basins. In temperate lakes, inter-annually variable and partial ice formation is a common feature, and the adequate simulation of such conditions requires reliable reproduction of thin ice with thickness below 10 cm.

The results suggest that the 3D hydrodynamic model AEM3D with its ice module is a powerful tool cover in lakes or reservoirs with partially and inter-annually variable ice. It can be useful to reconstruct the history of ice in lakes lacking spatiotemporal ice records or to forecast ice formation, distribution and thickness under future scenarios, e.g. climate change. In this respect, the application of 3D models can help to understand the impact of climate warming on partially and intermittent ice covered lakes regarding hydrodynamic conditions and water quality, e.g. phytoplankton growth and oxygen.
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## Supplements

### 2A. Ice data

<table>
<thead>
<tr>
<th>Date</th>
<th>Source</th>
<th>Notes</th>
</tr>
</thead>
<tbody>
<tr>
<td>5 January</td>
<td><a href="https://www.bild.de/regional/stuttgart/polizei-warn-t-bodenseeis-traegt-noch-nicht-11003144.bild.html">https://www.bild.de/regional/stuttgart/polizei-warn-t-bodenseeis-traegt-noch-nicht-11003144.bild.html</a></td>
<td>Ice around Reichnau (GS) and from Mettnau to Radolfzell (ZS)</td>
</tr>
<tr>
<td>12 January</td>
<td>CTD profiles</td>
<td>Basin of GS and ZS not completely covered because LUBW collected CTD profiles</td>
</tr>
<tr>
<td>2 February</td>
<td>CTD profiles</td>
<td>Basin of GS and ZS not completely covered because LUBW collected CTD profiles</td>
</tr>
<tr>
<td>13 February</td>
<td>Wasser Polizei</td>
<td>Ice starts to form in GS and Markelfinger Winkel (limited bearing capacity nearshore and in shallow-water zones)</td>
</tr>
<tr>
<td>2 March</td>
<td>CTD profiles</td>
<td>Basin of GS and ZS not completely covered because LUBW collected CTD profiles</td>
</tr>
<tr>
<td>7 April</td>
<td>CTD profiles</td>
<td>Basin of GS and ZS not completely covered because LUBW collected CTD profiles</td>
</tr>
<tr>
<td>24 January</td>
<td>CTD profiles</td>
<td>Basin of GS completely closed: Point MGS was not reachable by boat and it was not possible for the LUBW to collect CTD profiles</td>
</tr>
</tbody>
</table>

Table 2.3: Ice data for Lower Lake Constance collected by various sources.
<table>
<thead>
<tr>
<th>Date</th>
<th>Activity</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>8 February</td>
<td>CTD profiles</td>
<td>Basin of GS completely closed: Point $M_{GS}$ was not reachable by boat and it was not possible for the LUBW to collect CTD profiles. ZS not completely covered because LUBW collected CTD profiles in $M_{ZS}$.</td>
</tr>
<tr>
<td>28 February</td>
<td>CTD profiles</td>
<td>Basin of GS and ZS not completely covered because LUBW collected CTD profiles.</td>
</tr>
</tbody>
</table>

**2012**

<table>
<thead>
<tr>
<th>Date</th>
<th>Agency</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>18 January</td>
<td>Wasser Polizei</td>
<td>Ice around the coast of GS</td>
</tr>
<tr>
<td>20 January</td>
<td>CTD profiles</td>
<td>Basin of GS and ZS not completely covered because LUBW collected CTD profiles</td>
</tr>
<tr>
<td>4 February</td>
<td></td>
<td>Almost no ice in Radolfzell (ZS)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Ice in Markelfinger Winkel (GS)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Ice in Markelfinger Winkel (GS)</td>
</tr>
<tr>
<td>Date</td>
<td>Event Description</td>
<td>Link</td>
</tr>
<tr>
<td>------------</td>
<td>-----------------------------</td>
<td>----------------------------------------------------------------------</td>
</tr>
<tr>
<td>5 February</td>
<td>Ice in Markelfinger Winkel (GS)</td>
<td><a href="http://www.hikr.org/tour/post46071.html">http://www.hikr.org/tour/post46071.html</a></td>
</tr>
<tr>
<td>5 February</td>
<td>Ice in Markelfinger Winkel (GS)</td>
<td><a href="http://www.hikr.org/tour/post46071.html">http://www.hikr.org/tour/post46071.html</a></td>
</tr>
<tr>
<td>5 February</td>
<td>Ice in Markelfinger Winkel (GS)</td>
<td><a href="http://www.hikr.org/tour/post46071.html">http://www.hikr.org/tour/post46071.html</a></td>
</tr>
<tr>
<td>5 February</td>
<td>Ice in Markelfinger Winkel (GS)</td>
<td><a href="http://www.hikr.org/tour/post46071.html">http://www.hikr.org/tour/post46071.html</a></td>
</tr>
</tbody>
</table>

| 6 February | Wasser Polizei | Abundant ice in GS
Markelfinger Winkel completely closed (GS) | [http://www.hikr.org/tour/post46102.html](http://www.hikr.org/tour/post46102.html) |
<table>
<thead>
<tr>
<th>Date</th>
<th>Source</th>
<th>Observation</th>
</tr>
</thead>
<tbody>
<tr>
<td>9 February</td>
<td>Wasser Polizei</td>
<td>Ice on the shore of ZS and RS</td>
</tr>
<tr>
<td>10 February</td>
<td>Wasser Polizei</td>
<td>Ice cover in the area Mettnau (ZS/GS)</td>
</tr>
<tr>
<td></td>
<td></td>
<td><img src="http://www.hikr.org/tour/post46318.html" alt="Image" /></td>
</tr>
<tr>
<td>10 February</td>
<td></td>
<td>Ice cover in Markelfinger Winkel (GS)</td>
</tr>
<tr>
<td>11 February</td>
<td>Wasser Polizei</td>
<td>Almost closed ice cover in GS</td>
</tr>
<tr>
<td>12 February</td>
<td>Wasser Polizei</td>
<td>Almost closed ice cover in GS</td>
</tr>
<tr>
<td>13 February</td>
<td>Wasser Polizei</td>
<td>Almost closed ice cover in GS</td>
</tr>
<tr>
<td></td>
<td>CTD profiles</td>
<td>It was possible to skate from Stein am Rhein almost to KN: not bearing ice cover along the shores of RS</td>
</tr>
<tr>
<td></td>
<td></td>
<td><img src="https://www.nikon-fotografie.de/vbulletin/bilderforum/187181-der-untersee-ist-zugefroren.html" alt="Image" /></td>
</tr>
<tr>
<td>20 February</td>
<td>Wasser Polizei</td>
<td>Almost closed ice cover in GS</td>
</tr>
<tr>
<td>21 February</td>
<td>CTD profiles</td>
<td>Basin of GS completely closed: Point $M_{GS}$ was not reachable by boat and it was not possible for the LUBW to collect CTD profiles ZS not completely covered because LUBW collected CTD profiles in $M_{ZS}$</td>
</tr>
<tr>
<td>Date</td>
<td>Activity</td>
<td>Notes</td>
</tr>
<tr>
<td>------------</td>
<td>--------------</td>
<td>----------------------------------------------------------------------</td>
</tr>
<tr>
<td>6 March</td>
<td>CTD profiles</td>
<td>Basin of GS completely closed: Point M&lt;sub&gt;GS&lt;/sub&gt; was not reachable by boat and it was not possible for the LUBW to collect CTD profiles ZS not completely covered because LUBW collected CTD profiles in M&lt;sub&gt;ZS&lt;/sub&gt;</td>
</tr>
<tr>
<td>3 April</td>
<td>CTD profiles</td>
<td>Basin of GS and ZS not completely covered because LUBW collected CTD profiles</td>
</tr>
</tbody>
</table>

**2013**

<table>
<thead>
<tr>
<th>Date</th>
<th>Activity</th>
<th>Notes</th>
</tr>
</thead>
<tbody>
<tr>
<td>8 January</td>
<td>CTD profiles</td>
<td>Basin of GS and ZS not completely covered because LUBW collected CTD profiles</td>
</tr>
<tr>
<td>12 February</td>
<td>CTD profiles</td>
<td>Basin of GS and ZS not completely covered because LUBW collected CTD profiles</td>
</tr>
<tr>
<td>8 April</td>
<td>CTD profiles</td>
<td>Basin of GS and ZS not completely covered because LUBW collected CTD profiles</td>
</tr>
</tbody>
</table>

**2014**

<table>
<thead>
<tr>
<th>Date</th>
<th>Activity</th>
<th>Notes</th>
</tr>
</thead>
<tbody>
<tr>
<td>14 January</td>
<td>CTD profiles</td>
<td>Basin of GS and ZS not completely covered because LUBW collected CTD profiles</td>
</tr>
<tr>
<td>4 February</td>
<td>CTD profiles</td>
<td>Basin of GS and ZS not completely covered because LUBW collected CTD profiles</td>
</tr>
<tr>
<td>4 April</td>
<td>CTD profiles</td>
<td>Basin of GS and ZS not completely covered because LUBW collected CTD profiles</td>
</tr>
</tbody>
</table>

**2015**

<table>
<thead>
<tr>
<th>Date</th>
<th>Activity</th>
<th>Notes</th>
</tr>
</thead>
<tbody>
<tr>
<td>3 January</td>
<td>Instagram</td>
<td>No ice in Markelfinger Winkel (GS)</td>
</tr>
<tr>
<td>12 January</td>
<td>CTD profiles</td>
<td>Basin of GS and ZS not completely covered because LUBW collected CTD profiles</td>
</tr>
<tr>
<td>21 January</td>
<td><a href="https://bodenseewellen.blogspot.com/2015/01/">Link</a></td>
<td>“It doesn’t look as LC or part would freeze over the winter- As in the last and penultimate winter”</td>
</tr>
<tr>
<td>3 February</td>
<td>CTD profiles</td>
<td>Basin of GS and ZS not completely covered because LUBW collected CTD profiles</td>
</tr>
<tr>
<td>2 March</td>
<td>Instagram</td>
<td>No ice around Mettnau (ZS/GS)</td>
</tr>
<tr>
<td>3 March</td>
<td>CTD profiles</td>
<td>Basin of GS and ZS not completely covered because LUBW collected CTD profiles</td>
</tr>
</tbody>
</table>

**2016**

<table>
<thead>
<tr>
<th>Date</th>
<th>Activity</th>
<th>Notes</th>
</tr>
</thead>
</table>

<table>
<thead>
<tr>
<th>Date</th>
<th>Source</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>19 January</td>
<td>Instagram</td>
<td>No ice in Steckborn (RS)</td>
</tr>
<tr>
<td>22 January</td>
<td>Instagram</td>
<td>A ice skater in Hegne (GS)</td>
</tr>
<tr>
<td></td>
<td></td>
<td><a href="https://bodenseewellen.blogspot.com/2015/01/">https://bodenseewellen.blogspot.com/2015/01/</a></td>
</tr>
<tr>
<td>23 January</td>
<td></td>
<td>Ice in the area Hegne – Reichnau (GS)</td>
</tr>
<tr>
<td></td>
<td></td>
<td><a href="https://bodenseewellen.blogspot.com/2015/01/">https://bodenseewellen.blogspot.com/2015/01/</a></td>
</tr>
<tr>
<td>25 January</td>
<td>Instagram</td>
<td>GS partially cover</td>
</tr>
<tr>
<td>2017</td>
<td></td>
<td></td>
</tr>
<tr>
<td>3 January</td>
<td>Instagram</td>
<td>No ice in ZS</td>
</tr>
<tr>
<td>6 January</td>
<td>Instagram</td>
<td>Ice skaters in Hegne (GS)</td>
</tr>
<tr>
<td>8 January</td>
<td>Instagram</td>
<td>Ice in front of Reichnau (GS)</td>
</tr>
<tr>
<td></td>
<td></td>
<td><a href="https://bodenseewellen.blogspot.com/2015/01/">https://bodenseewellen.blogspot.com/2015/01/</a></td>
</tr>
<tr>
<td>Date</td>
<td>Description</td>
<td></td>
</tr>
<tr>
<td>------------</td>
<td>-----------------------------------------------------------------------------</td>
<td></td>
</tr>
<tr>
<td>10 January</td>
<td>Ice and ice skaters between Reichnau – Allensbach (GS)</td>
<td></td>
</tr>
<tr>
<td></td>
<td><a href="https://bodenseewellen.blogspot.com/2015/01/">https://bodenseewellen.blogspot.com/2015/01/</a></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Ice in Hegne (GS)</td>
<td></td>
</tr>
<tr>
<td></td>
<td><a href="https://bodenseewellen.blogspot.com/2015/01/">https://bodenseewellen.blogspot.com/2015/01/</a></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Ice on the northern shore of Reichnau (GS)</td>
<td></td>
</tr>
<tr>
<td></td>
<td><a href="https://bodenseewellen.blogspot.com/2015/01/">https://bodenseewellen.blogspot.com/2015/01/</a></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Ice around Reichnau (GS)</td>
<td></td>
</tr>
<tr>
<td></td>
<td><a href="https://bodenseewellen.blogspot.com/2015/01/">https://bodenseewellen.blogspot.com/2015/01/</a></td>
<td></td>
</tr>
<tr>
<td>Date</td>
<td>Source</td>
<td>Notes</td>
</tr>
<tr>
<td>------------</td>
<td>----------------------</td>
<td>----------------------------------------------------------------------</td>
</tr>
<tr>
<td>12 January</td>
<td>Südkurier Online</td>
<td>Ice between Reichnau and Hegne (GS)</td>
</tr>
<tr>
<td></td>
<td><a href="https://www.suedkurier.de/region/kreis-konstanz/reichenau/schlittschuhlaufen-und-sicherheit-wie-eislaeufer-sicher-auf-dem-gnadensee-unterwegs-sind;art372456,9083412">https://www.suedkurier.de/region/kreis-konstanz/reichenau/schlittschuhlaufen-und-sicherheit-wie-eislaeufer-sicher-auf-dem-gnadensee-unterwegs-sind;art372456,9083412</a></td>
<td></td>
</tr>
<tr>
<td>17 January</td>
<td>Instagram</td>
<td>Ice in ZS</td>
</tr>
<tr>
<td>19 January</td>
<td>Instagram</td>
<td>Ice in Allensbach (GS)</td>
</tr>
<tr>
<td>20 January</td>
<td>Instagram, Wasser Polizei</td>
<td>Ice skaters in the area of Hegne – Reichnau (GS)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Ice around the coast of LC: width of 40 m around the north shore of Reichnau; Hegne 100 m width; 10 - 50 m width around Markelfinger Winkel (GS)</td>
</tr>
<tr>
<td>21 January</td>
<td>Instagram, Wasser Polizei</td>
<td>Ice in the harbor of Reichnau (GS)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Ice around the coast of LC: width of 60 m around the north shore of Reichnau; Hegne 100 m width; Allensbach 30 m; 30 - 80 m width around Markelfinger Winkel (GS)</td>
</tr>
<tr>
<td>22 January</td>
<td>Instagram, Instagram</td>
<td>Ice skaters in Hegne (GS)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>GS completely covered</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Ice in Berlingen (RS)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Ice around the Liebinsel (ZS)</td>
</tr>
<tr>
<td>23 January</td>
<td>Wasser Polizei</td>
<td>Around the coast of LC: Width of 100 m around the north shore of Reichnau; Hegne 200 m width; Allensbach 150 m; 40 - 150 m width around Markelfinger Winkel (GS); Ermantiger up to 100 m; from Horn to Ohningen up to 30 m width (RS); Mettnau up to 100m; Hori up to 50 m (ZS).</td>
</tr>
<tr>
<td>24 January</td>
<td>Wasser Polizei</td>
<td>Extensive ice cover in GS: Width of 300 m around the north shore of Reichnau; Hegne 300 m width; Allensbach 300 m; 50 - 150 m width around Markelfinger Winkel</td>
</tr>
<tr>
<td>Date</td>
<td>Source</td>
<td>Description</td>
</tr>
<tr>
<td>------------</td>
<td>-----------------------</td>
<td>-------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------</td>
</tr>
</tbody>
</table>
| 26 January | Instagram, Instagram, Wasser Polizei | Ice in front of the Schloss Gaienhofen (RS)  
Ice skaters in the area of Hegne (GS)  
Extensive ice cover in GS: Harbor of Reichnau; ice width of 300 m around the north shore of Reichnau; Hegne 300 m width; Allensbach 300 m; 50 - 150 m width around Markellfinger Winkel.  
Ice around the coast of ZS: Mettnau up to 150m; northern shore of Hori ice width up to 50 m.  
Ice around the coast of RH: Ermantiger up to 150 m; from Horn to Ohningen up to 30 m width. |
<p>| 27 January | Instagram, Instagram, Wasser Polizei | Complete ice cover between Reichnau and Allensbach (GS)                                                                                                                                                     |</p>
<table>
<thead>
<tr>
<th>Date</th>
<th>Location</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>28 January</td>
<td>Instagram</td>
<td>Ice skaters in the area of Hegne - Reichnau (GS)</td>
</tr>
<tr>
<td></td>
<td>Instagram</td>
<td>Ice in Markelfinger Winkel</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Ice around Mettnau (ZS)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Ice around Mettnau (ZS)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Ice around the Liebinsel (ZS)</td>
</tr>
</tbody>
</table>

Extensive ice cover in GS: harbor of Reichnau; width of 300 m around the north shore of Reichnau; Hegne 300 m width; Allensbach 300 m; 50 - 100 m width around Markelfinger Winkel.

Ice around the coast of ZS: Mettnau up to 100m; northern shore of Hori ice width up to 80 m.

Ice around the coast of RH: Ermantiger up to 100 m; from Horn to Ohningen up to 30 m width.
<table>
<thead>
<tr>
<th>Date</th>
<th>Instagram</th>
<th>Water Polizei</th>
</tr>
</thead>
<tbody>
<tr>
<td>29 January</td>
<td>Instagram</td>
<td>Ice skater in the area Radolfzell – Mettnau (RZ)</td>
</tr>
<tr>
<td></td>
<td>Instagram</td>
<td>Ice in Markelfinger Winkel (GS)</td>
</tr>
<tr>
<td></td>
<td>Instagram</td>
<td>Ice skaters in the area of Hegne (GS)</td>
</tr>
<tr>
<td></td>
<td>Instagram</td>
<td>Ice in the harbor of Reichnau (GS)</td>
</tr>
<tr>
<td></td>
<td>Instagram</td>
<td>Full ice cover between Reichnau and Allensbach (GS)</td>
</tr>
<tr>
<td></td>
<td>Instagram</td>
<td>Ice in Allensbach (GS)</td>
</tr>
<tr>
<td></td>
<td>Wasser Polizei</td>
<td>Extensive ice in GS: harbor of Reichnau; width of 300 - 400 m around the north shore of Reichnau; Hegne 400 m width; Allensbach 300 m; 50 - 100 m width around Markelfinger Winkel. Ice around the coast of ZS: Mettnau up to 150m; northern shore of Hori ice width up to 80 m. Ice around the coast of RH: Ermantiger up to 200 m; from Horn to Ohningen up to 30 m width. Complete ice cover in GS</td>
</tr>
<tr>
<td>30 January</td>
<td>Instagram</td>
<td>Ice skaters in the area of Hegne - Reichnau (GS)</td>
</tr>
<tr>
<td></td>
<td>Instagram</td>
<td>Full ice cover and ice skaters between Reichnau and Allensbach (GS)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Complete cover in Markelfinger (GS)</td>
</tr>
<tr>
<td>31 January</td>
<td>Instagram</td>
<td>Complete cover in GS (until the northern extreme of Reichnau)</td>
</tr>
<tr>
<td>1 February</td>
<td>Instagram</td>
<td>Ice skaters in GS</td>
</tr>
<tr>
<td>2 February</td>
<td>Instagram (Schwarzwaldrohne)</td>
<td>Complete cover in GS and ice skaters</td>
</tr>
<tr>
<td></td>
<td><a href="https://www.youtube.com/watch?v=JxkbyRSSEBY">https://www.youtube.com/watch?v=JxkbyRSSEBY</a></td>
<td>Complete cover in GS and ice skaters</td>
</tr>
<tr>
<td>Date</td>
<td>Platform</td>
<td>Description</td>
</tr>
<tr>
<td>--------------</td>
<td>-----------</td>
<td>------------------------------------------------------------------------------</td>
</tr>
<tr>
<td>3 February</td>
<td>Instagram</td>
<td>Ice cover in Allensbach (GS)</td>
</tr>
<tr>
<td>4 February</td>
<td>Instagram</td>
<td>Ice skaters in the area of Hegne (GS)</td>
</tr>
<tr>
<td></td>
<td>Instagram</td>
<td>Ice cover in Allensbach (GS)</td>
</tr>
<tr>
<td>7 February</td>
<td>Instagram</td>
<td>Ice cover in Allensbach (GS)</td>
</tr>
<tr>
<td>16 February</td>
<td>Instagram</td>
<td>Ice skaters in the area of between Reichnau and Allensbach (GS)</td>
</tr>
<tr>
<td>17 February</td>
<td>Instagram</td>
<td>Ice cover in the harbor of Reichnau (GS)</td>
</tr>
<tr>
<td></td>
<td>Instagram</td>
<td>Ice around Mettnau (ZS)</td>
</tr>
<tr>
<td>27 February</td>
<td>Instagram</td>
<td>Ice cover in Allensbach (GS)</td>
</tr>
<tr>
<td>7 March</td>
<td>Instagram</td>
<td>No ice Mettnau (ZS)</td>
</tr>
<tr>
<td>2018</td>
<td></td>
<td></td>
</tr>
<tr>
<td>18 February</td>
<td>Instagram</td>
<td>No ice in ZS</td>
</tr>
<tr>
<td>22 February</td>
<td>Instagram</td>
<td>No ice in Markelfinger Winkel (GS)</td>
</tr>
<tr>
<td>25 February</td>
<td>Instagram</td>
<td>Ice in Hegne (GS)</td>
</tr>
<tr>
<td>27 February</td>
<td>Instagram</td>
<td>Ice in the harbor of Reichnau (GS)</td>
</tr>
<tr>
<td>28 February</td>
<td>Instagram</td>
<td>Ice in Allesbach (GS)</td>
</tr>
<tr>
<td></td>
<td>Instagram</td>
<td>Ice in the harbor of Gaienhofen (ZS)</td>
</tr>
<tr>
<td>1 March</td>
<td>Instagram</td>
<td>Ice in Hegne (GS)</td>
</tr>
<tr>
<td></td>
<td>Instagram</td>
<td>No ice in Berlingen (RS)</td>
</tr>
<tr>
<td>2 March</td>
<td>Instagram</td>
<td>Ice in Allensbach harbor (GS)</td>
</tr>
<tr>
<td></td>
<td>Instagram</td>
<td>Ice along the shore of Allensbach (GS)</td>
</tr>
<tr>
<td></td>
<td>Instagram</td>
<td>No ice in Berlingen (RS)</td>
</tr>
<tr>
<td></td>
<td>Instagram</td>
<td>Ice in Markelfinger Winkel (GS)</td>
</tr>
<tr>
<td></td>
<td>Instagram</td>
<td>Frozen lake near Mettnau (ZS/GS)</td>
</tr>
<tr>
<td>3 March</td>
<td>Instagram</td>
<td>Ice in Allesbach (GS)</td>
</tr>
<tr>
<td>4 March</td>
<td>Instagram</td>
<td>Ice near Mettnau (ZS/GS)</td>
</tr>
<tr>
<td>5 March</td>
<td>Instagram</td>
<td>Ice near Mettnau(ZS/GS)</td>
</tr>
<tr>
<td>6 March</td>
<td>Instagram</td>
<td>Ice in Markelfingen (GS)</td>
</tr>
<tr>
<td>16 March</td>
<td>Instagram</td>
<td>No ice in Steckborn (RS)</td>
</tr>
<tr>
<td>18 March</td>
<td>Instagram</td>
<td>No ice cover around Mettnau (ZS/GS)</td>
</tr>
<tr>
<td>25 March</td>
<td>Instagram</td>
<td>No ice in ZS</td>
</tr>
<tr>
<td>28 March</td>
<td>Instagram</td>
<td>No ice in Markelfinger Winkel (GS)</td>
</tr>
</tbody>
</table>
2B. Application of AEM3D to Lake Constance

The hydrodynamic model of LC had a computational grid of 300 m x 300 m and 81 vertical grid cells with a thickness of 1 to 15 m. The major inflows of LC, according to Stewart (1988), were considered and the water level was kept constant to the mean water level during the simulated period (396 m a. s. l.), by adjusting the outflow discharge with a water balance. Water temperature in LC was initialized by means of data from a thermistor chain (RBR-solo, vertical resolution 0.5 to 2 m in the upper 20 m and coarser below) at the station EU and data with a coarser resolution (from 5 to 20 m) from the Landesanstalt fuer Umwelt Baden-Wuerttemberg (LUBW) at station FU. Spatially resolved wind fields were linearly interpolated to the computational grid of LC. Except for the wind field, the model was driven with horizontally uniform meteorological data.

![Figure 2.8: Observed and simulated thermal structure in the simulated period in the station EU.](image)
2C. Model parameters

The major model parameters for the simulations of LLC and LC are listed in Table SB1, while Table SB2 shows the ice module parametrization of AEM3D. Most of the parameters were set to their default values, except for the photosynthetically active radiation (PAR) extinction coefficient and the horizontal diffusivity (Tab. SB1). According to the study of Tilzer (1983) the background value of the PAR extinction coefficient in Lake Constance is 0.27 m$^{-1}$ in the absence of phytoplankton and the extinction coefficient increases linearly with the chlorophyll $a$ concentration at a rate of 0.015 mg Chla m$^{-3}$ m$^{-1}$. As our focus is on winter conditions when algal concentration are low, we used 0.3 m$^{-1}$ for the PAR extinction coefficient. A horizontal diffusion coefficient of 1 m$^2$ s$^{-1}$ was employed in the model for Lake Constance. In the model of LLC we used a smaller horizontal diffusion coefficient, i.e., 0.5 m$^2$ s$^{-1}$, because the horizontal diffusivity increases with the length scale of the horizontal dimension considered (Okubo, 1971; Peeters & Hofmann, 2015) and the grid size in LLC was three time smaller than in the simulation of the entire lake.

Table 2.4: Model parameters used in AEM3D. LC is Lake Constance and LLC is Lower Lake Constance.

<table>
<thead>
<tr>
<th>Parameters</th>
<th>LC</th>
<th>LLC</th>
<th>Setting</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mean albedo (-)</td>
<td>0.8</td>
<td>0.8</td>
<td>Default</td>
</tr>
<tr>
<td>Wind drag coefficient (-)</td>
<td>0.0013</td>
<td>0.0013</td>
<td>Default</td>
</tr>
<tr>
<td>Bottom drag coefficient (-)</td>
<td>0.005</td>
<td>0.005</td>
<td>Default</td>
</tr>
<tr>
<td>PAR extinction coefficient (m$^{-1}$)</td>
<td>0.3</td>
<td>0.3</td>
<td>Calibrated</td>
</tr>
<tr>
<td>Near infrared extinction coefficient (m$^{-1}$)</td>
<td>1.0</td>
<td>1.0</td>
<td>Default</td>
</tr>
<tr>
<td>UVA extinction coefficient (m$^{-1}$)</td>
<td>1.0</td>
<td>1.0</td>
<td>Default</td>
</tr>
<tr>
<td>UVB extinction coefficient (m$^{-1}$)</td>
<td>2.5</td>
<td>2.5</td>
<td>Default</td>
</tr>
<tr>
<td>Horizontal diffusivity (m$^2$ s$^{-1}$)</td>
<td>1</td>
<td>0.5</td>
<td>Calibrated</td>
</tr>
<tr>
<td>Surface heat transfer coefficient (W m$^{-2}$ °C$^{-1}$)</td>
<td>0.0013</td>
<td>0.0013</td>
<td>Default</td>
</tr>
<tr>
<td>Time step (min)</td>
<td>5</td>
<td>2</td>
<td></td>
</tr>
</tbody>
</table>
Table 2.5: Parametrization of the ice module in AEM3D.

<table>
<thead>
<tr>
<th>Parameters</th>
<th>LLC</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ice depth initialization (m)</td>
<td>0.001</td>
</tr>
<tr>
<td>Density of blue ice (kg m(^{-3}))</td>
<td>917</td>
</tr>
<tr>
<td>Density of white ice (kg m(^{-3}))</td>
<td>890</td>
</tr>
<tr>
<td>Blue ice conductivity (W m(^{-1}) °C(^{-1}))</td>
<td>2.3</td>
</tr>
<tr>
<td>White ice conductivity (W m(^{-1}) °C(^{-1}))</td>
<td>2.0</td>
</tr>
<tr>
<td>Attenuation coefficient of solar radiation through snow (m(^{-1}))</td>
<td>6</td>
</tr>
<tr>
<td>Attenuation coefficient of solar radiation through blue ice (m(^{-1}))</td>
<td>3.75</td>
</tr>
<tr>
<td>Attenuation coefficient of solar radiation through white ice (m(^{-1}))</td>
<td>1.5</td>
</tr>
<tr>
<td>Max snow density (kg m(^{-3}))</td>
<td>400</td>
</tr>
<tr>
<td>Min snow density (kg m(^{-3}))</td>
<td>50</td>
</tr>
<tr>
<td>Latent heat of fusion of water (J kg(^{-1}))</td>
<td>3.34·10(^5)</td>
</tr>
</tbody>
</table>

Rogers et al. 1995

2D. Sub-basins delimitation in Lower Lake Constance

Figure 2.9: Delimitation of the sub-basins, based on the morphological shape of the lake.
2E. Winter inverse stratification in Lower Lake Constance

Figure 2.10: Inverse stratification in winter months in MZS.
Figure 2.11: Inverse stratification in winter months in MGS.
Effects of climate change on inter-basin exchange in Lower Lake Constance

I. Caramatti, H. Hofmann, & F. Peeters
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Abstract

Inter-basin exchange of water and dissolved substances in lakes is often limited by topographic constrictions leading to spatially heterogeneous distributions of nutrients and plankton. Here, we identify the main factors controlling inter-basin exchange on seasonal and inter-annual time scales and investigate the impact of changes in climate and hydrology focusing mainly on the exchange between two basins of Lower Lake Constance (LLC). The analysis is based on multi-annual simulations of LLC, a sensitivity analysis, and numerical tracer experiments with a coupled 3-D hydrodynamic ice model (AEM3D). The seasonal course of water exchange is predominantly determined by the seasonal change in the current speed across the sill, \( v_S \), but also by changes in the area of the cross-section above the sill resulting from water level changes. The seasonal pattern of \( v_S \) is linked to the presence of ice cover, the seasonal change in stratification and in water level. The impact of climate warming and hydrological change on water exchange therefore varies seasonally. Climate warming results in reduced ice cover and an earlier onset and longer duration of stratification, leading to enhanced inter-basin exchange especially during winter and spring, but not in summer. In contrast, increased water levels enhance inter-basin exchange especially in summer, because the increase in cross-sectional area associated with increased water levels coincides then with high \( v_S \). Finally, the
fraction of water from Upper Lake Constance reaching the rather secluded basin Gnadensee increases with climate warming, implying a larger influence of the upstream conditions on Gnadensee.

3.1 Introduction

Hydrodynamic processes affect bio-geochemistry, water exchange and the distribution of dissolved substances and suspended particles in lakes (Rueda & Cowen, 2005). Topographic constrictions, such as a shallow sill separating semi-enclosed basins from the main basin of a lake, can substantially limit inter-basin exchange and thus cause spatially heterogeneous distributions of nutrients, other water constituents, and plankton. Identification of the main factors controlling the exchange between semi-enclosed basins and the main water body is important for the assessment of potential consequences of climate change and associated changes in hydrology for inter-basin exchange and for the resulting distributions of dissolved substances and organisms.

Transport in lakes is predominantly controlled by wind forcing, ice cover suppressing wind forcing at the lake surface, stratification, river inflow, and water level determining the effective cross sections for inter-basin exchange across sills. All these factors are affected by climate change and hydrologic alterations in the catchments of lakes. E.g. climate warming reduces ice cover formation and duration (Magnuson et al., 2000), causes earlier ice breakup and thus longer periods of water column stratification, and results in warmer surface water temperature, increased stratification, and heat storage during summer (Livingstone 2003; Mishra et al., 2011; O’Reilly et al., 2015). Reduced or absent ice cover leads to more energetic winter circulation driven by wind shear on the open water (Fujisaki et al., 2013), whereas stronger stratification during summer may restrict the transfer of wind forcing input to horizontal currents in a narrower surface layer and may thus result in larger wind-driven surface currents (Bennett, 1974). Climate change and/or modifications of the hydrology in the catchment of lakes may modify the water level dynamics in lakes (Haghighi & Kløve, 2015) thus also affect inter-basin exchange across sills.
Exchange of water and dissolved substances has been studied in lakes using different approaches ranging from tracer measurements to numerical models. E.g., field data on tracers and inverse modelling of tracer concentrations combining a simple inter-basin exchange model with vertical transport have been employed to investigate deep water renewal in Lake Baikal (Weiss, Carmack, & Koropalov, 1991; Hohmann et al., 1998; Peeters, 2000). Similar tracer studies and exchange models have been used to demonstrate that horizontal exchange between sill-separated lake basins during winter can be a dominant process controlling deep water renewal and deep water oxygenation in lakes (Aeschbach-Hertig et al., 1996; Schlatter et al., 1997). In these studies, as well as in MacIntyre et al. (2002), inter-basin exchange is mainly driven by inter-basin density differences. Other mechanisms affecting inter-basin exchange were discussed by Bartish (1987), e.g. riverine inflow, pressure-gradient-driven subsurface flows as cumulative result of wind-driven surface flows, flushing due to oscillating seiche motions, and turbulent horizontal diffusion.

During the last decades, three-dimensional (3-D) hydrodynamic models have been increasingly used to investigate hydrodynamics in lakes (e.g. Hodges et al., 2000; Beletsky & Schwab, 2001; Appt et al., 2004; Razmi et al., 2014; Wahl & Peeters, 2014; Dissanayake et al., 2019), but numerical simulations focusing on the exchange between sub-basins in lakes are not very common. One of the first applications of a 3-D hydrodynamic model to study the inter-basin exchange in standing freshwaters was focused on the exchange between a freshwater embayment and Lake Ontario through a long, shallow channel (Rueda & Cowen, 2005). Rao et al. (2009) simulated the circulation and the temperature and pollutant distribution in Hamilton Bay in Lake Ontario, and the exchange between a harbor and the lake. In Lake Huron, a 3-D hydrodynamic model was combined with field measurements and drifter experiments to examine exchange between the open lake and the Saginaw Bay during summer months of three consecutive years (Nguyen et al., 2014). The exchange in the same system was also studied during the winter season by employing the same model coupled with an ice model (Nguyen et al., 2017). This study demonstrated that the ice cover significantly dampens water movement producing almost stagnant conditions around February in the Saginaw Bay (Nguyen et al., 2017). This result agreed with the study of Fujisaki et al. (2013) showing that ice cover slowed down surface water velocities in Lake Erie.
Three-dimensional hydrodynamic models have also been employed to assess the implication of modified boundary conditions on hydrodynamics and inter-basin exchange. Niu et al. (2015) investigated the sensitivity of inter-basin exchange in the three basins of Lake Erie to modification of the thermal regime. The effect of modifications of the wind field on inter-basin exchange has also been investigated, e.g., in Lake Taihu (China) (Liu et al., 2018), in Lake Geneva (Switzerland) (Umlauf & Lemmin, 2005), and in Lake Argyle (Western Australia) (Woodward et al., 2017).

However, most of these studies were conducted in very large lakes and focused on short, selected time periods. In the study here, we employed a 3-D model to investigate the exchange between sill-separated basins in detail resolving seasonal time scales in multi-annual simulations. With this approach, we assess to which extent climate warming and water level changes affect inter-basin exchange at seasonal time scales. The 3-D Aquatic Ecosystem Model (AEM3D) was used to simulate hydrodynamic conditions in Upper (ULC) and Lower Lake Constance (LLC), investigating in detail the water exchange between the basins of LLC in nine consecutive years. The main focus was on the water exchange between Gnadensee (GS) and the adjacent basin Zeller See (ZS), which are separated by a shallow sill. The model was employed to study the main drivers of water exchange and its modifications due to climate warming and hydrological changes. Additionally, we conducted numerical tracer experiments providing information on the spreading of the water from the main tributary to LLC, river Seerhein, which originates from ULC and enters into the basin Rheinsee, from where its water spreads via ZS into GS. We hypothesized that climate warming and water level changes alter the water exchange between GS and ZS and the contribution of water from Seerhein in GS not only in absolute terms but also the seasonal patterns of the exchange.

In the following, we first explain the lake system, provide details on the model and the numerical simulations, and describe the scenarios considered. Afterwards we present and discuss the results from our numerical investigations.
3.2 Methods

3.2.1 Study site

Lake Constance (LC, Germany) is a large pre-alpine lake of glacial origin (Fig. 3.1). The lake consists of two main parts, Upper Lake Constance (ULC) and downstream Lower Lake Constance (LLC), which is connected to ULC via river Seerhein (Fig. 3.1c). ULC has a surface area of 473 km² and a maximum depth of about 251 m, whereas LLC has a surface area of 63 km² and maximum and mean depth of 46 m and 25 m, respectively.

![Figure 3.1: Bathymetry of the study site. a) and b) Location of Lake Constance in Europe. c) Bathymetry of Lake Constance and location of the meteorological station (DWD KN) and the stations used to initialize the model applied to LC. b) Bathymetry of Lower Lake Constance, distinguishing between the sub-basins and showing the main inflows and the](image-url)
outflow. Monitoring stations, used to initialize the model applied to LLC, were shown: M_{GS} is in the basin of Gnadensee, M_{ZS} in Zeller See and M_{RS} in Rheinsee.

LLC is subdivided into three sub-basins (Fig. 3.1d) that differ in maximum water depth, hydro-geological features, thermal structure, ice formation and coverage (Caramatti et al., 2020), phytoplankton community and nutrient distributions (IGKB 2018). Rheinsee (RS) is the most southern basin with a maximum water depth of 46 m. In the north, RS is connected to Zeller See (ZS), which has a maximum water depth of 24 m. The most northern sub-basin of LLC is Gnadensee (GS) with a maximum water depth of 20 m. GS is the most enclosed sub-basin. It has no significant inflows and is connected to ZS only via a shallow sill of about 3.3 km length. The sill extends from the peninsula of Mettnau to the island of Reichenau (Fig. 3.1d,e) and has a mean and maximum depth of 3.4 m and 4.6 m, respectively, relative to a water level of 395 m.a.s.l. River Seerhein, which is the discharge from ULC and the main inflow into LLC, enters in the most eastern part of RS. The second largest inflow to LLC is the river Radolfzeller Aach, which enters in the most western part of ZS. The outflow of LLC is located in the most western part of RS (Fig. 3.1d).

A specific emphasis of this investigation is on the water exchange across the sill between GS and ZS. Model results are therefore evaluated at 42 regular spaced stations between M and R on a transect along the sill, denoted as Trans_{M-R} (Fig. 3.1d,e). Trans_{M-R} follows a straight line that is turned clockwise at angle 47.6° to the west-east axis. The deepest station on the sill is M_{SI}. In addition, we investigate the transport of dissolved and suspended substances from the inflow Seerhein to GS and consider 32 stations along a 12 km long transect between I and G, Trans_{I-G} (Fig. 3.1d).

Lower Lake Constance is typically stratified from April to November and inversely-stratified during winter months (January-March), when LLC develops regularly partial or complete ice cover (Caramatti et al., 2020). Further, the lake can be considered as dimictic showing complete mixing during autumn overturn as well as after ice-off. During the last decade only in the years 2010, 2011, 2012 and 2017 ice cover developed in all three sub-basins of LLC, whereas full areal ice cover developed frequently in GS.
The water level of Lake Constance is unregulated and is mainly determined by the Alpine climate determining the discharge of river Rhein, the main tributary to ULC. The water level in ULC and LLC shows a pronounced seasonal course, with highest levels in summer due to inflow of melt water from the Alps and lowest levels at the end of February, when precipitation is stored as snow in the mountains of the catchment (Fig. 3.2b). The seasonal amplitude of the water level in LLC in the years 1991 – 2019 ranged between 1.0 and 2.9 m.

3.2.2 Model description

We used the 3-D Hydrodynamic-Aquatic Ecosystem Model (AEM3D, Hodges & Dallimore, 2018) to study the inter-annual and seasonal water exchange between GS and ZS in LLC under different forcing scenarios. The model was applied by coupling a coarse model for LC with a refined model for LLC. This model set up was already successfully employed to simulate the thermal structure and ice cover formation in LLC for 9 consecutive years (Caramatti et al., 2020).

The hydrodynamic model, which is based on ELCOM, solves the three-dimensional unsteady Reynolds-averaged Navier-Stokes equations, and scalar transport equations to model velocity and temperature distributions in space and time (Hodges, 2000). The equations are solved numerically using a Cartesian Arakawa C-grid in the horizontal dimension and the vertical discretization is based on fixed Z-layers (Hodges, 2000). Scalars and momentum are mixed vertically according to the amount of turbulent kinetic energy available from wind stirring and shear production compared to the potential energy due to the water column stratification (Laval et al., 2003). The model includes Earth rotation, wind stress at the surface, surface thermal forcing, inflows and outflows. The hydrodynamic model is coupled to an ice module (Hodges & Dallimore, 2018). More details can be found in Hodges (1998), Oveisy et al. (2012) and Hodges and Dallimore (2018).
3.2.3 Model set up and validation

LLC was represented by a regular horizontal computational grid of 100 x 100 m and 79 vertical layers, whose thickness varies with depth. The vertical resolution was 0.5 m in the upper 60 layers and 1 m in the lowest 15 layers. Between the 61st and the 64th layer the vertical resolution increased gradually from 0.5 to 1 m. Time series of discharge and water temperature were prescribed at the locations of the inflows Seerhein and Radolfzeller Aach. The time series of the discharge at the outflow from LLC (river Rhein) was derived from a water balance based on the measured inflows and the measured change in water level (gauge Berlingen). The time series of the water temperature of river Seerhein was derived from the simulation of LC. LC was represented by a horizontal computational grid of 300 x 300 m and 70 vertical layers (Suppl. 3A). The data for all other inflows (temperatures and discharges) were provided by the Landesanstalt fuer Umwelt Baden-Wuerttemberg (LUBW), the Federal Office for the Environment of Switzerland (BAFU) and the Hydrographic Service Vorarlberg (VA).

Water temperature in LLC was initialized using temperature profiles measured with a CTD-probe (RBR) at the stations MZS, MG5 and MRH that were interpolated internally by the model using an inverse distance weighting method. A spatially resolved wind field was obtained by linear interpolation of the horizontally resolved COSMO wind field of MeteoSwiss (resolution of 2.2 km before April 2016 and 1.1 km afterwards, Doms et al., 2018) to the computational grid. Except for the wind field, the model was driven with horizontally uniform meteorological data (German Weather Service - DWD, station Konstanz). The model was operated by conducting continuous simulations from 4 March 2009 to 31 March 2018. For more details on model set up and input data see Caramatti et al. (2020).

The accuracy of the model to simulate the lake thermal structure and ice cover formation over the simulated period was evaluated in Caramatti et al. (2020). In the study here, we additionally compared simulated currents with currents measured with the Aquadopp Profiler HR (Nortek) at location MAQ (Suppl. 3B).
3.2.4 Determination of ice cover and lake thermal structure

The model results were used to quantify the fraction of the surface area covered by ice, the depth of the surface mixed layer (SML), i.e. the mixed layer depth \( MLD \), and the onset and duration of lake stratification. The fraction of ice coverage was computed as the ratio between the number of surface cells covered by ice to the number of open water surface cells. A winter in which ice covered more than 70% of the lake surface is identified as a “winter with abundant ice cover”, while a winter with smaller ice coverage as a “winter with little ice cover”. The \( MLD \) was defined as the shallowest depth at which the water density exceeds the density at the lake surface by a prescribed threshold value (Andersen et al., 2017). If the threshold is not exceeded at any depth, the surface mixed layer extends to the lake bottom and \( MLD \) is equal to the maximum water depth. We used a threshold value of 0.04 kg m\(^{-3}\) which is within the range of values used in other studies (Read et al., 2011; Giling et al., 2017). The \( MLD \) was derived from density profiles, calculated from the simulated temperature using the empirical relations of Chen-Millero (Chen & Millero, 1986). Prior to the calculation of density, the temperature profiles were linearly interpolated to a vertical resolution of 0.1 m.

The \( MLD \) was calculated at the deepest location in Gnadensee, i.e. at station M\(_{GS}\) (\( MLD_{GS} \)), at the deepest location in Zeller See, i.e. at station M\(_{ZS}\) (\( MLD_{ZS} \)), and at the deepest station along the sill, i.e. at M\(_{SI}\) (\( MLD_{SI} \)) (Fig. 3.1e), and along the entire TransM-R (MLD\(_S\)).

The onset of stratification in GS and ZS was defined as the first time in the year at which \( MLD_{GS} \) and \( MLD_{ZS} \), respectively, are smaller than the maximum water depth of the corresponding basin. The stratification period of the specific year ended as soon as the mixed layer depth became the maximum water depth of the basin again. Note that inverse temperature stratification can occur during winter at temperatures below 4°C resulting in shallow \( MLD \). The time period of inverse temperature stratification is shown in Suppl. 3C, but was not included as part of the time period referred to as stratified period, which is here restricted to the period with a stratification characterized by decreasing water temperatures with increasing water depth.
3.2.5 Quantification of the water exchange across the sill between GS and ZS

The model results were used to compute the water exchange across the sill between GS and ZS by analyzing the water flow at 43 stations along TransM-R (Fig. 3.1d). The 43 stations were spaced by a regular distance of 74 m. The components of the velocity vector simulated with the model at each of the numerical grid points were interpolated with an inverse distance-weighted method to these 43 stations on TransM-R. This interpolation was conducted for each depth layer separately providing depth profiles of velocities with the same vertical resolution as in the model grid. The velocities at the 43 stations were then expressed in velocity components along and across the transect TransM-R. The discharge of water into GS at each of these locations and at each depth layer, $d_{i,j}$, is:

$$d_{i,j} = \text{across\_speed}_{i,j} \times L \times h_j$$

where $i = 1, \ldots, 43$ identifies the station along the transect, $j = 1, \ldots, N$ the depth layer, $N$ the maximum number of vertical layers, across\_speed the speed of the velocity component perpendicular to the transect positive into GS, $L$ the distance between the stations and $h_j$ is the vertical height of the depth layer $j$. The water volume entering ($V_{in}$) and the water volume leaving ($V_{out}$) GS per hour were calculated from the sum of all the positive and all negative discharges $d_{i,j}$, respectively. Note that $V_{in}$ and $V_{out}$ were both taken as positive numbers. We characterized water exchange as the total water volume exchanged between neighboring basins per hour, i.e. $V_{exc} = V_{in} + V_{out}$. Annual mean, minimum and maximum water exchange were computed from the time series of $V_{exc}$. Analogously, we calculated the water exchange above and below the mixed layer depth at TransM-R, $V_{exc,ML}$ and $V_{exc,B}$, respectively.

The exchange velocity across the sill, $v_S$, was determined by dividing $V_{exc}$ with the area of the cross-section along TransM-R above the sill, $A_S$, i.e. $v_S = V_{exc} / A_S$. According to this definition, the exchange velocity $v_S$ is equivalent to the average magnitude of the velocity component across the sill along TransM-R, with averaging performed along the transect over the entire water column above the sill. In addition, we calculated analogously the exchange velocity within and below the SML at TransM-R, i.e. above and below the MLD$_S$ ($v_{S,ML}$ and $v_{S,B}$, respectively).
The maximum water depth at the sill, $D_S$, was determined from the maximum water depth along Trans$_{M-R}$ at station M$_{SI}$ (Fig. 3.1e). The water level at the sill is denoted as $WL_S$ and $W_S$ is the wind speed at a location close to the sill (Fig. 3.1e, Suppl. 3D).

### 3.2.6 Climate warming scenario

The sensitivity of water temperature, stratification, ice cover, and water exchange to climate warming was assessed by a climate warming scenario assuming an increase in air temperatures by 4°C. This approach is the same as in earlier studies investigating the consequences of climate warming in lakes (Peeters et al., 2007a; Trolle et al., 2011; Kupisch et al., 2012; Straile et al., 2015; Wahl & Peeters 2014) and it is in the range of pessimistic projections of climate warming in the region (IPCC 2014). The climate warming scenario was applied to LLC and to LC. The latter is required to determine the water temperature of Seerhein used as inflow temperature in the corresponding climate warming simulations of LLC (Fig. 3.10). The water temperature of the other inflows, both for LLC (Radolfzeller Aach) and for ULC, were increased by 95% of the air temperature warming, in accordance to the findings of Michel et al. (2020).

The initial conditions for the warmer climate scenario were derived from a pre-run simulation of LC and LLC in which the model was driven by constructed forcing conditions: the inflow and meteorological conditions of the year 2009 with air temperatures increased by 4°C were repeated three times. The final output of a consecutive simulation of these three years was used as initial condition of the warmer climate simulations. The scenario with air temperature increased by 4°C is denoted as scenario T4 and the reference scenario as scenario T0.

### 3.2.7 Water level scenarios

The sensitivity of inter-basin exchange in LLC to changes in water level was investigated based on several scenarios with altered water levels. Two scenarios, referred to as “fixed-shift water-level scenarios”, assume that the water level is at all times 30 cm higher ($W+$), or 30 cm
lower (W.) respectively, than in the reference scenario T0. Additionally, four “seasonal water level scenarios” were considered: Scenario $W_m$ assumes a seasonal course of water level that corresponds to the mean seasonal course of water level over the last 200 years measured at station Berlingen in LLC (Lufı & van den Eertwegh, 1991). The scenario $W_{m+}$ assumes a 30 cm higher and $W_m-$ a 30 cm lower water level than $W_m$ at all times. $W_{m+}$ and $W_m-$ are thus analogous to scenarios $W+$ and $W-$ but refer to $W_m$ as reference scenario. The scenario $W_{m,w+s-}$ assumes a 30 cm higher minimum water level in winter and a 30 cm lower maximum water level in summer than $W_m$. The transition between winter and summer water level is represented by a spline (Fig. 3.24). The latter scenario assumes a seasonal course of water level along the lines of the expectations for a warmer climate (Ostendorp et al., 2020). In a warmer climate less snow will be stored in the catchment of ULC during winter and snowmelt in spring will therefore provide less water than today. Hence, compared to the water levels in ULC and LLC today, water levels in a warmer climate are expected to be higher in winter and lower in summer resulting in a reduced amplitude of the seasonal water level dynamics (Ostendorp et al., 2020).

In all water level scenarios, the meteorological conditions were the same as in T0, but inflow and outflow conditions were adjusted to match the seasonal course of water level of the respective water level scenario considering the relation between water level and output discharge obtained from the water balance of the field observations.

Simulations of $W+$ and $W-$ covered the entire time period from 2009 to 2018, whereas simulations of the seasonal water level scenarios $W_m$, $W_{m+}$, $W_{m-}$, and $W_{m,w+s-}$ focused on two years with very different ice coverage, i.e. November 2009 – December 2010 (abundant ice cover) and November 2015 – December 2016 (little ice cover).

3.2.8 Analysis of the simulation results with respect to the seasonal pattern of $V_{exc}$ and the impact of climate warming and water level changes

The identification of seasonal patterns and the impact of climate warming and water level changes is based on monthly averages of $V_{exc}$, $v_S$, $WLS$, $D_S$, $MLD_{SI}$, $A_S$, and $WS$. Potential links between the seasonal change of these parameters during the open water period were assessed
using linear regression. This analysis was performed using monthly-mean data averaged over the years 2010 to 2017 considering only the ice-free period, i.e. all month between April and December. The multi-annual averages of monthly-mean values are denoted by the subscript $m$. The impact of climate warming and water level change was assessed by determining the difference between the results obtained with the scenario considering changing conditions (scenario T4, W+ or W-) minus the results from the reference scenario T0. The focus was on a comparison of monthly-mean $V_{exc}$, $\Delta V_{exc}$, and monthly-mean $v_S$, $\Delta v_S$, respectively, but changes in other parameters were also considered. These monthly mean differences were additionally averaged over all years providing e.g. $\Delta V_{exc,m}$ and $\Delta v_{S,m}$ and additional multi-annual means of monthly mean properties.

3.2.9 Tracer experiments

A numerical tracer experiment was conducted with AEM3D to investigate the spreading of water from river Seerhein along transect $\text{Trans}_{SI-G}$ into GS. Between January 2010 and December 2017 each month a tracer was introduced continuously from river Seerhein by assigning a constant concentration of 1 mg m$^{-3}$ to the inflowing water. At the end of each month the tracer concentration in the entire lake was set to zero to provide initial conditions (regarding the tracer concentration) for the following month or for the different scenarios of the same month. This experiment was conducted for the reference scenario T0, the climate warming scenario T4 and the water level scenarios W+ and W-.

Monthly snapshots of the concentration distribution of the tracer along $\text{Trans}_{G-I}$ were taken 2 days after the beginning of each month to illustrate the transport of the tracer towards GS in the year 2010 (Figs. 3.26 – 3.29). Moreover, from the model output we computed the time series of tracer mass in GS ($M_{TR,GS}$) and of the tracer mass introduced in the lake ($M_{TR}$). Hence, the fraction of tracer mass introduced by river Seerhein reaching GS was defined as $m_{TR}=M_{TR,GS}/M_{TR}$. The time series of $m_{TR}$ provides information on the time required of tracer to reach GS. The $m_{TR}$ 25 days after the first introduction of the tracer in the respective month was indicated as $m_{TR,25}$.
3.3 Results

3.3.1 Temporal patterns of stratification, ice cover, currents, and water exchange

Under reference conditions (scenario T0) in all of the nine years simulated (March 2009-March 2018) stable stratification established between spring and fall in all basins of LLC. In GS stable stratification started between the 77th doy (day of the year) and the 104th doy and lasted about 7-8 months (Figs. 3.2, 3.13, Tab. 3.2). In ZS, onset of stratification occurred on average 1 day earlier and duration of stratification was on average 15 days shorter than in GS (Fig. 3.15, Tab. 3.2). In all simulated years, at least partial ice cover developed in LLC during winter (Fig. 3.2). Substantial ice cover occurred in all basins of LLC in 2010, 2011, 2012, 2015 and 2017, whereas in the other years, ice cover developed only in GS. Freezing typically occurred between January and March, but extent and duration of the ice coverage showed a pronounced inter-annual variability (Fig. 3.2). During periods with ice cover, inverse stratification developed in the uppermost 1-2 m of the water column (Figs. 3.13, 3.15). Monthly mean ice cover of more than 30% only occurred during months in winter (January to March). Between April and December all months in all years had average ice cover less than 30% of the lake surface, and this time-period of the year is therefore considered as the ice-free season.

Caramatti et al. (2020) have already shown that the model simulations of stratification and ice cover in LLC are in good agreement with observations (Suppl. 3B). Also simulated and observed current speeds at station M\textsubscript{AQ} on the sill agree well with respect to the seasonal pattern, to the differences between stratified and mixed periods, and to the timing of high and low current speeds (Fig. 3.12). The comparison between measured and simulated velocity components across and along the transect Trans\textsubscript{M-R} indicated a RMSE of 1.0 cm s\textsuperscript{-1} and 0.5 cm s\textsuperscript{-1}, respectively, which is partially due to phase shifts in the time series and comparable with RMSE observed in other studies modelling the hydrodynamics in lakes (Nguyen et al. 2017; Dissanayake et al. 2019).

The simulated inter-basin water exchange showed a pronounced seasonal pattern characterized by higher water exchange during summer than during winter (Fig. 3.2a).
annual maximum exchange typically occurred between June and July and ranged between $11.6 \times 10^5$ and $20.0 \times 10^5$ m$^3$ h$^{-1}$. The annual minimum exchange, ranging between $1.3 \times 10^5$ and $4.0 \times 10^5$ m$^3$ h$^{-1}$, occurred between February and March and was lowest in years with the largest ice coverage (year: 2010, 2011, 2012, 2015 and 2016 in Fig. 3.2a). Shortly before the development of ice cover, water exchange typically exhibited a secondary peak (Fig. 3.2a) which occurred at the same time as a corresponding secondary peak in water level (Fig. 3.2b). The amplitude and the details of the seasonal pattern of water exchange, and also the annual mean water exchange varied between years (Fig. 3.2a).

**Figure 3.2:** Simulated water exchange ($V_{exc}$) across the TransMR and water level ($WL_S$) between 2009 and 2018. The time series of hourly water exchange and water level were smoothed using a 30 days running mean. The annual mean water exchange is indicated by a red dashed line. The duration of the stratification period at MGS is shaded in yellow, while the simulated percentage of lake surface covered by ice is shaded in cyan.
3.3.2 Relation between seasonal pattern in water exchange and other seasonally-varying parameters

The seasonal pattern of water exchange $V_{exc}$ was compared to the seasonal change of $v_S$, $WL_S$, $A_S$, $MLD_{SI}$, and $WS$ (Fig. 3.3). The seasonal course of $V_{exc}$, $v_S$, $WL_S$, and $A_S$ was characterized by high values in summer and low values in winter. $MLD_{SI}$, however, was shallow in summer and progressively increased until it reached the maximum depth of the sill in November and December (Fig. 3.3f). During winters with little ice cover $MLD_{SI}$ remained large until spring, whereas it was 2 m or shallower in ice-covered months due to inverse stratification below the ice. In contrast to all other parameters considered above, wind speed and wind direction, $WS$ and wind direction, $WD$, did not show a seasonal pattern but remained rather constant throughout the year (Figs. 3.3i, 3.18).

Figure 3.3: Seasonal pattern of water exchange $V_{exc}$ and additional parameters relevant for the exchange across the sill. Seasonal pattern of a) $V_{exc}$, b) average current speed across TransM-R, $v_S$, c) area of the cross-section above the sill along of TransM-R, $A_S$, d) lake water level, $WL_S$, e) maximum depth along TransM-R, $D_S$, f) mixed layer depth at the deepest station of TransM-R, $MLD_{SI}$, g) seasonal pattern of the average current speed within and below the mixed layer along TransM-R (MLDs), $v_{S,ML}$ and $v_{S,B}$, respectively, h) seasonal pattern of the water exchange above and below MLDs, $V_{exc,ML}$, and $V_{exc,B}$. 
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respectively, and i) wind speed $WS$ close to the sill. The symbols represent the monthly-averaged quantity for each year. The black line connects the multi-annual average of the monthly values (years 2010 – 2017). The months with a monthly-mean ice cover above 30% of the lake surface are identified by a white “+”.

Statistical analysis confirms a highly significant positive correlation between the multi-annual average (2010-2017) of the monthly-mean water exchange, $V_{exc,m}$, and the corresponding $v_{S,m}$, $WL_{S,m}$, and $A_{S,m}$ (Tab. 3.5), whereas $V_{exc,m}$ is not significantly correlated with $MLD_{SL,m}$ ($p = 0.06$). Considering only the ice-free season, the correlations between $V_{exc,m}$ and $WL_{S,m}$, $A_{S,m}$, and $v_{S,m}$ (Fig. 3.4a-c), are similar as in the analysis based on all seasons, but additionally, $V_{exc,m}$ and $MLD_{SL,m}$ are significantly anti-correlated (Fig. 4d, Tab. 3.4). During the ice free season $v_{S,m}$ correlates similarly well with $WL_{S,m}$, $A_{S,m}$, and $MLD_{SL,m}$ as $V_{exc,m}$. E.g., $v_{S,m}$ is significantly correlated to $WL_{S,m}$ ($r = 0.88$, $p < 0.001$) and significantly anti-correlated to $MLD_{SL,m}$ ($r = -0.82$, $p = 0.01$) (Fig. 3.4e-f, Tab. 3.4). However, neither $V_{exc,m}$ nor $v_{S,m}$ are significantly correlated to $WS_{m}$ ($p \geq 0.4$ in both cases, Fig. 3.4j-k, Tab. 3.4). Because the seasonal change in $A_{S}$ is a direct consequence of the seasonal water level change, $WL_{S,m}$ explains essentially the entire variance of $A_{S,m}$ ($R^2 = 1.00$, Fig. 3.4i), and correlations of the other parameters with $WL_{S,m}$ and $A_{S,m}$ provide the same results for $r$ and $p$. 
Figure 3.4: Correlations between the seasonal change of water exchange $V_{\text{exc}}$ and other parameters relevant for water exchange at the sill. The symbols represent the simulated multi-annual averages (years 2010 – 2017) of the monthly-mean properties water exchange $V_{\text{exc,m}}$, water level $WL_{S,m}$, area of the cross-section along TransM–R above the sill $A_{S,m}$, current speed across TransM–R, $v_{S,m}$, mixed layer depth at the station M$_{SI}$, MLD$_{SI,m}$, and wind speed close to the sill $WS_m$. Open circles indicate values for ice-covered months (January – March) that were not included in the regression analysis. The black line is the regression line. An overview on the statistical results of the linear regression analysis is provided in Tab. 3.6.

The exchange velocity across the sill was always substantially larger within the SML than below the SML ($v_{S,ML}$ and $v_{S,B}$, Fig. 3.3g). Both, $v_{S,ML}$ and $v_{S,B}$, showed a clear seasonal pattern with largest values in summer and smallest in winter and fall. The water exchange, however, followed a similar seasonal pattern only below the SML but not within the SML ($V_{\text{exc,ML}}$ and $V_{\text{exc,B}}$ Fig. 3.3h). Note, that $v_{S,B}$ and $V_{\text{exc,B}}$ become zero when MLD reaches the water depths $D_S$ at the sill. During the ice-free season $v_{S,B,m}$, $V_{\text{exc,ML,m}}$, and $V_{\text{exc,B,m}}$ were significantly anti-correlated to MLD$_{SI,m}$ ($r = -0.92, p <0.001$, $r = -0.87, p <0.001$, $r = -0.92, p <0.001$, respectively; Tabs. 3.4, 3.5) whereas the correlation between $V_{\text{exc,ML,m}}$ and MLD$_{SI,m}$ was positive and not significant ($r = 0.28, p = 0.47$).
Seasonal water level changes not only affect the seasonal course of $V_{exc}$, but also that of $v_s$ (Fig. 3.13). In a model run in which the outflow was adjusted to provide a constant water level from April until December, i.e. in which the water level in summer and fall was lower than in scenario T0, $v_s$ is lower than in scenario T0. This result suggests that at lower water level the average frictional effect resulting from the interaction between currents and bottom boundary at the sill become larger.

In the open water at the deepest stations in GS and ZS, monthly mean vertical profiles showed a pronounced seasonal change in the vertical distribution of current speed (Fig. 3.19a-b). In the depth range from the surface down to the maximum depth of the sill current speed was almost uniform in July but decreased strongly with depth in December. In December currents were typically larger than in July. At the deepest station on the sill, M$_{SI}$, the vertical distribution of the monthly mean current speed was similar to that in the open water, but current speeds in July were larger than at M$_{GS}$ and M$_{ZS}$ (Fig. 3.19c). The monthly mean speed of the current across the sill was larger in July than in December and decreased only slightly with depth in both months (Fig. 3.19d).

The vertical averages of the monthly mean current speed from the surface down to $D_S$ at M$_{GS}$, M$_{ZS}$, and M$_{SI}$ showed a seasonal pattern during the ice-free period that was similar to that of $v_S$ (Fig. 3.19, Fig. 3.3b), i.e. an increase between April and July and a decrease from July to October. From October onwards, the increase of the vertically averaged open water current speeds (Fig. 3.19e-f) was similar to that of the vertically averaged current speed at the sill (Fig. 3.19g), but more pronounced than the increase of the average speed of the current across the sill (Fig. 3.19h) and of the exchange velocity $v_S$ (Fig. 3.3b).

3.3.3 Impact of a warmer climate on ice cover, stratification, and water exchange

In a warmer climate, characterized here by a 4°C increase in air temperature (scenario T4), all basins in LLC will be ice-free in all years. Therefore, inverse stratification did never develop in scenario T4 (Figs. 3.14, 3.16) and $MLD_{SI}$ during January and February and in months
in March that were ice covered in scenario T0 was always larger than in the reference scenario T0 (Fig. 3.5c,f). In scenario T4, the onset of spring/summer stratification in GS and ZS was on average shifted forwards in time by 18 and 20 days, respectively, and the duration of stratification increased on average by 34 and 42 days, respectively (Tabs. 3.2—3.3). In April and May $MLD_{SI}$ was shallower in scenario T4 than in scenario T0 whereas in summer and fall the absolute change in $MLD_{SI}$ was small (Fig. 3.5c,f). In November and December $\Delta MLD_{SI} = 0$ because in scenario T0 and T4 the SML extends down to the maximum depth of the sill.

**Figure 3.5:** The impact of climate warming on water exchange, exchange velocity across the sill and mixed layer depth. Climate warming induced changes were determined from the monthly mean difference between the value of the parameters determined in scenario T4 minus its value in scenario T0. Depicted is the change in the monthly mean a) water exchange $\Delta V_{exc}$, b) speed of the current across the sill $\Delta v_{S}$ and c) $MLD_{SI}$ ($\Delta MLD_{SI}$). Panels d-f depict the corresponding parameters considering only the ice free season which allowed for a different scaling. The symbols represent monthly-averaged quantities in the years 2010-2017. The solid black line connects multi-annual averages, the dotted line connects multi-annual averages considering only ice-free month.

In years with abundant ice cover under reference conditions water exchange between January and March was substantially larger in scenario T4 than in T0 ($\Delta V_{exc}$ up to $5.2 \times 10^5$ m$^3$ h$^{-1}$, Fig. 3.5a,d). During the ice free season, the main increase in water exchange occurred in spring
(March – May) and also in late fall (November – December), but during the summer months $\Delta V_{exc}$ was close to zero (Fig. 3.5a,d).

Similar to $V_{exc}$, the exchange velocity $v_S$ was typically larger in scenario T4 than in T0. $\Delta v_S$ was particularly large during winter months, which were ice covered in scenario T0 (Fig. 3.5b,e). During the ice-free season $v_s$ was larger in scenario T4 compared to scenario T0 especially in spring and late fall, whereas $v_s$ remained essentially the same in both scenarios during the summer months (Figs. 3.5b,e).

During the ice-free season, the changes of $V_{exc}$ and $v_s$, and of the corresponding properties within and below the SML, caused by climate warming, were linked to the change of MLD. $\Delta V_{exc}$, $\Delta V_{exc,B}$, $\Delta v_s$, $\Delta V_{S,ML}$, $\Delta V_{S,B}$ were significantly anti-correlated to $\Delta MLD_{SI}$ (Tab. 3.6). Only $\Delta V_{exc,ML}$ showed a positive correlation to $\Delta MLD_{SI}$ which however was not significant (Tab. 3.6).

### 3.3.4 Impact of water level on ice cover, stratification, and water exchange

At the reduced water levels assumed in scenario W- the surface area covered by ice in winter was typically larger than at the increased water levels assumed in scenario W+ (Fig. 3.23). Nevertheless, the timing of ice-on and ice-off did not differ significantly between scenarios T0, W+, and W-. Also the onset, duration and strength of stratification was essentially the same in these three scenarios, i.e. monthly mean $MLD_{SI}$ differed by less than 1.2 m between scenarios in all years and months, beside January 2011 for the scenario W+ (Fig. 3.6c,f).
Figure 3.6: The impact of water level change (scenarios W+ and W-) on water exchange, exchange velocity across the sill and mixed layer depth. The panels depict the change of a) water exchange, $\Delta V_{\text{exc}}$, considering the entire cross-section above the sill along TransM-R, d) water exchange above the MLD$_S$, $\Delta V_{\text{exc}, MLD}$, and g) water exchange below the MLD$_S$, $\Delta V_{\text{exc}, B}$. The change of the mean speed of the current across the sill b) averaged over the entire cross-section between the basins, $\Delta v_S$, e) above the MLD$_S$, $\Delta v_{S, ML}$, and h) below the MLD$_S$, $\Delta v_{S, B}$, c) and f) The change in the mean layer depth at the station M$_{SI}$ ($\Delta$MLD$_{SI}$). The changes of the different properties, $\Delta$ are the monthly mean differences between the value of the property determined in scenario W+ and W-, respectively, minus its value in scenario T0. The symbols represent monthly-averaged quantities in the years 2010-2017. The solid black line connects multi-annual averages for the scenario W+, while the dashed black line connects multi-annual averages for W-.

Compared to scenario T0, $V_{\text{exc}}$ increased in scenario W+ and decreased in scenario W- (Fig. 3.6a). The change in $V_{\text{exc}}$ for the two water level scenarios is partially caused by the change in the area of the cross-section along TransM-R above the sill: in scenario W+ $A_S$ is larger and in scenario W- smaller than in scenario T0. However, not only $V_{\text{exc}}$ and $A_S$ but also $v_S$ was larger in scenario W+ than in scenario T0 (Fig. 3.6b), although stratification did not change substantially.
The increase in $V_{exc}$ and $v_S$ in scenario W+ compared to scenario T0 was largest during summer and smallest in winter. In scenario W- not only $\Delta V_{exc}$ but also $\Delta v_s$ was negative. In scenario W- the absolute values of $\Delta V_{exc}$ and $\Delta v_s$ had a similar seasonality as in scenario W+ but were larger than in scenario W+.

The seasonal pattern of the impact of water level change on water exchange and current speed across the sill is dominated by the seasonal pattern of the changes below the SML, $\Delta V_{exc,B}$ and $\Delta v_{s,B}$ (Fig. 3.6g-h). The seasonal pattern of the changes of $\Delta V_{exc}$ and $\Delta v_s$ within the SML, $\Delta V_{exc,ML}$ and $\Delta v_{s,ML}$, respectively, were weaker as those of $\Delta V_{exc,B}$ and $\Delta v_{s,B}$ (Fig. 3.6d-g).

Future projections of the water level of Lake Constance suggest that water level change will be characterized by a reduced seasonal amplitude of the water level, i.e. higher levels in winter and lower levels in summer (scenario $W_{m,w+s}$). In comparison to scenario $W_m$, that uses the average long term seasonal change of the water level, the simulations with scenario $W_{m,w+s}$ predicted stronger inter-basin exchange during winter and reduced exchange during summer (Fig. 3.7). The annual mean impact of the water level change on water exchange assumed in scenario $W_{m,w+s}$ was smaller than that of the water level changes assumed in scenario $W_{m+}$ and $W_{m-}$ and opposite between the year with abundant and the year with little ice cover (Fig. 3.7b,d).
Figure 3.7: Impact of seasonally non-uniform changes in water level on water exchange $V_{exc}$. $\Delta V_{exc}$ is the difference between $V_{exc}$ in the “seasonal water level scenarios” $W_{m,-}$, $W_{m,+}$, $W_{m,w+s}$ and scenario $W_m$. $W_m$ assumes water levels that correspond to the multi-annual average seasonal course of the water level over the last 200 years (measured in LLC). $W_{m,w+s}$ assumes 0.3 m higher water levels during the winter months and 0.3 m lower water levels during summer months than in $W_m$. Scenarios $W_{m,+}$ and $W_{m,-}$ assume a constant increase and decrease of the water level by 0.3 m, respectively. The time series of $\Delta V_{exc}$ is shown for the time period a) November 2009 – December 2010, as representative for years with abundant winter ice cover, and c) November 2015 – December 2016, as representative for years with little winter ice cover. Annual averages of $\Delta V_{exc}$ are provided b) for November 2009 – December 2010 and d) for November 2015 – December 2016.

3.3.5 Transport of dissolved substance from the main inflow to GS

Dissolved substances introduced into LLC by river Seerhein are transported from its mouth in RS via ZS to GS (Fig. 3.26). The vertical distribution of the tracer along Trans1-G changed substantially during the season in 2010. Two days after the introduction of the tracer at Seerhein, tracer was vertically mixed in RS before reaching GS during the winter months,
whereas between May and October the tracer concentrations were maximal within the thermocline of RS and ZS (Fig. 3.26e-j). However, only in July and August 2010 tracer concentrations above the sill between ZS and GS were high (Fig. 3.26g-h). The tracer mass reaching GS within one month was substantially lower during winter than in summer (Fig. 3.8a). The seasonal pattern of the fractation of tracer mass introduced by Seerhein reaching GS (Fig. 3.8a) was positively correlated to $WL_S$ ($r = 0.55$, $p < 0.001$) and to the average $MLH_{I-G}$ ($r = 0.37$, $p < 0.001$). Between June and September $m_{TR,25}$ was larger than in spring and winter (Fig. 3.8) indicating a higher connectivity of surface water between inflow in RS, ZS and GS. Furthermore, in June and September a larger fraction of the river water reached GS faster than in spring and winter, as is indicated by the comparatively rapid increase of $m_{TR}$ in these months (Fig. 3.31).

**Figure 3.8:** Seasonal pattern of the fraction of tracer mass introduced by river Seerhein reaching GS, $m_{TR,25}$, (a) and the impact of climate warming and water level change (b-d). Panels (b) to (d) depict monthly changes in $m_{TR,25}$, $\Delta m_{TR,25}$, that are caused by the scenarios T4, W-, and W+, respectively.

In a warmer climate (scenario T4) substantially more tracer reached GS in winter and late fall than under current conditions (scenario T0) (Fig. 3.8b). E.g. in January and February the tracer mass transported into GS in scenario T4 is typically twice as large as in the reference
scenario T0 and the increase of $m_{TR,25}$ between scenarios T4 and T0, $\Delta m_{TR,25}$, can be more than 600% larger than $m_{TR,25}$ under reference conditions (February 2010: $m_{TR,25} = 0.53\%$ and $\Delta m_{TR,25} = 3.3\%$). In contrast, climate warming has essentially no effect on the connectivity between river Seerhein and GS during summer. A seasonally constant water level change as in the scenarios W+ and W- results in a comparatively small impact on the tracer mass reaching GS (Fig. 3.8c-d).

3.4 Discussion

3.4.1 Inter-basin exchange in LLC: Controlling factors

The identification of the main drivers controlling seasonal and inter-annual changes in inter-basin exchange in lakes with complex morphometry is important for the understanding of spatial heterogeneities in the distributions of dissolved substances and organisms and for the assessment of the potential impact of climatic and hydrological changes on these distributions.

The numerical simulations revealed a strong seasonal pattern in the inter-basin exchange between GS and ZS. The seasonal change in $V_{exc,m}$ results from two effects: a) the change in the exchange velocity across the sill between GS and ZS and b) the change in the area of the cross-section through which water flows across the sill:

$$\delta V_{exc,m} = \delta v_{S,m} \cdot A_{S,m,r} + v_{S,m,r} \cdot \delta A_{S,m} + \delta v_{S,m} \cdot \delta A_{S,m}$$

where $\delta V_{exc,m} = \delta V_{exc,m} - V_{exc,m,r}$, $\delta v_{S,m} = \delta v_{S,m} - v_{S,m,r}$, and $\delta A_{S,m} = \delta A_{S,m} - A_{S,m,r}$, and $V_{exc,m,r}$, $v_{S,m,r}$, and $A_{S,m,r}$ are $V_{exc,m}$, $A_{S,m}$ and $v_{S,m}$ at a reference month. The contribution of $\delta v_{S,m}$ to the seasonal change in water exchange, $\delta v_{S,m} \cdot \delta A_{S,m}$, is typically larger than the contribution to $\delta V_{exc,m}$ due to the change in $A_{S,m}$, $v_{S,m,r} \cdot \delta A_{S,m}$. The correlation of the changes in $v_{S,m}$ and $A_{S,m}$, $\delta v_{S,m} \cdot \delta A_{S,m}$, has only a very small influence on $\delta V_{exc,m}$ (Fig. 3.9).
Figure 3.9: The contributions of exchange velocity and the cross-sectional area above the sill to the change in the exchange velocity. (a) Seasonal changes of $V_{exc,m}$ in scenario T0, $\Delta V_{exc,m}$, and the contribution to $\Delta V_{exc,m}$ of the seasonal change in the exchange velocity, $\delta v_{S,m}$, and in the cross sectional area above the sill, $\delta A_{S,m}$: $\Delta V_{exc,m} = \delta v_{S,m} \cdot A_{S,m,r} + v_{S,m,r} \cdot \delta A_{S,m} + \delta v_{S,m} \cdot \Delta A_{S,m}$. $v_{S,m,r}$ and $A_{S,m,r}$ are the values of $A_{S,m}$ and $v_{S,m}$ at the reference months April, July, and October, respectively. (b-d) The contribution of $v_{S,m}$ and $A_{S,m}$ to changes in $V_{exc,m}$ resulting from warming (b: Scenario T4) and water level changes (c: Scenarios W+; d: Scenario W-): $\Delta V_{exc,m} = \Delta v_{S,m} \cdot A_{S,m,r} + v_{S,m,r} \cdot \Delta A_{S,m} + \Delta v_{S,m} \cdot A_{S,m}$. $\Delta$ denotes the difference between a property in T4, W+, or W- minus its value in reference scenario T0 in the corresponding month. $A_{S,m,r}$ and $v_{S,m,r}$ are the values of $A_{S,m}$ and $v_{S,m}$ in the reference scenario T0.

During the ice-free period, $\delta v_{S,m} \cdot A_{S,m,r}$ was typically more than two times larger than $v_{S,m,r} \cdot \Delta A_{S,m}$, e.g., from April to July and from July to October the change in the average current speed across the sill accounts for more than 70% of the increase and decrease, respectively, of the water exchange $V_{exc,m}$ (Fig. 3.9a). Between October and December, $v_{S,m}$ increased and $A_{S,m}$ decreased, but because the absolute value of $\delta v_{S,m} \cdot A_{S,m,r}$ was about two times larger than the absolute value of $v_{S,m} \cdot \Delta A_{S,m}$, $V_{exc,m}$ increased (Fig. 3.9a).
Since the seasonal change of $V_{exc,m}$ results from the seasonal change in $A_{Sm}$ and $v_{Sm}$, it is controlled by the factors determining $A_{Sm}$ and $v_{Sm}$. The seasonal change in $A_{Sm}$ is proportional to the seasonal change in water level (Fig. 3.3d) and hence determined by the hydrology in the catchments, i.e. by the inflows and outflows of the lake system. The seasonal change in $v_{Sm}$ results from the complex interaction between wind forcing, stratification, and water level affecting the vertical distribution of currents. Furthermore, $v_{Sm}$ is influenced by bottom friction, which depends on morphometry and water level at the sill (Fig. 3.22).

Wind speed and wind speed squared, which is proportional to forcing at the lake surface, remained rather constant over the season (Fig. 3.18). Thus, the seasonal course in $v_{Sm}$, and also of the current speed at the deepest stations in GS and ZS and at the sill, are not caused by the seasonal changes in wind forcing, but connected to the seasonal change in stratification, here indicated by the seasonal change in MLD, and in water level affecting friction.

Between April and October, $v_{Sm}$ and the vertical average of the current speed at MGS and MZS in the upper part of the water column (down to the depth of the sill) are larger at shallower and smaller at larger MLD (Figs. 3.3b and 3.19). Apparently, the efficiency of the transfer of wind energy to kinetic energy in the horizontal current field in the upper ~5 m of the water column increases with increasing stratification. Stratification suppresses vertical motion and thus less of the kinetic energy transferred by wind forcing to horizontal motions may be lost to vertical motions and turbulence (Bennett, 1974). Furthermore, stratification supports internal seiching that channels wind energy into oscillatory motions of the entire water column and thus may support larger horizontal current speeds by enhancing energy transfer from wind to water. The vertical distribution of the current speed in summer at MGS and MZS (Fig. 3.19) suggest the impact of seiching, as the current speed does not decrease much with depth but remains rather constant. Indeed, the velocity profiles at MGS and MZS show strong opposing currents within the upper 5 m that change periodically with time (Fig. 3.20).

From October to December current speeds at MGS, MZS and MSI increase, while the lake is essentially fully mixed in November and December (Fig. 3.19). Monthly mean vertical profiles of current speed at MGS and MZS show a larger but rather monotonous decrease from the surface.
to larger depth than summer profiles. In this period, a large portion of the water column in the open water moves synchronously in one direction. The inertia of this water body supports more continuous flow throughout the water column by reducing the influence of changing directions of wind forcing. During stratified conditions in summer, the currents move instead in opposite directions within and below the SML (Fig. 3.20) as a consequence of seiching. Hence, during unstratified conditions, the losses by friction within the water column are reduced, resulting in increased wind driven current speeds. Also in Lake Erie strong wind-driven currents were the cause for large inter-basin exchange during unstratified conditions (Niu et al., 2015).

With shallowing of the MLD in summer, the exchange velocity within and below the SML increased (Fig. 3.3g). However, despite the seasonal increase of $v_{s,ML}$, $V_{exc,ML}$ did not show a strong seasonal pattern, because the shallowing of the MLD in summer is associated with a decrease of the area of the cross-section available for water exchange within the SML. The decrease in cross-sectional area of the SML apparently compensated the increase of $v_{s,ML}$. The seasonal change in $V_{exc}$ was therefore dominated by the seasonal change in $V_{ex,B}$, which was a consequence of the combined effect of the seasonal change in $v_{s,B}$ and the seasonal increase in the cross-sectional area at the sill below the SML. The latter resulted from the decrease in MLD and additionally from the seasonal increase in water level.

The exchange velocity below the MLD increases more strongly than the exchange velocity within the SML (Fig. 3.3g). At same water depth, the shallower MLD the more currents from a larger distance to the bottom of the sill are included in the estimate of $v_{s,B}$. This may explain the comparatively large change in $v_{s,B}$ with decreasing MLD, because the effect of bottom friction on the current speed decreases with the distance to the bottom.

The scenario with constant water level in summer revealed that the seasonal increase in water level contributed to the increase of the overall exchange velocity $v_s$ (Fig. 3.22). This result suggests that at higher lake water level the impact of bottom friction on average currents is reduced (Gregg, 2004; Rueda & Cowen, 2005) and that water level changes therefore have an indirect impact on the seasonal change of $V_{exc}$ by altering the effects of bottom friction.

Summarizing for the open water period, the seasonal changes in $v_s$, $V_{s,ML}$, and $v_{s,B}$ result from 1) seasonal changes in the efficiency of the energy transfer from wind forcing to horizontal water
currents, II) seasonal changes in water level affecting the impact of friction on the current speed at the sill, and III) seasonal changes in cross-section available for exchange.

The formation or absence of ice is independently affecting water exchange causing high inter-annual variability of water exchange during winter months. The ice layer inhibits the transfer of wind energy to the water at the lake surface and thus leads to reduced horizontal current speeds and smaller inter-basin exchange (Fujisaki et al., 2013; Nguyen et al., 2017). Inter-basin exchange can therefore differ substantially between winters with the same water level but different ice coverage (Figs. 3.2a and 3.3a). However, the annual mean exchange is not necessarily larger in years with little winter ice cover than in years with abundant winter ice cover (Fig. 3.2) because water exchange is largest during the summer months, which compensates for low exchange during ice covered winters.

The spread of the river inflow into GS is affected by lake thermal structure (Fig. 3.26). In summer, river Seerhein intruded as density plume into the metalimnion of RS and ZS as its typical for river inflows during the stratified season (Serruya, 1974; Hebbert et al., 1979; LaBounty & Horn, 1997; Romero & Imberger, 2003; Effler et al., 2010; Laborde et al., 2010; Cortés et al., 2014) (Fig. 3.26). During unstratified conditions between late fall and spring, the introduced river water was typically vertically mixed already in RS and ZS before reaching the sill (Fig. 3.26). Hence, during strong stratification in summer tracer with high concentration was located at comparatively shallow depth in ZS and therefore could be more efficiently transported into GS than during other seasons. In addition, $V_{exc}$ is maximal during summer supporting a larger transport of tracer mass into GS in summer than between fall and spring.

3.4.2 Impact of climate warming and long-term water level change

Our simulations demonstrate that climate warming and long-term changes in water level can significantly affect the seasonal and the inter-annual pattern of inter-basin exchange in lakes. The change in water exchange patterns is a consequence of changes in ice cover, in thermal stratification, and in water level affecting cross-sectional area and the impact of friction at a sill.
In LLC, climate warming leads to reduced ice cover and, at an increase in the air temperature by 4°C, even to ice-free conditions in all years. The model results are consistent with observations from numerous lakes, which have demonstrated a substantial reduction in ice cover with warming over the last century (Magnuson et al., 2000), and with the results from several modeling studies investigating the impact of climate warming on ice cover (Walsh et al., 1998; Fang & Stefan, 2009; Yao et al., 2014; Woolway & Merchant, 2019; Gronchi et al., 2021). In addition to the loss in ice-cover, our simulations indicate that climate warming results in an earlier onset of stratification, a longer duration of the stratified period and the development of a shallower MLD especially in spring and fall. These predicted changes in stratification are consistent with observations (e.g. Livingstone et al., 2003) and results from several modelling studies (Robertson & Ragotzkie, 1990; Coats et al., 2006; Peeters et al., 2007a, ; MacKay et al., 2009; Perroud et al., 2009; Dibike et al., 2011; Wahl & Peeters, 2014).

The effects of climate warming on ice cover and stratification result in higher inter-basin exchange especially during winter, spring and late fall. These changes in water exchange are caused by changes in the exchange velocity $v_S$, as is indicated by the large contribution of $\Delta v_{S,m} A_{S,m,r}$ to $\Delta V_{exc,m}$ (Fig. 3.9b) where $A_{S,m,r}$ refers to $A_{S,m}$ in the same month in scenario T0. The most significant increase in inter-basin exchange occurs during the winter months because the loss of ice cover allows for increased transfer of wind energy to the horizontal currents, i.e. an increased importance of wind driven currents for inter-basin water exchange. The change in stratification apparently also results in larger $v_S$ and thus in larger water exchange, only in spring and late fall, but not during the summer months. During the summer, MLD was already rather small under reference conditions such that climate warming had comparatively small impact on water column stratification and current speed.

In contrast to climate warming an increase in water level (scenario W+) causes the largest increase in water exchange during summer and the smallest in February. The water level increase is associated by an almost proportional increase in the area of the cross-section above the sill, and thus a seasonally homogenous increase in water exchange. However, the contribution due to the increased $A_{S,m}$ to the changes in water exchange caused by scenario W+, $\Delta V_{exc,m}$ ($\Delta V_{exc,m}=\Delta v_{S,m} A_{S,m,r} + v_{S,m,r} \Delta A_{S,m} + \Delta v_{S,m} A_{S,m}$), increases seasonally (Fig. 3.9c). Subscript $r$ refers to...
conditions in the same month in scenario T0. In summer the same change in cross section caused by the water level scenario \( \Delta A_{S,m} \) results in a larger contribution \( v_{S,m,r} \cdot \Delta A_{S,m} \) than in winter because \( v_{S,m,r} \) (\( v_{S,m} \) in reference scenario T0) is larger in summer than in winter.

In scenario W+, \( \cdot \Delta v_{S,m} \) contributed as much to \( \Delta V_{exc,m} \) as \( \cdot \Delta A_{S,m} \), and the increase of \( v_{S,m} \) was larger in summer than in winter (Fig. 3.6b). Increased water levels result in larger exchange velocity \( v_{S,m} \), because at a higher water level the effects of bottom friction are reduced. Further, at higher water levels the integration in the calculation of \( v_{S,m} \) includes velocities at larger distance from the bottom, that typically have a larger magnitude of the component across the transect than currents closer to the sill.

In the scenario with reduced water level (scenario W-) \( \Delta v_{S,m} \cdot A_{S,m,r} \) and \( v_{S,m,r} \cdot A_{S,m} \) are both negative because the seasonal changes in \( v_{S,m} \) and \( A_{S,m} \) are smaller than in the reference scenario T0 (Fig. 3.9d). Similar to W+, the absolute values of \( \Delta v_{S,m} \cdot A_{S,m,r} \) and \( v_{S,m} \cdot \Delta A_{S,m,r} \) were about the same and largest in summer (Fig. 9d). Since the absolute change of \( v_{S,m} \) caused by W+ with respect to T0 is smaller than the one caused by W+, the absolute value of \( \Delta v_{S,m} \cdot A_{S,m,r} \) was larger in W-. This supports the hypothesis that the bottom friction decrease with increasing water level. Climate warming, characterized by an increased air temperature of 4°C, and water level change, characterized by a level increase of 0.3 m throughout the year, have both a strong impact on inter-basin water exchange. The results of the scenarios T4 and W+ show a similar maximum change in \( V_{exc} \) but the impact on \( V_{exc} \) has an opposite seasonal patterns.

Projections for Lake Constance suggest a reduced seasonal amplitude of water levels, i.e. higher water levels in winter and lower water levels in summer than today (Ostendorp et al., 2020) (scenario \( W_{m,w+s} \), Fig. 3.24). Consequently, water exchange in scenario \( W_{m,w+s} \) increased in the winter months and decreased in the summer months. Hence climate warming together with the projected seasonal change in water level will substantially enhance water exchange during the winter months, as increased wind forcing due to reduced ice cover in a warmer climate combines with increased area of the cross-section for water exchange and reduced effects of bottom friction. In summer, in contrast, climate warming has essentially no impact and reduced water levels cause a decrease in \( V_{exc} \). Overall, the seasonal pattern of inter-basin exchange in
LLC is therefore expected to change substantially in the future and will be characterized by much stronger water exchange in winter and lower water exchange in summer than today.

However, the seasonal pattern of the water level change in LLC is strongly influenced by the large alpine catchment of ULC with snow melt in the catchment causing a comparatively late increase of the water level in early summer. Projected seasonal water level changes depend on the assumption of a change in precipitation and snow melt during winter. Hence, other lake systems may experience a change in the seasonal pattern of water level due to climate change that differs from that described here in scenario $W_{m,w+s}$. Nevertheless, the results from the scenarios with constant shifts in water level $W+$ and $W-$ provide a good indication of the implications of water level changes and can serve as a guideline for other lakes.

### 3.4.3 Implications of the changes in connectivity between basins

The seasonal pattern of water exchange in LLC implies a stronger lateral exchange of dissolved substances and organisms between GS and ZS and thus laterally more homogenous conditions in summer than in winter. In a warmer climate, the increase of water exchange in winter together with the increase in light availability resulting from shorter ice cover duration or absence of ice cover, will impact phytoplankton bloom development in ZS and GS that typically occurs between January and March (IGKB 2018). Reduced summer water levels predicted for LLC in a warmer climate are expected to cause reduced water exchange and thus larger horizontal differences of dissolved substances and organisms between the sub-basin of LLC especially during summer months. E.g. cyanobacteria typically develop larger abundances in GS than in ZS and RS (IGKB 2012, IGKB 2016). A reduction of the water exchange across the sill in summer may imply a reduction of the export of cyanobacteria from GS to ZS, which may result in larger cyanobacteria populations in GS than today.

Dissolved phosphorus concentrations are typically lower in ULC than in LLC. Thus an increased connectivity between GS and ULC expected for a warmer climate will affect nutrient concentrations in GS especially in winter/early spring and thus may alter primary production during spring bloom and the consecutive plankton development.
Summarizing, climate warming and water level changes not only alter the amount of water exchanged between basins, but also the seasonal pattern of inter basin exchange. The impact of climate warming and water level change on the inter-connectivity between basins therefore can be expected to have a seasonally differential impact on the lateral distribution of dissolved substances and organisms in lakes.
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Supplements

3A. Model of Lake Constance

The hydrodynamic model of LC used to derive the inflow temperature of the Seerhein was previously set up and validated in Caramatti et al. (2020). The model was characterized by a 300 m x 300 m horizontal grid and 70 vertical layers of variable thickness. The vertical resolution was 1 m in the upper 29 layers and 10 m in the lower 10 layers. Between the 30th and 57th layer the vertical resolution varied slowly between 1 and 10 m. The major inflows of LC, according to Stewart (1988), were considered and the water level was kept constant to the mean water level during the simulated period (396 m a. s. l.), by adjusting the outflow discharge with a water balance.

Water temperature in LC was initialized by means of data from a thermistor chain (RBR-solo, vertical resolution 0.5 to 2 m in the upper 20 m and coarser below) at the station EU, the deepest station in the Überlingen basin of ULC, and data with a coarser resolution (from 5 to 20 m) from the Landesanstalt fuer Umwelt Baden-Wuerttemberg (LUBW) at station FU (the deepest point of ULC), MGS, MZS and MRH. Horizontally resolved wind fields (COSMO-MeteoSwiss, resolution 2.2 km until August 2016 and then 1.1 km) were linearly interpolated to the computational grid of LC. Except for the wind field, the model was driven with horizontally uniform meteorological data. For the climate warming scenario (T4) the model was run with increased air temperature (+4°C) and increased inflow temperature (95% of the increase in air temperature). The new initial conditions were derived after a pre-run repeating the meteorological and flow conditions of the year 2009 in a warmer scenario.

![Simulated multi-annual course of Seerhein temperature in the scenarios T0 and T4.](image)

**Figure 3.10:** Simulated multi-annual course of Seerhein temperature in the scenarios T0 and T4.
3B. Model Validation

Model results and observations of water temperature were compared at the two stations MGS and MZS for three consecutive years (2010, 2011, and 2012) to validate the model performance in terms of thermal structure throughout the season and among years (Fig. 3.11).

The agreement between simulated thermal structure and monthly temperature profiles was evaluated using the root mean square error (RMSE). A mean RMSE was computed for each of the four periods described above (December-March, April-May, June-September, October-November) and is presented in Tab. 3.1. The model represents the thermal structure most accurately between October and March, with a mean RMSE between 0.37 and 1.08°C in ZS and 0.97 and 1.82°C in GS. During the winter months (from December-March), the mean RMSE was 0.85, 0.37, 0.45°C in ZS for the years 2010, 2011, 2012 and 1.03, 0.98°C in GS for the years 2010, 2012 (no data available in 2011). The simulation was least accurate in the period June-September, with a maximum mean RMSE of 1.49 at MZS and 2.34°C at MGS. In each case, the model reproduced the thermal structure more accurately at station MZS than at MGS. Text published in Caramatti et al. (2020).

Figure 3.11: Model validation: Seasonal differences in thermal structure between observed (continuous line) and simulated (dotted line) temperature in Gnadensee (GS) and Zeller
See (ZS) for characteristic snapshots of three consecutive years (2010, 2011 and 2012). Figure published in Caramatti et al. (2020).

Table 3.1: Model validation based on temperature. RMSE between measured and simulated temperature profiles of the sub-basins Gnadensee and Zeller See. Table published in Caramatti et al. (2020).

<table>
<thead>
<tr>
<th></th>
<th>Gnadensee</th>
<th></th>
<th>Zeller See</th>
</tr>
</thead>
<tbody>
<tr>
<td>2010</td>
<td>1.03</td>
<td>2.16</td>
<td>2.26</td>
</tr>
<tr>
<td>2011</td>
<td>-</td>
<td>2.01</td>
<td>2.06</td>
</tr>
<tr>
<td>2012</td>
<td>0.98</td>
<td>1.59</td>
<td>2.34</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

The simulated current velocities across the sill between Gnadensee (GS) and Zeller See (ZS) were compared with field measurements taken with an Aquadopp HR Profiler (Nortek) at position M_{AQ} (Fig. 3.12). The field instrument was looking upward measuring between 0.7 – 1.7 m above the ground (mean water depth: 2.5 m) with a high vertical resolution of 0.05 m and a sampling rate of 5 s. Field data was collected between 7/7/2018 – 28/11/2018. The model output was extrapolated at the position M_{AQ} and at the depth investigated by the Aquadopp. The simulated components of the current velocity were interpolated to the time of the field measurements (1 hour interval). Both time series were then smoothed weekly and thereafter the RMSE between model and data was calculated.
Figure 3.12: Model validation of currents across the sill between GS and ZS. Comparison between observed (blue) and simulated (orange) current speed \( v_{AQ} \), as well as the along- and across-velocity components \( v_{AQ,\text{along}} \) and \( v_{AQ,\text{across}} \) at station \( M_{AQ} \) with respect to TransM-R.

3C. Lake thermal structure

Figure 3.13: Simulated MLDGS. The duration of the stratification period at \( M_{GS} \) is shaded in yellow.
Figure 3.14: Simulated $\text{MLD}_{GS}$ in the scenario T4. The duration of the stratification period at $M_{GS}$ is shaded in yellow.

Figure 3.15: Simulated $\text{MLD}_{ZS}$. The duration of the stratification period at $M_{ZS}$ is shaded in yellow.
Figure 3.16: Simulated $\text{MLD}_{ZS}$ in the scenario T4. The duration of the stratification period at $M_{ZS}$ is shaded in yellow.
Table 3.2: Timing and deviation of the summer stratification period between the reference scenario T0 and the climate change scenario T4 at station MGS.

<table>
<thead>
<tr>
<th>Year</th>
<th>Beginning of stratification (doy)</th>
<th>Ending of stratification (doy)</th>
<th>Duration stratification (days)</th>
<th>Δ Beginning of stratification (days)</th>
<th>Δ Ending of stratification (days)</th>
<th>Δ Duration of stratification (days)</th>
</tr>
</thead>
<tbody>
<tr>
<td>T0</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2009</td>
<td>91</td>
<td>308</td>
<td>217</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>2010</td>
<td>95</td>
<td>315</td>
<td>220</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>2011</td>
<td>88</td>
<td>319</td>
<td>231</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>2012</td>
<td>84</td>
<td>315</td>
<td>231</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>2013</td>
<td>104</td>
<td>315</td>
<td>211</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>2014</td>
<td>77</td>
<td>321</td>
<td>244</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>2015</td>
<td>98</td>
<td>318</td>
<td>220</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>2016</td>
<td>88</td>
<td>291</td>
<td>203</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>2017</td>
<td>84</td>
<td>280</td>
<td>196</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Average</td>
<td>90</td>
<td>309</td>
<td>219</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>T4</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2009</td>
<td>85</td>
<td>326</td>
<td>241</td>
<td>- 6</td>
<td>18</td>
<td>24</td>
</tr>
<tr>
<td>2010</td>
<td>76</td>
<td>329</td>
<td>253</td>
<td>- 19</td>
<td>14</td>
<td>33</td>
</tr>
<tr>
<td>2011</td>
<td>69</td>
<td>333</td>
<td>264</td>
<td>- 19</td>
<td>14</td>
<td>33</td>
</tr>
<tr>
<td>2012</td>
<td>61</td>
<td>336</td>
<td>275</td>
<td>- 23</td>
<td>21</td>
<td>44</td>
</tr>
<tr>
<td>2013</td>
<td>90</td>
<td>325</td>
<td>235</td>
<td>- 14</td>
<td>10</td>
<td>24</td>
</tr>
<tr>
<td>2014</td>
<td>53</td>
<td>339</td>
<td>286</td>
<td>- 24</td>
<td>18</td>
<td>42</td>
</tr>
<tr>
<td>2015</td>
<td>65</td>
<td>329</td>
<td>264</td>
<td>- 33</td>
<td>11</td>
<td>44</td>
</tr>
<tr>
<td>2016</td>
<td>76</td>
<td>304</td>
<td>228</td>
<td>- 12</td>
<td>13</td>
<td>25</td>
</tr>
<tr>
<td>2017</td>
<td>68</td>
<td>300</td>
<td>232</td>
<td>- 16</td>
<td>20</td>
<td>36</td>
</tr>
<tr>
<td>Average</td>
<td>71</td>
<td>325</td>
<td>253</td>
<td>- 18</td>
<td>15</td>
<td>34</td>
</tr>
</tbody>
</table>
Table 3.3: Timing and deviation of the summer stratification period between the reference scenario T0 and the climate change scenario T4 at station M25.

<table>
<thead>
<tr>
<th>Year</th>
<th>Beginning of stratification (doy)</th>
<th>Ending of stratification (doy)</th>
<th>Duration stratification (days)</th>
<th>Δ Beginning of stratification (days)</th>
<th>Δ Ending of stratification (days)</th>
<th>Δ Duration of stratification (days)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Scenario T0</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2009</td>
<td>91</td>
<td>301</td>
<td>210</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>2010</td>
<td>94</td>
<td>289</td>
<td>195</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>2011</td>
<td>83</td>
<td>315</td>
<td>232</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>2012</td>
<td>83</td>
<td>296</td>
<td>213</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>2013</td>
<td>103</td>
<td>288</td>
<td>185</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>2014</td>
<td>75</td>
<td>307</td>
<td>232</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>2015</td>
<td>97</td>
<td>298</td>
<td>201</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>2016</td>
<td>87</td>
<td>279</td>
<td>192</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>2017</td>
<td>83</td>
<td>278</td>
<td>195</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Average</td>
<td>88</td>
<td>295</td>
<td>206</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Scenario T4</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2009</td>
<td>83</td>
<td>320</td>
<td>237</td>
<td>- 8</td>
<td>19</td>
<td>27</td>
</tr>
<tr>
<td>2010</td>
<td>76</td>
<td>320</td>
<td>244</td>
<td>- 18</td>
<td>31</td>
<td>49</td>
</tr>
<tr>
<td>2011</td>
<td>69</td>
<td>335</td>
<td>266</td>
<td>- 14</td>
<td>20</td>
<td>34</td>
</tr>
<tr>
<td>2012</td>
<td>59</td>
<td>328</td>
<td>269</td>
<td>- 24</td>
<td>32</td>
<td>56</td>
</tr>
<tr>
<td>2013</td>
<td>65</td>
<td>312</td>
<td>247</td>
<td>- 38</td>
<td>24</td>
<td>62</td>
</tr>
<tr>
<td>2014</td>
<td>52</td>
<td>325</td>
<td>273</td>
<td>- 23</td>
<td>18</td>
<td>41</td>
</tr>
<tr>
<td>2015</td>
<td>64</td>
<td>324</td>
<td>260</td>
<td>- 33</td>
<td>26</td>
<td>59</td>
</tr>
<tr>
<td>2016</td>
<td>76</td>
<td>291</td>
<td>215</td>
<td>- 11</td>
<td>12</td>
<td>23</td>
</tr>
<tr>
<td>2017</td>
<td>68</td>
<td>294</td>
<td>226</td>
<td>- 15</td>
<td>16</td>
<td>31</td>
</tr>
<tr>
<td>Average</td>
<td>68</td>
<td>317</td>
<td>249</td>
<td>- 20</td>
<td>22</td>
<td>42</td>
</tr>
</tbody>
</table>
3D. COSMO wind field

The COSMO wind field (MeteoSwiss) was linearly interpolated to the computational grid of LLC and ULC. The wind field had a spatial resolution of 2.2 km before August 2016 and afterwards 1.1 km. The north- and east-wind components were derived in the closest points to TransM-R of both grids (Fig. 3.17) to investigate their correlation with the inter-basin water exchange.

Wind components were computed along and across TransM-R (Across_w, Along_w) and then averaged monthly to observe the existence of a wind seasonal pattern. The wind speed, WS, and direction, WD, were computed from the monthly-averaged north- and east-wind components.

The wind flows on average south-westwards (from GS to ZS). However, the average speed of the wind flow across and along the sill did not show a pronounced seasonal pattern (Fig. 3.18).

Figure 3.17: Selected points closest to TransM-R of the wind field a) with a 2.2 km (station 192) and b) 1.1 km) resolution (station 766).
Figure 3.18: Seasonal pattern of monthly-averaged wind at the grid point of the COSMO windfield closest to TransM-R (station 192 and 766). Note that the wind direction $WD$ is expressed relative to the north direction and $WS^2$ represents the wind speed squared, which is proportional to the wind forcing at the lake surface.
3E. Statistical analyses

Linear regression analysis was applied to investigate potential links between $V_{\text{exc}}$, $W_L$, $A_S$, $v_s$, $MLD_{SI}$, $WS$ (Fig. 3.4). The analysis was performed using multi-annual averages (January 2010 to December 2017) of monthly-mean data from considering two different data sets: a) considering the ice free season April to December and (b) considering all month.

**Table 3.4:** Results from the regression analyses of the seasonal change in multi-annual averages of monthly mean values considering the ice free season April to December. The variables included in this analysis are the multi-annual averages (years 2010-2017) of monthly-mean properties water exchange $V_{\text{exc,m}}$, water level $W_L$, area of the cross-section above along TransM-R the sill $A_S$, current speed across TransS, $v_s$, mixed layer depth at the station $MLD_{SI}$, and wind speed close to the sill $WS$.

<table>
<thead>
<tr>
<th></th>
<th>$r$</th>
<th>$R^2$</th>
<th>p-value</th>
</tr>
</thead>
<tbody>
<tr>
<td>$W_L$</td>
<td>$V_{\text{exc,m}}$</td>
<td>0.93</td>
<td>0.86</td>
</tr>
<tr>
<td>$A_S$</td>
<td>$V_{\text{exc,m}}$</td>
<td>0.93</td>
<td>0.86</td>
</tr>
<tr>
<td>$v_s$</td>
<td>$V_{\text{exc,m}}$</td>
<td>0.99</td>
<td>0.98</td>
</tr>
<tr>
<td>$MLD_{SI}$</td>
<td>$V_{\text{exc,m}}$</td>
<td>-0.83</td>
<td>0.69</td>
</tr>
<tr>
<td>$W_L$</td>
<td>$v_s$</td>
<td>0.87</td>
<td>0.77</td>
</tr>
<tr>
<td>$MLD_{SI}$</td>
<td>$v_s$</td>
<td>-0.82</td>
<td>0.68</td>
</tr>
<tr>
<td>$W_L$</td>
<td>$A_S$</td>
<td>-0.77</td>
<td>0.60</td>
</tr>
<tr>
<td>$MLD_{SI}$</td>
<td>$W_L$</td>
<td>-0.77</td>
<td>0.60</td>
</tr>
<tr>
<td>$MLD_{SI}$</td>
<td>$A_S$</td>
<td>1.00</td>
<td>1.00</td>
</tr>
<tr>
<td>$WS$</td>
<td>$V_{\text{exc,m}}$</td>
<td>0.24</td>
<td>0.06</td>
</tr>
<tr>
<td>$WS$</td>
<td>$v_s$</td>
<td>0.32</td>
<td>0.10</td>
</tr>
</tbody>
</table>
Table 3.5: Results from the regression analyses of the seasonal change in multi-annual averages of monthly mean values considering all months. The variables included in this analysis are the multi-annual averages (years 2010-2017) of monthly-mean properties water exchange $V_{exc,m}$, water level $WL_{S,m}$, area of the cross-section above along TransM-R the sill $A_{S,m}$, current speed across TransS, $v_{S,m}$, mixed layer depth at the station MS $MLD_{SI,m}$, and wind speed close to the sill $WS_m$.

<table>
<thead>
<tr>
<th></th>
<th>$r$</th>
<th>$R^2$</th>
<th>$p$-value</th>
</tr>
</thead>
<tbody>
<tr>
<td>$WL_{S,m}$</td>
<td>0.95</td>
<td>0.91</td>
<td>&lt;0.001</td>
</tr>
<tr>
<td>$A_{S,m}$</td>
<td>0.95</td>
<td>0.91</td>
<td>&lt;0.001</td>
</tr>
<tr>
<td>$v_{S,m}$</td>
<td>0.99</td>
<td>0.98</td>
<td>&lt;0.001</td>
</tr>
<tr>
<td>$MLD_{SI,m}$</td>
<td>-0.56</td>
<td>0.31</td>
<td>0.06</td>
</tr>
<tr>
<td>$WL_{S,m}$</td>
<td>0.92</td>
<td>0.84</td>
<td>&lt;0.001</td>
</tr>
<tr>
<td>$MLD_{SI,m}$</td>
<td>-0.50</td>
<td>0.25</td>
<td>0.10</td>
</tr>
<tr>
<td>$WL_{S,m}$</td>
<td>-0.52</td>
<td>0.27</td>
<td>0.08</td>
</tr>
<tr>
<td>$MLD_{SI,m}$</td>
<td>-0.52</td>
<td>0.27</td>
<td>0.08</td>
</tr>
<tr>
<td>$MLD_{SI,m}$</td>
<td>1.00</td>
<td>1.00</td>
<td>&lt;0.001</td>
</tr>
<tr>
<td>$WS_m$</td>
<td>0.00</td>
<td>0.00</td>
<td>0.99</td>
</tr>
<tr>
<td>$WS_m$</td>
<td>0.04</td>
<td>0.00</td>
<td>0.89</td>
</tr>
</tbody>
</table>

Linear regression analysis was applied to investigate potential links between $V_{exc}$ and $v_s$ above and below the MLDs and other properties relevant for water exchange at the sill ($WL_s$, $A_s$, $MLD_s$, $WS$). The analysis was performed using multi-annual averages (January 2010 to December 2017) of monthly-mean data considering the ice free season April to December.
Table 3.6: Linear regression analysis of the seasonal change $V_{exc}$ and $v_S$ above and below the mixed layer depth along TransM-R, MLD_S, as function of water level and mixed layer depth at M_SI, MLD_SI. Analyses are based on multi-annual average monthly-mean data and consider only the ice-free season from April to December.

<table>
<thead>
<tr>
<th></th>
<th>$r$</th>
<th>$R^2$</th>
<th>$p$-value</th>
</tr>
</thead>
<tbody>
<tr>
<td>$WLS_{m}$</td>
<td>0.17</td>
<td>0.03</td>
<td>0.67</td>
</tr>
<tr>
<td>$MLD_{SI,m}$</td>
<td>0.28</td>
<td>0.08</td>
<td>0.47</td>
</tr>
<tr>
<td>$WLS_{m}$</td>
<td>0.92</td>
<td>0.85</td>
<td>&lt;0.001</td>
</tr>
<tr>
<td>$MLD_{SI,m}$</td>
<td>-0.92</td>
<td>0.84</td>
<td>&lt;0.001</td>
</tr>
<tr>
<td>$WLS_{m}$</td>
<td>0.88</td>
<td>0.77</td>
<td>&lt;0.001</td>
</tr>
<tr>
<td>$MLD_{SI,m}$</td>
<td>-0.87</td>
<td>0.76</td>
<td>&lt;0.001</td>
</tr>
<tr>
<td>$WLS_{m}$</td>
<td>0.90</td>
<td>0.81</td>
<td>&lt;0.001</td>
</tr>
<tr>
<td>$MLD_{SI,m}$</td>
<td>-0.92</td>
<td>0.84</td>
<td>&lt;0.001</td>
</tr>
</tbody>
</table>

Climate warming induced changes in monthly mean current speed across the sill ($\Delta V_S$, $\Delta V_{S,ML}$, $\Delta V_{S,B}$) and in water exchange ($\Delta V_{exc}$, $\Delta V_{exc,ML}$, $\Delta V_{exc,B}$) were compared to changes in monthly MLD at the station M_SI ($\Delta MLD_{SI}$) using linear regression analysis (Tab. 3.7). The change of a property indicated by $\Delta$ is the monthly mean difference between the value of this property in scenario T4 minus its value in scenario T0. The regression analyses only consider the ice-free season from April to December.
Table 3.7: Results on from a linear regression analysis comparing the impact of climate warming on water exchange and on exchange velocity with the corresponding change in mixed layer depth at the deepest station on the sill ($\Delta MLD_{SI}$). Analyses are based on monthly-mean data. $\Delta$ indicates the difference between the monthly mean value in scenario T4 minus its value in scenario T0. The linear regression considered only the ice-free season from April to December.

<table>
<thead>
<tr>
<th>$\Delta MLD_{SI}$</th>
<th>$\Delta V_{exc}$</th>
<th>$r$</th>
<th>$R^2$</th>
<th>$p$-value</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\Delta V_{exc,ML}$</td>
<td>$\Delta MLD_{SI}$</td>
<td>0.59</td>
<td>0.35</td>
<td>0.09</td>
</tr>
<tr>
<td>$\Delta V_{exc,B}$</td>
<td>$\Delta MLD_{SI}$</td>
<td>-0.82</td>
<td>0.67</td>
<td>0.01</td>
</tr>
<tr>
<td>$\Delta V_{S}$</td>
<td>$\Delta MLD_{SI}$</td>
<td>-0.51</td>
<td>0.26</td>
<td>0.16</td>
</tr>
<tr>
<td>$\Delta V_{S,ML}$</td>
<td>$\Delta MLD_{SI}$</td>
<td>-0.60</td>
<td>0.36</td>
<td>0.09</td>
</tr>
<tr>
<td>$\Delta V_{S,B}$</td>
<td>$\Delta MLD_{SI}$</td>
<td>-0.87</td>
<td>0.76</td>
<td>&lt;0.001</td>
</tr>
</tbody>
</table>

3F. Currents in the open water at MGS and MZS and at the sill

The vertical and seasonal pattern of the simulated currents at the sill were compared with the simulated currents at the stations MGS and MZS. The vertical profiles of current speed in MGS, MZS and MSi, and the across speed component at MSi were averaged monthly and between the years 2010 - 2017. The profiles were then compared in the months July and December, as representative of stratified and fully-mixed water column (Fig. 3.19a-d).

Additionally, we vertically averaged the monthly-mean current speeds at MGS, MZS and MSi, and the across speed component at MSi to compare the seasonal pattern in the open water of Gnadensee and Zellersee and at the deepest station on the sill. The currents speeds were averaged from the water surface to the maximum water depth at the deepest station of the sill.

The vertical current velocity components at MGS and MZS were compared in three different periods of the year 2010, as representative of the different thermal conditions in the lake: in April (establishment of stratification), in July (stable stratification) and in November (fully-mixed water column). For each month, 10 days were shown in the figures 3.20 and 3.21.
Figure 3.19: Vertical profiles and seasonal changes of mean currents in the open water of Gnadensee and Zellersee and at the deepest station of the sill. Profiles are multi-annual averages (2010-2017) of monthly mean current profiles for July and December at station a) M\textsubscript{GS}, b) M\textsubscript{ZS} and c) M\textsubscript{SI}. In addition, similarly constructed profiles of the speed of the current across the sill at the deepest station of the sill are depict in d). The symbols in e-h show the monthly mean vertically averaged current speed at e) M\textsubscript{GS}, f) M\textsubscript{ZS} and g) M\textsubscript{SI} and h) of the speed across the sill at M\textsubscript{SI}. The vertical profiles and the vertical averages extend over the elevation range from the deepest point of the sill to the water surface. The multi-annual averages consider only the depth range available in all years, i.e. from the surface down to the multi-annual minimum of the monthly mean Ds. The black line connects the multi-annual average of the monthly values (years 2010 – 2017).
Figure 3.20: Currents in MGS and MZS. The north and east components of the current velocity at MGS and MZS were compared for the year 2010 in April (establishment of stratification), in July (stable stratification) and in November (fully-mixed water column). The mixed layer depth at MGS and MZS is indicated by a red line, whereas the dashed line refers to the minimum elevation of TransM-R.

Figure 3.21: Currents at MGS and MZS from the surface down to the minimum elevation of TransM-R. The north and east components of the current velocity at MGS and MZS were compared for the year 2010 in April (establishment of stratification), in July (stable stratification) and in November (fully-mixed water column). The mixed layer depth at MGS and MZS is indicated by a red line.
3G. Sensitivity analysis

A sensitivity analysis was conducted to investigate the seasonal change of $V_{exc}$ and $v_s$ relative to the seasonal change in water level by applying a scenario in which the outflow was adjusted to provide a constant water level in LLC with all other conditions being the same as in scenario T0. The year 2010 was used as reference for the analysis. The scenario considered a constant water level from April to December (IOA).

The response of the system to the scenarios was analyzed at the sill comparing the monthly-mean water exchange ($V_{exc}$) and mean current speed ($v_s$) with the reference scenario T0, and at the stations MGS and MZS comparing the monthly- and vertically-averaged current speed ($v_{GZ}$ and $v_{ZS}$) of IOA with T0.

Figure 3.22: Results of the sensitivity analysis for the year 2010 at the sill and at the stations MGS and MZS. The reference scenario was T0 (black line). The scenario with constant water level starting in April was called IOA. The response of the system to the scenarios was analyzed at the sill comparing the monthly-mean water exchange ($V_{exc}$) and mean current speed ($v_s$) with the reference scenario, and at the stations MGS and MZS comparing the monthly- and vertically-averaged current speed ($v_{GZ}$ and $v_{ZS}$) of IOA with T0.
3H. Ice cover in the water level scenarios

Figure 3.23: Maximum ice coverage of the lake surface during each winter in the scenarios T0, W+ and W- between 2010 and 2018.

3I. Seasonal water level scenarios

Figure 3.24: Seasonal water level scenarios. $W_m$ represents the mean seasonal course of water level over the last 200 years which was measured in LLC, whereas $W_{m,w+s-}$ represents a 30 cm higher water level during the winter months and a 0.3 m lower water level during summer. The water level scenario $W_{m+}$ considers a constant increase of 0.3 m with respect to $W_m$ over the year, while $W_{m-}$ a decrease of 0.3 m.
Figure 3.25: Seasonal course of water exchange $V_{exc}$, exchange velocity $v_s$ and additional parameters for the scenario $W_m$. Seasonal pattern of a) percentage of lake surface covered by ice cover, b) water exchange $V_{exc}$, c) mixed layer depth at $M_{Sl}$, $MLD_S$, and d) exchange velocity across the sill $v_s$. Simulation results are provided for the year 2010 (blue), which was characterized by abundant ice cover, and for the year 2016 (red) which was characterized by little ice cover.
3J. Tracer experiments

Figure 3.26: Spreading of the tracer along Trans$_{LG}$ for the reference scenario in 2010. Panel a) to l) show the distribution of the tracer concentration 2 days after the beginning of the tracer experiments, which was re-started at the 1st day of each month. The black dots indicate the MLH$_{LG}$. The dashed lines delimit the three sub-basins.
Figure 3.27: Spreading of the tracer along Trans\(_{LG}\) for the scenario T4 in 2010. Panel a) to l) show the distribution of the tracer concentration 2 days after the beginning of the tracer experiments, which was re-started at the 1st day of each month. The black dots indicate the MLH\(_{LG}\). The dashed lines delimit the three sub-basins.
Figure 3.28: Spreading of the tracer along Trans$_{LG}$ for the scenario W+ in 2010. Panel a) to l) show the distribution of the tracer concentration 2 days after the beginning of the tracer experiments, which was re-started at the 1st day of each month. The black dots indicate the MLH$_{LG}$. The dashed lines delimit the three sub-basins.
Figure 3.29: Spreading of the tracer along Trans$_{I-G}$ for the scenario W- in 2010. Panel a) to l) show the distribution of the tracer concentration 2 days after the beginning of the tracer experiments, which was re-started at the 1st day of each month. The black dots indicate the MLH$_{I-G}$. The dashed lines delimit the three sub-basins.

Figure 3.30: Time series of the tracer mass in GS ($M_{TR,GS}$) for each month and for all years.
Figure 3.31: Time series of the fraction of the tracer mass in GS ($M_{TR,GS}$) divided by the mass of tracer introduced in the lake ($M_{TR}$), i.e. $m_{TR}$ for each month and for all years.
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Abstract

Lakes with substantial horizontal variability in hydrodynamic and water quality require a three-dimensional analysis to accurately simulate their spatiotemporal heterogeneous conditions. Here, we applied the three-dimensional hydrodynamic and ecological model AEM3D to simulate water quality and phytoplankton community in the morphologically complex lake Lower Lake Constance (LLC, Germany). LLC is subdivided into three basins (Gnadensee, Zeller See and Rheinsee) which differ in depth, hydrodynamic conditions, and winter ice cover. Measured data reflect moreover a system with large spatiotemporal biogeochemical variability. The goal of the study was to demonstrate that this temporal and spatial heterogeneity can be adequately simulated with a 3-D numerical model. Results indicated that the model successfully captured the heterogeneity of the system, simulating well the nutrient and phytoplankton dynamics in the three sub-basins. The simulated dissolved oxygen dynamics compared well with the monthly field measurements in all the three basins. Consistent with observations, the model simulates more severe anoxic conditions in the deep water of Gnadensee than in the other basins although Gnadensee is the shallowest of the three basins. The model simulated well also the nutrient dynamics at the lake surface, whereas the nutrient exchange with sediment during summer stratification was not fully described by the model, especially in the basin of Gnadensee. In agreement with field data the simulated chlorophyll-a concentration was larger in Gnadensee and Zeller See than in Rheinsee. The typical phytoplankton seasonal succession in the lake was well reproduced, even when including time periods with ice cover. Lastly, the model succeeded in simulating the presence of a deep chlorophyll maximum (DCM) caused by Cyanobacteria in Gnadensee. In agreement with data, the simulated DCM
occurred only in Gnadensee but not in the other basins of LLC. These results indicate that 3D hydrodynamic water quality models can be successfully applied to describe the temporal and spatial heterogeneity of nutrient and phytoplankton dynamics in complex lake systems consisting of several sub-basins separated by shallow sills as e.g. between Gnadensee and Zellersee.

4.1 Introduction

Lake ecology is the result of complex interactions between lake hydrodynamic, lake hydrology, stream intrusion, nutrient loads, meteorology, sediment processes and lake morphology (Missaghi & Hondzo, 2010). The substantial heterogeneity of these factors within individual lakes, e.g. between littoral and pelagic zones, between surface and deep water, and between sub-basins of lakes with complex morphometry, favors the establishment of spatial gradient also within the phytoplankton community. Ability to describe the distribution and dynamics of phytoplankton communities and identification of its drivers can benefit the understanding of lakes ecosystem and its response to environmental stressors, e.g. climate and trophic changes.

Lake ecological models can be useful tools to simulate heterogeneous phytoplankton distribution in lakes and to compensate for the difficulties to extensively and intensively measure spatial conditions in the field (Fragoso Jr et al., 2008). Ecological models based on one-dimensional (1D) hydrodynamic processes provide a realistic representation of stratification and mixing processes in lakes (Hamilton et al., 1997; Imberger & Patterson, 1989; Imberger, 1998) and they are suitable to investigate vertical heterogeneous conditions. The dynamic and vertical heterogeneity of phytoplankton have been well captured by 1D models, such as DYRESM-CAEDYM (Imberger et al., 1978; Rinke et al., 2009; Trolle et al., 2008), PROTECH (Elliott et al., 2001; Elliott et al., 2020; Lewis et al., 2002) or other models (Kerimoglu et al., 2013, 2014; Walsby, 2005; Walsby et al., 2006)

However, in lakes characterized by significant differences between pelagic and shore zones or by complex morphometry the assumption of horizontally homogenous conditions underlying vertical 1D models may be too restrictive as it does not allow to consider impact of lake morphometry and associated lateral heterogeneous hydrodynamic conditions on ecological processes (Fragoso Jr et al., 2008; Kalff, 2002; Missaghi & Hondzo, 2010; Wetzel, 2001). Hence,
horizontal two-dimensional (2D) models or three-dimensional (3D) models can then offer more insight in the factors determining local water quality (Fragoso Jr et al., 2008). Whereas 2D models may be suitable in shallow lakes or in lakes during unstratified conditions, 3D models are required in stratified deep or medium-deep lakes allowing for a comprehensive representation of heterogeneous conditions both vertically and horizontally.

The rapidly advancing computing power and improvements in 3D models in the past two decades have provided more opportunities to use them for annual and multi-annual simulations of water quality in lakes and reservoirs. 3D-models are fundamental tools to describe the individual morphological features of morphologically complex lakes, e.g. bays and sills, and to capture their significant hydrodynamic gradients and water quality heterogeneity. Fragoso Jr. et al. (2008) used a phytoplankton model coupled with a horizontal 2D hydrodynamic model to simulate the spatial heterogeneity of phytoplankton in the large subtropical shallow Lake Mangueira (South Brazil), whereas a 3D approach was used for example in the western basin of Lake Erie (Ontario, Jiang et al., 2015), in Lake Pusiano (Italy, Carraro et al., 2012), in the reservoir Alqueva (Portugal, Lindim et al., 2011) and in Lake Constance (Germany, Rinke et al., 2009). However, only few studies exist that attempt to provide a characterization of the spatiotemporal variability of hydrodynamic and ecology in morphologically complex lakes (Leon et al., 2011; Missaghi & Hondzo, 2010) and they are limited to the example of Great Lakes (Lake Minnetonka and Lake Erie).

In this study, we applied the three-dimensional hydrodynamic and ecological model AEM3D to simulate water quality and phytoplankton community in the three sub-basins of the morphologically complex lake Lower Lake Constance (LLC, Germany). Whereas the phytoplankton community in the upper basin of Lake Constance, Upper Lake Constance (ULC), has been already many times simulated, both with a 1D (Frassl et al., 2014; Kerimoglu et al., 2013, 2014; Peeters et al., 2007; Rinke et al., 2009; Rinke et al., 2010; Tilzer & Goldman, 1978) and 3D approach (Lang et al., 2010; Rinke et al., 2009), this study is the first investigation that provides a characterization of the phytoplankton community and nutrient distribution in Lower Lake Constance. The complex morphometry of the lake causes difference in hydrodynamic conditions and thermal structure among its three sub-basins leading also to large spatial gradients in water quality and phytoplankton community. Here, we assess if the simulation of the spatiotemporal dynamics of water quality and phytoplankton community can compare well with the field data in all the three sub-basins in two years with different meteorological forcing, flow dynamics and ice cover formation.
4.2 Methods

4.2.1 Study site

Lake Constance (9°18’E, 47°39’N) is a large Alpine lake of glacial origin that consists of two main parts, Upper Lake Constance (ULC) and downstream Lower Lake Constance (LLC), which is connected to ULC via river Seerhein (Fig. 4.1).

LLC can be nowadays considered as a mesotrophic system after being recovered from a severe eutrophication phase. Indeed, the total phosphorous concentration during winter mixing declined from more than 100 μg total phosphorous (TP) L⁻¹ in the 70’s to 14 μg TP L⁻¹ in 2016 (Vonlanthen et al., 2012), resulting now in a more pronounced phosphorous depletion in the epilimnion during summer (IGKB, 2018). The lake’s trophic history was similar also for ULC and for many other lakes in Central Europe (Vonlanthen et al., 2012).

LLC is subdivided into three sub-basins that differ in maximum water depth, thermal structure, ice formation and coverage (Caramatti et al. 2020), phytoplankton community and nutrient distributions (IGKB, 2018). Rheinsee (RS) is the deepest sub-basin (46 m) and it is directly under the influence the main inflow, the river Seerhein, entering in the eastern part. Its water quality results thus to be closely linked to the one of Upper Lake Constance (IGKB, 2018). The northern part of RH is connected to Zeller See (ZS), which has a maximum depth of 24 m. In the most western part of ZS enters river Radolfzeller Aach, which is the second largest inflow of LLC and it is richer in nutrients with respect to the river Seerhein (Suppl. 4A; IGKB, 2018). The third sub-basin, Gnadensee (GS), has a maximum water depth of 20 m, no significant inflows and it is connected to ZS via a narrow sill of about 2.5 km length, 6.4 m mean and 13.8 m maximum depth (with respect to the reference water level 395 m.a.s.l). The horizontal exchange between GS and ZS of water, as well as of nutrients and organisms, is limited and characterized by a seasonal pattern: high exchange in summer, when water level and currents speeds are highest, and low in winter. When ice cover develops in the lake or in the basin of GS, the exchange is further limited (Chapter 3).

Temperature data and previous studies about LLC (Caramatti et al. 2020, Chapter 3) showed that stable stratification of the water column is established in the lake during summer and complete mixing occurs during autumn overturn. Full ice cover develops during winter (January – March) almost each year in Gnadensee, but only rarely in Zeller See and Rheinsee. During ice-covered periods, inverse stratification typically develops in the uppermost 1-2 m of the water column (Caramatti et al., 2020). In the years herby considered, thin ice cover developed only in Gnadensee.
between January and February 2016, whereas in year 2017 the model simulated up to 87% of the lake surface covered by ice (Caramatti et al. 2020). Additionally, in summer 2016 the lake water level was extraordinarily high with a maximum annual water level of 397.03 m.a.s.l, while in the year 2017 more than one meter smaller (395.93 m.a.s.l). Together with the seasonal and inter-annual variability of the abiotic factors, the water quality and the phytoplankton community show significant spatiotemporal variability among the three lake sub-basins (IGKB, 2018).

**Figure 4.1:** Schematic sketch of the study site. a) and b) Location of Lake Constance in Europe. c) Lake Constance subdivided in Upper Lake Constance (ULC) and Lower Lake Constance (LLC). d) Bathymetry of Lower Lake Constance indicating the sub-basins Gnadensee, Zeller See and Rheinsee and the main inflows (Seerhein and Radolfzeller Aach) and the outflow (Rhein). The subdivision of the lake in sub-basins is represented by a black dashed line. Monitoring stations $M_{GS}$ (Gnadensee), $M_{ZS}$ (Zeller See) and $M_{RH}$ (Rheinsee) are indicated by white circles. The depth is measured relative to a water level of 395 m.a.s.l.
4.2.2 Model description

We used the three dimensional model Hydrodynamic-Aquatic Ecosystem Model (AEM3D, Hodges & Dallimore, 2018) to simulate the inter-basin spatial variability of the phytoplankton community in LLC.

The model consists in a hydrodynamic module with the possibility to dynamically couple it with an ice module and an ecological one. Whereas the hydrodynamic and ice modules have been already set up and successfully employed to simulate the thermal structure, ice cover formation in LLC and inter-basin water exchange (Caramatti et al., 2020; Chapter 3), the water quality in LLC has been never simulated before.

The ecological module of AEM3D reworded the old CAEDYM code (Hodges & Dallimore, 2016). While the science is essentially the same and was amply described in previous studies (Gal et al. 2009; Hipsey et al. 2006; Robson and Hamilton 2004; Romero 2004; Spillman et al. 2008; Hodges and Dallimore 2018), the new module has been designed to allow the user more flexibility when configuring a simulation.

The ecological module of AEM3D allows to simulate up to 112 state variables describing nutrients and biogeochemistry in surface waters. For this application the model was used to simulate the nitrogen (N), phosphorus (P), carbon (C) and dissolved oxygen (DO) cycles in the lake, along with the phytoplankton dynamics. Each simulated variable is subject to advection, mixing and boundary forces by the hydrodynamic module.

The DO dynamics include atmospheric exchange, sediment oxygen demand, organic matter mineralization and nitrification demand, photosynthetic oxygen production and respiratory oxygen consumption. The sediment oxygen demand, $f_{O_2}$, is represented by a fixed oxygen flux across the sediment-water interface, $S_{SOD}$, limited by a function of the water temperature, $f^T_{SOD}$, and one of dissolved oxygen levels in the overlying water, $f^{DO}_{SOD}$:

$$f_{O_2}(T, DO, O) = S_{SOD} \cdot f^T_{SOD} \cdot f^{DO}_{SOD}$$
$$f^T_{SOD} = \theta^{T-20}_{SOD} \quad \text{and} \quad f^{DO}_{SOD} = \frac{DO}{DO + K^{DO}_{SOD}}$$

where $\theta_{SOD}$ is the temperature multiplier and $K^{DO}_{SOD}$ is a half saturation constant for the sediment oxygen demand.

The nutrient cycle encompasses both the inorganic and organic, and dissolved and particulate forms of C, N and P along the degradation pathway of particulate organic matter (POM)
to dissolved organic matter (DOM) and then to inorganic matter (DIM). The nitrogen cycle
additionally includes the processes of denitrification, nitrification and nitrogen gas fixation. The
model maintains mass balance of C, N and P between the water column and a single sediment layer.
The sediment fluxes of dissolved inorganic and organic nutrients are function of temperature and
oxygen concentration of the overlying water, as in the formula above.

Phytoplankton description

Phytoplankton dynamics account for variations in growth rates, losses to respiration,
excretion and mortality, settling and resuspension. For each phytoplankton group $a$, the growth rate,
$\mu_{g_a}$, is determined by a maximum potential growth rate at 20 °C ($\mu_{g,max_a}$), modified by a
temperature response function, $f^T_a$, and the minimum value of limitation by light, P and N:

$$
\mu_{g_a} = \mu_{g,max_a} f^T_a \min[f(P)_a, f(N)_a, f(I)_a]
$$

The temperature response function is defined so that the maximum productivity occurs at a
temperature $T_{OPT,a}$, so that $\frac{df^T_a}{dT}(T_{OPT,a}) = 0$ and:

$$
f^T_a = \begin{cases} 
0 & T > T_{MAX,a} \\
\theta_a T^{-20} & T < T_{STD,a} \\
\theta_a T^{-20} + \theta_a k(T-z) + y & T_{STD,a} < T < T_{MAX,a}
\end{cases}
$$

where $T_{MAX,a}$ and $T_{STD,a}$ are respectively the maximum and standard temperature for phytoplankton
growth, $\theta_a$ is the temperature multiplier for phytoplankton growth. $k$, $z$, and $y$ are unknown
variables whose value is determined by solving the equation numerically. The temperature
dependence function refers by default to the reference temperature of 20°C, but it can be modified
defining the parameter $T_{REF,a}$ (for more details see Hipsey et al., 2006).

The light limitation of phytoplankton, $f(I)_a$ was described by the model of Webb et al.
(1974):

$$
f(I)_a = 1 - \exp\left(\frac{-I}{I_k}\right)
$$

where $I$ is the incoming irradiance and $I_k$ is the light half saturation constant.
The nutrient limitation for phytoplankton growth is based on the Droop model (Droop 1974), allowing for the phytoplankton to have variable internal nutrient concentrations. Under this model, the limitation function takes the form in the case of nitrogen:

\[
f(N) = \frac{A_{IN_{max,\alpha}}}{A_{IN_{max,\alpha}} - A_{IN_{min,\alpha}}} \left[ 1 - \frac{A_{IN_{min,\alpha}}}{A_{IN_{\alpha}}} \right]
\]

where \( A_{IN_{\alpha}} \) is the internal nitrogen concentration, \( A_{IN_{max,\alpha}} \) and \( A_{IN_{min,\alpha}} \) are user-defined bounds for the internal nitrogen concentrations. Using this method, the internal nitrogen store for each phytoplankton group is specified as a unique state variable and is subjected to advection and settling with the phytoplankton.

Losses to respiration, natural mortality and excretion scale with temperature according to the Arrhenius law. Losses to sedimentation were represented by a constant settling rate \( w_s \) specific to each phytoplankton group. Note that the phytoplankton biomass is represented in terms of chlorophyll-a (\( \mu g \) Chl-a L\(^{-1} \)) and the conversion between Carbon and Chlorophyll units is indicated as Ycc.

### 4.2.3 Model set-up

The set-up of the hydrodynamic and ice module has been extensively described in Caramatti et al. 2020 and Chapter 3. In this study, the simulation time covered a shorter time period with respect to the previous studies (7 September 2015 to 31 December 2017) due to the computational limitation introduced by the coupling of the ecological module.

We chose to use three phytoplankton groups to simulate the major groups known to be important in the lake. The Diatoms group represents early-blooming diatom taxa (e.g. *Stephanodiscus neoastrea*, *Stephanodiscus alpinus*, *Asterionella Formosa*, *Fragilaria crotonensis*), while the Cryptophyceae group represent taxa growing later in the season (e.g. *Rhodomonas lacustris*, *Rhodomonas lens*). The Cyanobacteria group was instead defined to represent mainly the larger taxa that are associated with warm and stable waters, mainly *Planktothrix Rubescens* in the years considered (IGKB 2018). The parameter regulating phytoplankton dynamics are presented in Tab. 4.1.
Initial conditions of phytoplankton concentration and nutrients were prescribed at a depth 0, 5, 10, 15, 20, 22 in M_{ZS}, 0, 5, 10, 15, 19 in M_{GS} and 0, 5, 10, 15, 20, 30, 40, 45 in M_{RH}. The external load of nutrients and phytoplankton was prescribed monthly in correspondence of the two main inflows (Seerhein and Radolfzeller Aach) (Figs. 4.1 and 4.9). The DO concentration of the tributaries was instead supposed to be 100% of the oxygen concentration at saturation, derived as a function of the inflowing water temperature (Weiss 1970). Due to the absence of field measurements at the inflows, the input load of each phytoplankton group was equal to 0.05 \mu g Chla L^{-1}.

### 4.2.4 Water quality data

The field data to set-up and calibrate the ecological module in LLC were provided by the Landesanstalt für Umwelt Baden-Württemberg (Germany, LUBW). Monthly data of nutrients and DO concentration, as well as of water temperature, were collected in the three monitoring stations at a depth 0, 5, 10, 15, 20, 22 in M_{ZS}, 0, 5, 10, 15, 19 in M_{GS} and 0, 5, 10, 15, 20, 30, 40, 45 in M_{RH}. Additionally, monthly vertically-integrated samples of chlorophyll-a concentration and phytoplankton biomass were collected along the entire water column in M_{GS} and in the uppermost 20 m in the other stations M_{ZS} and M_{RH}.

The concentration of each phytoplankton group expressed in \mu g Chla L^{-1} was computed as a fraction of the total measured Chlorophyll-a concentration, where the fraction was defined as ratio between the biovolume of the specific group and the sum of the biovolumes of all the phytoplankton groups.

Vertical profiles of phytoplankton concentrations were measured in M_{GS} and M_{ZS} using a spectrofluorometric probe (BBE FluoroProbe, Moldaenke). The FluoroProbe (FP) differentiates up to four ‘spectral groups’ of phytoplankton. The device is indeed provided with spectral fingerprints for Diatoms, Cyanobacteria, Cryptophyceae and Chlorophyceae. For a detailed description of FP, see Beutler et al. (2002).

The nutrient loads associated with the inflows Seerhein and Radolfzeller Aach were provided by the LUBW (Fig. 4.9).
4.2.5 Model calibration

The model was calibrated over the entire simulated period based on visual comparisons between model output and field measurements. The parameter regulating DO and nutrient dynamics were tuned, especially to better simulate the progressive oxygen depletion and the nutrient release from sediment during summer stratification. The files containing the variables describing DO and nutrients dynamics can be found in the Suppl. 4B. Phytoplankton parameters were instead assigned to the three groups according to values reported in the literature or to other modelling studies (Tab 4.1). Some parameters were tuned to improve the fit model-data (bold values in Tab. 4.1).

The C:Chl-a ratio (Ycc) for the phytoplankton groups was made similar to values suggested in the literature (Cloern et al., 1995; Lorenzen, 1968) and used in other modelling studies (Copetti et al., 2006; Griffin et al., 2001; Rinke et al., 2010, Carraro et al., 2010) (Tab. 4.1). The value of Ycc was set equal to 40 mgC mgChl-a\(^{-1}\) for all three phytoplankton groups.

Phytoplankton growth rate is referenced against a water temperature of 20°C under full light conditions. We used a growth rate of 1.1 d\(^{-1}\) for Diatoms, 0.5 d\(^{-1}\) for Cryptophyceae and 1.3 d\(^{-1}\) for Cyanobacteria. The growth rate varies indeed from as low as 0.25 d\(^{-1}\) in the case of very large Dinoflagellates such as Ceratium (Eppley et al., 1984), to above 2 d\(^{-1}\) in the case of very small green algae and Diatoms (Bruggeman, 2011). Diatoms such as Trichomes (filaments) or Aulacoseira have growth rates 1.2 to 1.4 d\(^{-1}\), whereas smaller species (e.g. Asterionella formosa) may have still faster growth rates (e.g. Asterionella Formosa 1.7 d\(^{-1}\); Bernard & Rémond, 2012). The growth rate of the simulated phytoplankton groups was tuned in the literature range to limit the growth of Diatoms, the most abundant group in the lake, and allows the growth of the other groups. The values used are also similar to the ones used in other modelling studies (Carraro et al., 2010; Leon et al., 2011).

The cardinal temperatures defining the temperature responses of the groups were derived from studies about phytoplankton traits. The temperature multiplier for growth mainly determines the steepness of response below T\(_{\text{STD}}\) and above T\(_{\text{OPT}}\) and typical values are between 1.05 and 1.09. Cyanobacteria tends to have higher T\(_{\text{OPT}}\) values compared with other phytoplankton. Paerl (2014) reported indeed the optimum temperature for Cyanobacteria to be higher than 25°C, whereas for Diatoms 17–22°C. We defined a T\(_{\text{OPT}}\) for Cyanobacteria of 28°C, for Diatoms of 16°C and for Cryptophyceae of 21°C. Also T\(_{\text{MAX}}\) is usually higher for Cyanobacteria with respect to the other phytoplankton groups (Reynolds, 1997; Jochn et al., 2008; Paerl, 2014) and it was then set to
35°C. The maximum temperature for Diatoms was instead defined equal to 30°C according to the study of Zhang et al. (2018) and the modelling study of Rinke et al. (2010) in ULC, whereas the maximum temperature for Cryptophyceae was set up lower than for the other groups (27°C), according to the study of Wirth et al. (2019).

We neglected light limitation at the lake surface under high incoming irradiance and choose to model the light limitation of phytoplankton growth with the model of Webb et al. (1974). The light half saturation parameter governing the phytoplankton light limitation function can be as low as 5 \( \mu \text{mol m}^{-2} \text{s}^{-1} \) for the case of some Diatoms that are adapted to very low light levels to higher values (150 – 200 \( \mu \text{mol m}^{-2} \text{s}^{-1} \)) for the case of Cyanobacteria which are commonly buoyant and well adapted to high irradiance. We used 10 \( \mu \text{mol m}^{-2} \text{s}^{-1} \) for Diatoms and 150 \( \mu \text{mol m}^{-2} \text{s}^{-1} \) for Cyanobacteria, while for Cryptophyceae intermediate values similar to other modelling studies (Griffin et al., 2001).

Frassl et al. (2014) underlined the importance of including a flexible cell stoichiometry of phytoplankton into a complex lake model for predicting spatial nutrient gradients within the lake. We used therefore the Droop model to describe the nutrient limitation for the three simulated phytoplankton groups.

\( K_P \) values are generally in the range 0.0005 to 0.010 mg L\(^{-1}\). Low values refer to some of the larger phytoplankton species that are remarkably good competitors for scarce resources or are able to use physiological adaptations such as buoyancy or motility to overcome problems of spatial accessibility to nutrients. These species include genera such as Peridinium, Ceratium and several cyanobacteria. By contrast other fast-growing, single-celled genera (e.g. Chlorella) or filamentous genera (e.g. Aulacoseira) do not have the same capacity for efficiently utilizing low levels of available nutrients and are quickly superseded by the slower-growing species. This capacity for less efficient resource utilization is reflected in higher levels of \( K_P \). The values of \( K_P \) were therefore prescribed equal to 0.009 mg L\(^{-1}\) for Cryptophyceae, 0.005 mg L\(^{-1}\) for Diatoms, 0.003 mg L\(^{-1}\) for Cyanobacteria.

\( K_N \) is about 0.015 mg L\(^{-1}\), with the exception of the N-fixing Cyanobacteria for those \( K_N \) can be fixed closed to zero. Since P-Rubescens is well known for not being capable of fixing atmospheric nitrogen dissolved in the water column, all phytoplankton groups have similar values of \( K_N \) in the range 0.02 – 0.03 mg L\(^{-1}\) (0.03 mg L\(^{-1}\) Cryptophyceae, 0.02 mg L\(^{-1}\) Diatoms, 0.015 mg L\(^{-1}\) Cyanobacteria).
Approximations for internal nutrient concentrations can be based on Redfield ratios (106C:16N:1P) and if it is assumed that Ycc is 40, then:

$$1 \text{ mg Chl}_a \equiv 40 \text{ mg C} \equiv \frac{40 \cdot 1 \cdot 32}{106 \cdot 12} \text{ mg P} = 1.00 \text{ mg P}$$

Then a mid-range value for internal nitrogen (IN) is 1.0 mg P (mgChl\text{a})^{-1} and the minimum (IPmin) and maximum (IPmax) should be side of this value. Similarly, internal nitrogen (IN) has a mid-range value of 7.0 mgN (mgChl\text{a})^{-1} and INmin and INmax should be side of this value. IPmin and INmin values are often around 0.4 mgP (mg Chl\text{a})^{-1} and 3 mgN (mg Chl\text{a})^{-1}, respectively. IPmin and INmin were set respectively equal to 0.4 mgP (mgChl\text{a})^{-1} and 4 mgN (mgChl\text{a})^{-1} for Diatoms, 0.4 mgP (mgChl\text{a})^{-1} and 3.1 mgN (mgChl\text{a})^{-1} for Cryptophyceae, and 0.8 mgP (mgChl\text{a})^{-1} and 5 mgN (mgChl\text{a})^{-1} for Cyanobacteria, while IPmax and INmax were set respectively equal to 0.8 mgP (mgChl\text{a})^{-1} and 9 mgN (mgChl\text{a})^{-1} for Diatoms, 1.5 mgP (mgChl\text{a})^{-1} and 11.5 mgN (mgChl\text{a})^{-1} for Cryptophyceae, and 1.2 mgP (mgChl\text{a})^{-1} and 9 mgN (mgChl\text{a})^{-1} for Cyanobacteria.

Values of UPmax and UNmax, adjusting for Redfield ratios, should always exceed the growth rate. A growth rate of 1 day^{-1} gives an equivalent phosphorus uptake rate of 0.025 mgP (mgC)^{-1} day^{-1} and nitrogen uptake rate of 0.176 mgN (mgC)^{-1} day^{-1} equivalent to 1.3 mgP (mgChl\text{a})^{-1} day^{-1} and 8.8 mgN (mgChl\text{a})^{-1} day^{-1}, respectively. UPmax and UNmax were set respectively equal to 1.8 mgP (mgChl\text{a})^{-1} day^{-1} and 9.5 mgN (mgChl\text{a})^{-1} day^{-1} for Diatoms, 1.4 mgP (mgChl\text{a})^{-1} day^{-1} and 9 mgN (mgChl\text{a})^{-1} day^{-1} for Cryptophyceae, and 2.2 mgP (mgChl\text{a})^{-1} day^{-1} and 10 mgN (mgChl\text{a})^{-1} day^{-1} for Cyanobacteria.

Settling rates specified for each group are in comparable range to several previous modeling studies (Robson & Hamilton, 2004; Romero et al., 2004, Burger et al., 2006). For Cyanobacteria that may buoyancy to ascend in the water column, a slightly positive sedimentation rate is required in the absence of using the vertical migration model. Diatoms have instead a higher sedimentation rate because of their silica shell (Rinke et al., 2010). From Reynolds (1997) can be derived that the respiration rate is circa 10% of the maximum growth rate. The chosen values are in this order of magnitude and they were tuned to improve the fit model-data (Tab. 4.1).

**Table 4.1:** List of parameters in AEM3D describing the phytoplankton dynamics. For each parameter its symbol, unit and assigned value for each group are shown. The values in “bold” were adjusted to improve the fit model-observations. Values derived from literature are indicated with the capital superscript: ^aCloern et al., 1995; ^bLorenzen, 1968, ^cPaerl (2014), ^dReynolds (1997), ^eJoehnk et al. (2018), ^fZhang et al. (2018), ^gWirth et al.
(2019). Values used in other modelling studies are indicated with the lowercase superscript: ¹Copetti et al., 2006; ²Griffin et al., 2001; ³Rinke et al., 2010; ⁴Carraro et al., 2010; ⁵Robson and Hamilton (2004); ⁶Romero et al. (2004); ⁷Leon et al. (2011); ⁸Burger et al. (2006).

<table>
<thead>
<tr>
<th>Phytoplankton</th>
<th>Symbol</th>
<th>Unit</th>
<th>Diatoms</th>
<th>Cryptophyceae</th>
<th>Cyanobacteria</th>
</tr>
</thead>
<tbody>
<tr>
<td>Average ratio of C to Chlorophyll a</td>
<td>Ycc</td>
<td>mgC mgChl-a⁻¹</td>
<td>40 A, B, c, d, e, f</td>
<td>40 A, B, b, d</td>
<td>40 A, B, f</td>
</tr>
<tr>
<td>Maximum potential growth rate of phytoplankton</td>
<td>µₚₘₚ</td>
<td>d⁻¹</td>
<td>1.2</td>
<td>0.5</td>
<td>1.3</td>
</tr>
<tr>
<td>Temperature multiplier function for phytoplankton growth</td>
<td>θₜ</td>
<td>°C</td>
<td>1.05</td>
<td>1.07</td>
<td>1.09</td>
</tr>
<tr>
<td>Standard growth temperature</td>
<td>T_STD</td>
<td>°C</td>
<td>12</td>
<td>16</td>
<td>20 c, h</td>
</tr>
<tr>
<td>Optimum growth temperature</td>
<td>T_OPT</td>
<td>°C</td>
<td>16</td>
<td>21</td>
<td>28 c, e, h</td>
</tr>
<tr>
<td>Maximum growth temperature</td>
<td>T_MAX</td>
<td>°C</td>
<td>30 F, d</td>
<td>27 G</td>
<td>35 D, E, e, h</td>
</tr>
<tr>
<td>Reference growth temperature</td>
<td>T_REF</td>
<td>°C</td>
<td>20 d</td>
<td>17</td>
<td>20 h</td>
</tr>
<tr>
<td>Light half saturation constant for algal limitation</td>
<td>I_K</td>
<td>µmol m⁻² s⁻¹</td>
<td>10</td>
<td>20</td>
<td>150</td>
</tr>
<tr>
<td>Half saturation constant for phosphorous uptake</td>
<td>K_P</td>
<td>mgP L⁻¹</td>
<td>0.005</td>
<td>0.009</td>
<td>0.003</td>
</tr>
<tr>
<td>Half saturation constant for nitrogen uptake</td>
<td>K_N</td>
<td>mgN L⁻¹</td>
<td>0.02</td>
<td>0.03</td>
<td>0.015</td>
</tr>
<tr>
<td>Minimum internal phosphorous concentration</td>
<td>I_P:min</td>
<td>mgP mgChl-a⁻¹</td>
<td>0.4</td>
<td>0.4</td>
<td>0.8</td>
</tr>
<tr>
<td>Maximum internal phosphorous concentration</td>
<td>I_P:max</td>
<td>mgP mgChl-a⁻¹</td>
<td>0.8</td>
<td>1.5</td>
<td>1.2</td>
</tr>
<tr>
<td>Maximum rate of phosphorous uptake</td>
<td>U_P:max</td>
<td>mgP mgChl-a⁻¹ d⁻¹</td>
<td>1.8</td>
<td>1.4</td>
<td>2.2</td>
</tr>
<tr>
<td>Minimum internal nitrogen concentration</td>
<td>I_N:min</td>
<td>mgN mgChl-a⁻¹</td>
<td>4</td>
<td>3.1</td>
<td>5</td>
</tr>
<tr>
<td>Maximum internal nitrogen concentration</td>
<td>I_N:max</td>
<td>mgN mgChl-a⁻¹</td>
<td>9</td>
<td>11.5</td>
<td>9</td>
</tr>
<tr>
<td>Maximum rate of nitrogen uptake</td>
<td>U_N:max</td>
<td>mgN mgChl-a⁻¹ d⁻¹</td>
<td>9.5</td>
<td>9</td>
<td>10</td>
</tr>
<tr>
<td>Respiration coefficient</td>
<td>k_r</td>
<td>d⁻¹</td>
<td>0.15</td>
<td>0.15</td>
<td>0.08</td>
</tr>
<tr>
<td>Temperature multiplier for respiration</td>
<td>θ_r</td>
<td>°C</td>
<td>1.06</td>
<td>1.08</td>
<td>1.09</td>
</tr>
<tr>
<td>Constant settling velocity</td>
<td>w_s</td>
<td>m s⁻¹</td>
<td>-0.35E-5</td>
<td>-0.2E-5</td>
<td>0.5E-05 c, h</td>
</tr>
</tbody>
</table>
4.2.6 Analysis of the simulation results

The accuracy of the simulation in terms of water quality and phytoplankton concentration with respect to the field measurements was evaluated in the stations M_{GS}, M_{ZS} and M_{RH} using the Normalized Root Mean Square Error (NRMSE). For dissolved oxygen (DO), phosphate (PO4), ammonium (NH4) and nitrate (NO3) we computed the NRMSE at each depth \((d_j)\) of the available field records:

\[
NRMSE(d_j) = \frac{1}{N} \sum_{i=1}^{N} (x_j(t_i) - y_j(t_i))^2 \]

\[
M_{x,j} - m_{x,j}
\]

where \(x_j\) and \(y_j\) are the measured and simulated quantity at the date \(t_i\) and depth \(d_j\), respectively. \(N\) represents the number of records, and \(M_{x,j}\) and \(m_{x,j}\) respectively the maximum and minimum value of the data measured at depth \(d_j\).

For each phytoplankton group, we computed the vertically-mean average concentration along the entire water column in M_{GS} and in the uppermost 20 m in the stations M_{ZS} and M_{RH} and compared them with the respective integrated samples. The formula of the NRMSE was then:

\[
NRMSE = \frac{1}{N} \sum_{i=1}^{N} (x(t_i) - y(t_i))^2 \]

\[
M_x - m_x
\]

where \(x\) and \(j\) are respectively the measured and simulated vertical mean concentration at the date \(t_i\) in M_{GS}, M_{ZS} or M_{RH}. \(N\) represents the number of records and \(M_x\) \(m_x\) respectively the maximum and minimum value of the \(N\) measured data. Suppl. I provided more statistics describing the fit model-data for phytoplankton and Chlorophyll-a to facilitate the comparison with other modelling studies.
4.3 Results

4.3.1 Dissolved oxygen (DO)

Field measurements in LLC show that the water column is well oxygenated during complete mixing periods, but it undergoes a progressive oxygen depletion during summer, more significant in the deep water where anoxic conditions are established, than in the epilimnion where the oxygenation is supported by primary production (Fig. 4.2).

The model simulated well the progressive oxygen depletion at the lake bottom in all the three basins, with a NRMSE of 0.10, 0.06 and 0.04 respectively at the bottom of the stations M_{ZS}, M_{GS} and M_{RH} (Fig. 4.2a-c). The model was indeed able to simulate, in agreement with data, the establishment of anoxic conditions (DO<0.5 mg L^{-1}) in all the three stations and less severe anoxic conditions in M_{RH} than in the other stations. Indeed, whereas the concentration at the bottom of the water column in M_{ZS} and M_{GS} reached zero in both years, the minimum simulated DO concentration in M_{RH} at 45 m depth was 0.26 mg L^{-1} in the year 2016 and 1.39 mg L^{-1} in the year 2017. The model distinguished also between more severe anoxic conditions in the year 2016 than 2017. Indeed, the simulated oxygen concentration at 18 m depth and 22 m depth respectively in M_{GS} and M_{ZS} was below 0.5 mg L^{-1} for 48 and 38 consecutive days, whereas in the year 2017 for 39 and 12 consecutive days.

The model output showed that the most severe anoxic conditions occurred at the bottom of the deepest part of the lake sub-basins, whereas the coastal and shallow water zones, like the sill between Gnadensee and Zeller See, remained more oxygenated (Fig. 4.2d). However, though the basin of Gnadensee is the shallowest basin, it experienced more severe anoxic conditions than the other basins (Fig. 4.2e). Cells at the same height above the bottom were characterized by a lower minimum DO concentration in the basin of Gnadensee than in Zeller See or Rheinsee.

The greatest discrepancies between simulated and observed DO concentration were simulated in correspondence of the lake surface. In all the three stations, whereas during complete mixing periods the model-data agreement was good, during stratification the oxygenation of the mixed-layer region was instead underestimated by the model. The NRMSE at the lake surface over the simulated period were therefore above 0.4 respectively in all the three stations.
Figure 4.2: Simulated and measured dissolved oxygen concentration (DO) in Lower lake Constance. Simulated (lines) and measured (dots) DO concentration in a) M_{SZ}, b) M_{GS} and c) M_{RH} during the simulated period. The simulated concentration was compared against field measurements at different depths by means of the Normalized Root Mean Square Error (NRMSE). Simulated ice cover presence in the three stations was indicated by a black bar at the panel top. d) Simulated minimum DO at the lake bottom during the year 2016. e) Height of each grid cell at lake bottom against the corresponding simulated minimum DO concentration during the year 2016. The color-coding allows the distinction between the three lake sub-basins.

4.3.3 Nutrients

Phosphate (PO4)

Model simulated phosphate concentrations were generally in good agreements with the measured data (Fig. 4.3). Measured phosphate values show that the three sampling locations have distinct localized phosphate concentrations indicating phosphorous heterogeneity with M_{SZ}
having the largest values. Moreover, the model showed that in the upper most water in \( M_{ZS} \) the PO4 concentration seasonal variability is greater than in the other sub-basins.

Simulated epilimnic and hypolimnetic PO4 values had a moderate fit at all three sampling sites (NRMSE \( \leq 0.9 \)). However, the model underestimated the phosphorous concentration in the deep water of \( M_{GS}, M_{ZS} \) and \( M_{RH} \) during stratified conditions, resulting in a NRMSE of 0.35, 0.35 and 0.6 respectively. The model consequently did not distinguish between the greater phosphate release from sediments in the year 2016 than 2017. Field data show indeed that, in 2016, the PO4 concentration at the deep of \( M_{GS}, M_{ZS} \) and \( M_{RH} \) reached respectively 36.6 \( \mu g \text{ L}^{-1} \), 38.8 \( \mu g \text{ L}^{-1} \) and 15.7 \( \mu g \text{ L}^{-1} \). During the year 2017, instead, the PO4 concentration was below 22.0 \( \mu g \text{ L}^{-1} \) in all the three sub-basins.

![Figure 4.3: Simulated and measured phosphate concentration (PO4) in Lower lake Constance. Simulated (lines) and measured (dots) PO4 concentration in a,d) \( M_{ZS} \), b,e) \( M_{GS} \) and c,f) \( M_{RH} \) during the simulated period. The simulated concentration was compared against field measurements at different depths by means of the Normalized Root Mean Square Error (NRMSE). Ice cover presence in the three stations was indicated by a black bar at the panel top. The right panels (d, e, f) showed the same results but with a reduced amplitude of the y-axis to better distinguish between results at different depths.](image-url)
**Nitrate (NO3) and ammonium (NH4)**

In agreement with field records, the model showed that nitrate is the major form of inorganic nitrogen in the lake and its concentration is highest in MZS (Fig. 4.4). The typical seasonal pattern of nitrate in the lake was well simulated. The simulated NO3 concentration was indeed highest at the beginning of the year and decreased during summer to reach the minimum during autumn overturn (Fig. 4.4a-c). The model, in agreement with data, reproduced a greater inter-seasonal variability in MZS than MRH, whereas in MGs the simulated magnitude of the inter-seasonal variability was much smaller than the one observed in the field.

However, the model accuracy to simulate nitrate in the three monitoring stations was quite low, especially in MRH, where the NRMSE was above 1 along the entire water column.

Regarding ammonium, field records show that its concentration at the bottom of the stations MGs and MZS usually increase during summer stratification (Fig. 4.4d-f). The model well reproduced the increase of NH4 at the bottom of MZS, but it underestimated it in MGs and overestimate it in MRH. Overall, the agreement model-data was better than for nitrate. Indeed, in all the three stations the NRMSE was below 1 along the entire water column.

![Figure 4.4](image)

**Figure 4.4:** Simulated and measured nitrate (NO3) and ammonium (NH4) concentration in Lower lake Constance. Simulated (lines) and measured (dots) NO3 (left panels: a, b, c) and NH4 (right panels: d, e, f) in MZS, MGs and MRH during the simulated period. The simulated concentration was compared against field measurements at different depths by means of the Normalized Root Mean Square Error (NRMSE). Ice cover presence in the three stations was indicated by a black bar at the panel top.
4.3.4 Chlorophyll-a and phytoplankton community

Field data show that in all the three monitoring stations in LLC the concentration of Chlorophyll-a and phytoplankton are usually low and lowest in M_{RH} (Fig. 4.5). Accordingly, the model simulated more abundant Chlorophyll-a concentration in M_{GS} and M_{ZS} than in M_{RH} (Fig. 4.5). The mean and maximum simulated concentration over the considered period were indeed respectively 3.2 µg L^{-1} and 10.4 µg L^{-1} in M_{ZS}, 3.7 µg L^{-1} and 10.9 µg L^{-1} in M_{GS}, and 2.0 µg L^{-1} and 6.8 µg L^{-1} in M_{RH}.

The most abundant Chlorophyll-a concentration was simulated in all the three stations at the beginning of the year (both 2016 and 2017), whereas lower concentration during summer and fall, in accordance with the typical seasonal phytoplankton development in the lake. The agreement with field data was highest in the monitoring stations of M_{ZS} (NRMSE_{ZS}=0.21) than in the other two, where the NRMSE exceeded 0.5.

![Figure 4.5](image)

**Figure 4.5:** Simulated and measured Chlorophyll-a concentration in Lower lake Constance. Simulated (lines) and measured (dots) Chlorophyll-a concentration in M_{ZS}, M_{GS} and M_{RH} during the simulated period. The simulated Chlorophyll-a concentration was vertically averaged along the entire water column in M_{GS} and along the uppermost 20 m in M_{ZS} and M_{RH}. The simulated concentration was compared against field measurements by means of the Normalized Root Mean Square Error (NRMSE). Ice cover presence in the three stations was indicated by a black bar at the panel top.
Indeed, the model overestimated the Diatoms growth in late fall 2015 and winter 2016 in the basin of Gnadensee and Rheinsee (Fig. 4.6). However, the simulated Diatoms seasonal succession in MZS was in good agreement with the field data over the entire simulated period (NRMSEZS=0.21) and in MGs and MRH from summer 2016 onwards (from September 2016 NRMSEGs=0.24 and NRMSRH=0.56, against respectively 0.48 and 0.73 over the entire simulated period). Consistent with the typical seasonal development of phytoplankton in LLC, the model simulated the dominance of Diatoms during winter and spring.

The model succeeded in simulating the coexistence of Cryptophyceae and Diatoms during the late fall 2015 and winter 2016 and the simulation agreed well with data. The NRMSE computed until 1st July 2016 was indeed below 0.4 in all the three monitoring stations. However, Cryptophyceae disappeared in the lake during summer and did not grow again later in the season, resulting in a NRMSE over the entire simulated period only below 0.55 in all the three monitoring stations.

Consistent with observations, Cyanobacteria were simulated later in the year and their peak occurred in fall. Whereas field data show that the Cyanobacteria peak is usually greater in MGs than in the other two stations, the model simulated a highest Cyanobacteria peak in MZS than in the other stations. For instance, in the year 2016, the model simulated a peak of 1.5 μg L⁻¹ in MZS, 0.8 μg L⁻¹ in MGs and 0.8 μg L⁻¹ in MRH. The timing of the simulated Cyanobacteria peak was overall earlier than the measured one in all the three stations. While the timing discrepancy between observed and simulated peak in MGs was less than 1 month for the year 2016, in the other stations the peak occurred synchronous with MGs leading to an anticipation of the Cyanobacteria peak of ca. 2 months in MRH and more than 3 months in MZS. In the year 2017, the timing of the Cyanobacteria peak in MGs was in agreement with field records, whereas no peak was observed but simulated in the other stations.
Figure 4.6: Simulated and measured phytoplankton concentration in Lower lake Constance.

Simulated (lines) and measured (dots) Diatoms, Cyanobacteria and Cryptophyceae in M_{ZS}, M_{GS} and M_{RH} during the simulated period. The simulated Chlorophyll-a concentration was vertically averaged along the entire water column in M_{GS} and along the uppermost 20 m in M_{ZS} and M_{RH}. The simulated concentration was compared against field measurements by means of the Normalized Root Mean Square Error (NRMSE). Ice cover presence in the three stations was indicated by a black bar at the panel top.

The comparison of the vertical distribution of Cyanobacteria in the stations M_{GS} and M_{ZS} during their peak reveal that, whereas Cyanobacteria in M_{ZS} developed in the surface-mixed layer, in M_{GS} they formed a deep chlorophyll maximum between 380-385 m a.s.l. (Fig. 4.7). Field data obtained with the FluoroProbe (BBE FluoroProbe, Moldaenke) showed a deep maximum in the Diatoms and Cryptophyceae channels on 10^{th} October 2017, but closer to the lake bottom (height = 375-380 m a.s.l.) than the simulated one.
Figure 4.7: Vertically-resolved simulated Cyanobacteria concentration in the lake against field data. The vertical profile of simulated Cyanobacteria concentration in the stations MGS and MZS was compared against a field data. The sample was taken with the FluoroProbe (BBE FluoroProbe, Moldaenke) during the typical period for Cyanobacteria blooms (10th October 2017).

The vertically-averaged concentration of Cyanobacteria showed that, during the peak in the year 2016, they developed abundant around the shores of Zeller See (Fig. 4.8a) and in the pelagic water of Gnadensee (Fig. 4.8b). Diatoms after ice-off (1st April 2017) were instead mainly distributed along the shores of Zellersee and Gnadensee and most abundant in the south-eastern part of Gnadensee. The concentration of Diatoms in the basin of Rheinsee was lower than in the other basins (Fig. 4.8c,d).
**Figure 4.8:** Distribution of Cyanobacteria and Diatoms in the lake during their blooms. Snapshot of the vertically-averaged concentration of Cyanobacteria and Diatoms in the top 10 m (a, c) and along the entire water column (b, d) during their blooms (27th September 2016 for Cyanobacteria and 1st April 2017 for Diatoms).

### 4.4 Discussion

**Model performance in simulating dissolved oxygen**

The model accurately simulated the seasonal patterns of dissolved oxygen observed in the deep water of LLC (Fig. 4.2). The fit between simulated and observed DO concentration at the lake bottom as measured by RMSE and NRMSE was indeed within the ranges reported in previous modelling studies simulating lakes anoxia (Snortheim et al., 2017; Bocaniov et al., 2020). The simulations overestimated instead epilimnetic DO, as a result of the underestimation of the primary production rather than the effect of a too high sediment oxygen demand. In Suppl. 4F, we showed
indeed that halving the parameter regulating the sediment oxygen demand, the NRMSE at the lake surface remained however above 0.25 in all the three sub-basins.

Model results demonstrate that the inter-annual variation of anoxia in LLC during the years considered was mainly influenced by changes in water temperature rather than changes in the hypolimnion thickness (Lake Erie in Lam & Schertzer, 1987). Indeed, the thermocline depth did not significantly differ between the years considered (Suppl. 4E), whereas the bottom water in MZS was in the year 2016 2°C warmer than in the year 2017, resulting in stronger DO depletion, stronger inter-annual variation in late summer DO concentrations, and a heavier dependence on the sediment oxygen demand (Fig. 4.2 and Suppl. 4E).

The inter-basin differences of anoxia are nevertheless not originated by the same driver. Indeed, despite the basin of Gnadensee is usually characterized by lower water temperature at the basin bottom than Zeller See, Fig. 4.2e-f showed that it is more subjected to anoxic conditions than this latter basin. Indeed, the well-oxygenated water from the Seerhein intruding during summer under the thermocline sustained the oxygenation of the deep water of Zeller See, whereas the shallow sill between Gnadensee and Zeller See obstacles the entrance of well-oxygenated water in the most enclosed basin (Chapter 3).

Model performance in simulating nutrients

The model simulated more abundant nutrients concentration in Zeller See and Gnadensee than in Rheinsee. Indeed, this latter basin is more under the influence of the water of river Seerhein and thus of the poor-in-nutrients ULC, whereas the high nutrient concentration in Zeller See is caused by the high nutrient load coming from the inflow Radolfzeller Aach (Suppl. 4A).

However, the model had difficulties to simulate the release of PO4 and NH4, as well as the depletion of NO3, during stratified periods, in particular in the basin of Gnadensee. That can be explained by the different sediment composition among the three sub-basins that is not taken into account in the static sediment model of AEM3D. The basin of GS probably has sediments with more oxygen-consuming organic matter compared with the deeper sub-basins. Similar difficulties in accounting for different sediment composition were observed in other studies simulating the nutrient dynamics in morphologically complex lakes (Von Westernhagen, 2010).
The adequate simulation of phytoplankton is one of the main issues in freshwater ecological modelling (Rigosi et al., 2010). As it has been showed in many studies (Arhonditsis & Brett, 2004; Carraro et al., 2012; Rinke et al., 2010; Trolle et al., 2008), the model performances in simulating nutrient and biological variables are in general lower than for water temperature and dissolved oxygen, attributable to the complexity governing these higher ecological levels (Missaghi & Hondzo, 2010; Robson & Hamilton, 2004; Vilhena et al., 2010). Moreover, phytoplankton has a key function in lake ecosystems as it is the trophic cornerstone of the pelagic food web since it provides biomass towards higher trophic levels like zooplankton and fish. Moreover, modelling algae is inherently difficult because of their lateral patchiness, vertical distributions, temporal variations (blooming), zooplankton grazing and the still evolving understanding of algae biological dynamics (Hipsey et al., 2006; Reynolds, 2006).

Numerous studies have shown that the inclusion of zooplankton and its grazing on phytoplankton is necessary to accurately simulate phytoplankton (Kerimoglu et al., 2013; Peeters et al., 2007). Although ELCOM-CAEDYM has been largely employed to simulate phytoplankton and occasionally also zooplankton (Jones, 2011), the zooplankton module of AEM3D is still at an early stage. Indeed, several bugs were founded and stated in Suppl 4D. Moreover, modelling zooplankton not only requires parameterization of grazing and growth from resources, but also simulation of losses to limit zooplankton population growth. Fish predation is an important factor in controlling zooplankton growth, but requires simulation of another trophic level. We therefore decided to close the plankton model by driving phytoplankton loss from zooplankton data in the three sub-basins (Suppl. 4C). However, the inclusion of zooplankton grazing prevented phytoplankton to growth again after summer. Therefore, the approximation of zooplankton as vertically and horizontally homogenous within each basin could have led to a too high grazing pressure during summer. We decided then to simulate phytoplankton dynamics disregarding zooplankton grazing.

The aim to predict the spatial variations of Chlorophyll-a concentration in LLC through the representation of three phytoplankton groups was achieved with higher accuracy (RMSE_{ZS}=2.54 \, \mu g \, L^{-1}; \, RMSE_{GS}=4.35 \, \mu g \, L^{-1}; \, RMSE_{RH}=1.88 \, \mu g \, L^{-1}; \, Suppl. 4I) than previous modelling studies in other morphologically complex lakes. For example, Missaghi and Hondzo (2010) modelled one phytoplankton group in Lake Minnetonka using ELCOM–CAEDYM. Their results point to a high
degree of error at all stations ($R^2<0.5$) and reported the failure of the model to capture the seasonal phytoplankton peaks in the lake. The modelling study of two phytoplankton groups in the morphologically complex Lake Rotoiti was characterized by a RMSE of 5.03 μg L$^{-1}$ (Von Westernhagen, 2010). Our accuracy was even above many 1D modelling studies (Burger et al., 2008: RMSE=13.1 μg L$^{-1}$; Trolle et al., 2008: RMSE=10.40 μg L$^{-1}$).

Our model succeeded in simulating the main dynamics of the three phytoplankton groups in the three lake sub-basins. Typical seasonal algae dominant succession in LLC begins with Diatoms bloom during the winter-spring followed by Cryptophyceae in early summer and then fully dominated by Cyanobacteria for the rest of the season. Cryptophyceae concentration decreased in spring and did not recover because of temperature and phosphorous limitations (Suppl. 4G), as well as increasing mortality. Restarting the simulation after summer months allowed this phytoplankton group to growth again (Suppl. 4G).

The overestimation of Diatoms dynamic during fall 2015 – spring 2016 may be due to the fact that the model was used to simulate phytoplankton groups and may fail in reproducing the dynamic of specific taxa, which may have characteristic properties and life-traits. Field data from IGKB (2018) show indeed in winter 2016 an abundant presence of Stephanodiscus Neoastrea, whereas in winter 2017 the most abundant Diatoms taxa was Asterionella Formosa. Moreover, Suppl. 4H showed that the growth of Diatoms during winter was strongly influenced by the presence of ice cover. The inverse temperature stratification that develops under ice allows phytoplankton to be contained in the upper part of the water column, just below the ice sheet, where light may be still sufficient for balanced or positive phytoplankton growth. The simulation of thin ice cover in MGS that would have not been developed in the field due to the breaking effect of waves and wind could have created favorable conditions for the bloom of Diatoms in MGS that did not occur in reality. In winter 2017, when abundant ice cover was simulated and observed in the lake the fit model-data with respect to Diatoms concentration was so good in all the three sub-basins that this study can be enumerate among the few studies that successfully simulated under-ice phytoplankton dynamics (Semovski et al., 2000; Bouffard et al. 2019; Oveisy et al., 2014).

Moreover, the model showed that the winter Diatoms blooms develop abundant along the lake shores, especially in Gnadensee, where usually more abundant ice cover develops. The summer blooms caused by Cyanobacteria instead develop along the shore of Zeller See and in the pelagic zone of Gnadensee, where they form a metalimnetic peak. Deep chlorophyll maxima (DCM) are generally an indication of high water clarity that allows the chlorophyll layer to persist below the surface mixed layer (Hamilton et al., 2010; Pérez et al., 2002). Some species of Cyanobacteria indeed can form dense metalimnetic populations as other species compete less effectively at
reduced irradiance levels and they are strongly nutrient-limited in the surface mixed layer (Dokulil & Teubner, 2000). The model results agreed with the vertical resolved data obtained with the FluoroProbe that showed a DCM in the Diatoms/Cryptophyceae channel in the basin of Gnadensee. Indeed, P-Rubescens has a higher phycoerythrin content and its fluorescence signal (dominated by red emission) is closer to the factory-calibrated Cryptophyceae signal than the Cyanobacteria one (rich in phycocyanin) (Carraro et al., 2012).

Overall, the model captured the heterogeneity of the system in term of phytoplankton and water quality and showed that a 3D analysis was needed to adequately gain insight into the spatial and temporal biogeochemistry distribution of Lower Lake Constance. The long run time and the complex morphometry of LLC, with three distinct basins of different depth, hydrodynamic and ice cover formation, contribute to a level of modelling complexity that has rarely been applied in 3D modelling approaches before.
Conclusion

This study has evaluated the use of a three-dimensional hydrodynamic-ecological model to reproduce the spatiotemporal variability of nutrient distribution and phytoplankton in the three sub-basins of the morphologically complex LLC. Measured data in LLC reflect indeed a system with large spatial and temporal water quality which necessitates the use of a 3D model to capture its biogeochemical changes. The model AEM3D was selected and configured for this analysis through an intensive calibration and validation process against monthly field measurements in the three lake’s sub-basins. The model was able to capture the main spatial and temporal biogeochemistry variations, among which the progressive summer oxygen depletion at lake’s bottom, as well as the typical seasonal algae dominant succession in LLC. Results demonstrated that numerical models with an adequate representation of hydrodynamic and bio-chemical processes can be of great importance in providing more detailed understanding of the drivers of spatiotemporal variability in the lake and in compensating for the absence of continuous and spatially-extended field measurements.
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Supplement

4A. Model boundary conditions

Figure 4.9: Time series of the measured or derived boundary conditions used for the model set-up. Time series of the concentration of a) dissolved oxygen (DO), b) phosphate (PO4), c) nitrate (NO3) and d) ammonium (NH4) of the river Seerhein and Radolfzeller Aach during the simulated period.

4B. Model Set-up

Carbon
.
.false. simulate_dic_pH
1.04 DOCL_sedflux_T_multiplier
0.00 DOCL_sedflux_max_rate
0.10000 DOCL_sedflux_Ox_half_sat
0.01 DOCL_light_attenuation
0.003 mineralisation_coefficient
1.5 O2_mineralisation_half_saturation
0.8 O2_mineralisation_anaerobic_factor
1.08 temperature_mineralisation_multiplier
Nitrogen

1.1 NH4_sedflux_T_multiplier
0.0200 NH4_sedflux_max_rate
0.02 NH4_sedflux_Ox_half_sat
1.1 NO3_sedflux_T_multiplier
-0.10 NO3_sedflux_max_rate
0.020000 NO3_sedflux_Ox_half_sat
1.05 DONL_sedflux_T_multiplier
0.00001 DONL_sedflux_max_rate
0.50000 DONL_sedflux_Ox_half_sat
0.05000 nitrification_coefficient
1.00000 temperature_nitrification_multiplier
2.00000 O2_nitrification_half_saturation
3.42857 nitrification_O_to_N
0.1 denitrification_coefficient
1.09 temperature_denitrification_multiplier
0.3 O2_denitrification_half_saturation
1.25 denitrification_C_to_N
0.16 refractory_ratio
0.005 mineralisation_coefficient
1.5 O2_mineralisation_half_saturation
0.8 O2_mineralisation_anaerobic_factor
1.08 temperature_mineralisation_multiplier
.false. simulate_pin
 .1 nh4_sorption_c1
 .1 nh4_sorption_c2
 .1 PIN_resuspension_rate_k
 .1 PIN_resuspension_kt
 .1 PIN_critical_shear

Oxygen

.true. simulate_oxygen
.false. sbp_model
1.1 sedflux_T_multiplier
1.35 sedflux_max_rate
0.05 sedflux_Ox_half_sat
4C. Zooplankton modelling in LLC

Initially, we attempted to include in our simulations zooplankton grazing by driving phytoplankton loss from zooplankton data in the three sub-basins. Monthly vertically-integrated samples of zooplankton concentration were obtained by the LUBW (Fig. 4.10).

![Figure 4.10](image)

**Figure 4.10:** Zooplankton concentration in each basin of LLC in the years 2016 and 2017. Monthly data provided by LUBW about the concentration of Cladocera, Copopods, Cyclopodia and Rototaria in the sub-basins of LLC. Only data about Cladocera and Copopods were used in this study.
We decided to simulate the grazing pressure of the two most abundant zooplankton species (Copopods and Cladocera) to limit the computational time that increases with the number of simulated variables. The zooplankton concentration measured at the stations MGS, MZS and MRH (Fig. 4.10) was assumed as horizontally and vertically homogeneous in the corresponding basin. The zooplankton concentration was kept constant over time and updated every two weeks with the values obtained from the linear interpolation of the field measurements.

The parameter governing the zooplankton grazing are the grazing rate \( G_z \), the parameters describing the grazing temperature dependence \( T_{\text{OPT},z}, T_{\text{MAX},z}, T_{\text{STD},z}, \theta_g \) and the zooplankton preference for each phytoplankton group \( P_{Z,A} \) (Tab. 4.2). Indeed, the rate of removal of phytoplankton from the water due to grazing by zooplankton is determined as fraction of the total grazing rate \( P_{Z,A} \cdot G_z \), where \( G_z \) is the grazing rate of the zooplankton group \( Z \) and \( P_{Z,A} \) is a dimensionless number between 0 and 1 accounting for the grazing preference of \( Z \) for the phytoplankton group \( A \). We assumed that Zooplankton grazes only on Diatoms, the most abundant phytoplankton group in LLC, and therefore it had a total grazing preference for this group of 1. The description of its temperature dependence was derived by the study of Jones (2011), while the grazing rate was assumed as for Upper Lake Constance in the study of Kerimoglu et al. (2013).

<table>
<thead>
<tr>
<th>Zooplankton</th>
<th>Symbol</th>
<th>Unit</th>
<th>Cladocera</th>
<th>Copopods</th>
</tr>
</thead>
<tbody>
<tr>
<td>Grazing rate</td>
<td>( G_z )</td>
<td>mg Chl-a g CZoo(^{-1}) d(^{-1})</td>
<td>0.8 (^b)</td>
<td>0.5 (^b)</td>
</tr>
<tr>
<td>Preference for Diatoms</td>
<td>( P_{Z,\text{Diatoms}} )</td>
<td>-</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>Preference for Cryptophyceae</td>
<td>( P_{Z,\text{Crypto}} )</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Preference for Cyanobacteria</td>
<td>( P_{Z,\text{Cyan}} )</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Temperature multiplier for grazing</td>
<td>( \theta_g )</td>
<td>-</td>
<td>1.08 (^a)</td>
<td>1.08 (^a)</td>
</tr>
<tr>
<td>Standard grazing temperature</td>
<td>( T_{\text{STD}} )</td>
<td>°C</td>
<td>18 (^a)</td>
<td>13 (^a)</td>
</tr>
<tr>
<td>Optimum grazing temperature</td>
<td>( T_{\text{OPT}} )</td>
<td>°C</td>
<td>21 (^a)</td>
<td>15 (^a)</td>
</tr>
<tr>
<td>Maximum grazing temperature</td>
<td>( T_{\text{MAX}} )</td>
<td>°C</td>
<td>36 (^a)</td>
<td>33 (^a)</td>
</tr>
</tbody>
</table>

Table 4.2: List of parameters in AEM3D describing the zooplankton dynamics. For each parameter its symbol, unit and assigned value for each group are shown. Literature sources: \(^a\)Jones (2011), \(^b\)Kerimoglu et al. (2013).
We compared the output of the simulations with and without zooplankton in terms of Diatoms concentration. As model results showed (Fig. 4.11), the inclusion of zooplankton prevented phytoplankton from growing again in late fall, also halving the grazing rate of both zooplankton groups.

![Figure 4.11: Simulated and measured Chlorophyll-a concentration in Lower lake Constance with and without zooplankton grazing.](image)

**Figure 4.11:** Simulated and measured Chlorophyll-a concentration in Lower lake Constance with and without zooplankton grazing. Simulated (lines) and measured (dots) Chlorophyll-a concentration in MZS, MG5 and MRH during the simulated period. Three different simulations were run: blue) including zooplankton grazing pressure as in Tab. 4.2 (blue), including the zooplankton grazing pressure, but halving the grazing rate in Tab. 4.3 (red), and without zooplankton grazing (yellow).

### 4D. Bugs of the zooplankton module

During the model set-up different bugs of the zooplankton module of AEM3D were found:

**Bug 1 (AEM3D v. 344)**
Developer contacted: 5.5.2020;
Bug solved: 8.5.2020
Bug: despite the zooplankton grazing was set to zero, the introduction of zooplankton caused the disappearance of phytoplankton.
Figure 4.12: Bug number 1 of the zooplankton module. Comparison between the model results before (blue) and after (red) the fixing of the bug. Simulated (lines) and measured (dots) Diatoms concentration in $M_{ZS}$, $M_{GS}$ and $M_{RH}$ during the simulated period.

Bug 2 (AEM3D v. 347)
Developer contacted 23.6.2020;
Bug solved: 13.7.2020
Bug: Anomalous growth of the phytoplankton groups for which a grazing preference above zero was prescribed.

Figure 4.13: Bug number 2 of the zooplankton module. Comparison between the model results before (blue) and after (red) the fixing of the bug. Simulated (lines) and measured (dots) Diatoms concentration in $M_{ZS}$, $M_{GS}$ and $M_{RH}$ during the simulated period.
4E. Simulated thermal structure

**Figure 4.14:** Simulated Mixed Layer Depth (MLD) in \( M_{GS} \) and \( M_{ZS} \). The right panel shows the MLD in the uppermost 3 m of the water column.

**Figure 4.15:** Inter-annual comparison of simulated water temperature at the lake bottom. Comparison of the simulated water temperature during the year 2016 (blue) and 2017 (red) in the station \( M_{ZS} \), \( M_{GS} \) and \( M_{RH} \).
4F. Dissolved oxygen

We run a simulation with half value of sedflux_max_rate to understand if the error of the simulated DO concentration in the mixed-layer was driven by the high sediment oxygen demand. Fig. 4.16 showed that halving the parameter regulating the SOD, the NRMSE at the lake surface remained above 0.25 in all the three sub-basins.

**Figure 4.16:** Simulated dissolved oxygen concentration (DO) in Lower lake Constance with half sedflux_max_rate. Simulated DO in a) M_{ZS}, b) M_{GS} and c) M_{RH} during the simulated period. The simulated concentration was compared and the corresponding Normalized Root Mean Square Error (NRMSE) was computed against the available field data (dots) at different depths. Ice cover periods in the three stations were indicated by a black bar at the panel top.
4G. Cryptophyceae

The model was set up to run from September 2016 until December 2017 to check if, with a new initialization of Cryptophyceae, this group could recover in fall 2016.

![Figure 4.17](image)

**Figure 4.17:** Simulated and measured phytoplankton concentration in Lower lake Constance. Simulated (lines) and measured (dots) Diatoms, Cyanobacteria and Cryptophyceae in M\textsubscript{ZS}, M\textsubscript{GS} and M\textsubscript{RH} during the simulated period (starting in September 2016). The simulated concentration was compared against field measurements by means of the Normalized Root Mean Square Error (NRMSE). Ice cover presence in the three stations was indicated by a black bar at the panel top.

The model was set-up to provide information about the time series of the growth limitation functions ($f(P)$, $f(N)$, $f(I)$, $f^T$) at 1 m depth in M\textsubscript{ZS} for Cryptophyceae to investigate the causes of their disappearance in summer 2016. Each individual growth limitation functions spans from 0 to 1: phytoplankton production is maximal when the value of limitation is close to 1. The hourly limitation terms were smoothed with a 2-days running mean.
Figure 4.18: Cryptophyceae growth limitation factors in MZS. The limitations referred to 1 m depth in MZS. The black solid line is instead the concentration of Cryptophyceae in MZS.

4H. Phytoplankton under ice cover

We compared the Diatoms distribution in MGs and MZS during winter 2016 and 2017 (Fig. 4.19). In the year 2016, thin ice cover developed only in Gnadensee at the end of February. Indeed, less than 1 cm thick ice was simulated in MGs. Instead, in year 2017, the model simulated up to 87% of the lake surface covered by ice (Caramatti et al. 2020) and up to 8 cm and 4.5 cm thick ice respectively at the station MGs and MZS. Fig. 4.18 showed that Diatoms grew abundantly in the uppermost 1-2 m of the water column when ice cover developed.

Figure 4.19: Simulated Diatoms concentration in MGs and MZS in winter 2016 and winter 2017. The ice cover thickness in the two stations was indicated by the red dashed line.
4I. Evaluation of the model fit against field data

The accuracy of the simulation in terms of phytoplankton and chlorophyll-a concentration with respect to the field measurements was evaluated in the stations M\textsubscript{GS}, M\textsubscript{ZS} and M\textsubscript{RH} using additional statistical error, such as the Root Mean Square Error (RMSE) and Mean Absolute Error (MAE) to facilitate the comparison with other modelling studies. Their formulas are:

\[
RMSE = \left[ \frac{1}{N} \sum_{i=1}^{N} (x(t_i) - y(t_i))^2 \right]^{1/2} \quad \text{and} \quad MAE = \left[ \frac{1}{N} \sum_{i=1}^{N} |x(t_i) - y(t_i)| \right]
\]

where \(x\) and \(j\) are respectively the measured and simulated vertical mean concentration at the date \(t_i\) in M\textsubscript{GS}, M\textsubscript{ZS} or M\textsubscript{RH} and \(N\) represents the number of records.

<table>
<thead>
<tr>
<th></th>
<th>NRMSE (-)</th>
<th>RMSE ((\mu g) L(^{-1}))</th>
<th>MAE ((\mu g) L(^{-1}))</th>
</tr>
</thead>
<tbody>
<tr>
<td>Diatoms M\textsubscript{ZS}</td>
<td>0.43</td>
<td>2.91</td>
<td>2.31</td>
</tr>
<tr>
<td>Cyanobacteria M\textsubscript{ZS}</td>
<td>0.91</td>
<td>0.09</td>
<td>0.05</td>
</tr>
<tr>
<td>Cryptophyceae M\textsubscript{ZS}</td>
<td>0.39</td>
<td>0.89</td>
<td>0.64</td>
</tr>
<tr>
<td>Diatoms M\textsubscript{GS}</td>
<td>1.9</td>
<td>4.17</td>
<td>3.58</td>
</tr>
<tr>
<td>Cyanobacteria M\textsubscript{GS}</td>
<td>0.16</td>
<td>0.23</td>
<td>0.11</td>
</tr>
<tr>
<td>Cryptophyceae M\textsubscript{GS}</td>
<td>0.25</td>
<td>0.4</td>
<td>0.3</td>
</tr>
<tr>
<td>Diatoms M\textsubscript{RH}</td>
<td>0.73</td>
<td>1.52</td>
<td>1.08</td>
</tr>
<tr>
<td>Cyanobacteria M\textsubscript{RH}</td>
<td>0.36</td>
<td>0.15</td>
<td>0.1</td>
</tr>
<tr>
<td>Cryptophyceae M\textsubscript{RH}</td>
<td>0.37</td>
<td>0.67</td>
<td>0.43</td>
</tr>
<tr>
<td>Chlorophyll-a M\textsubscript{ZS}</td>
<td>0.34</td>
<td>2.54</td>
<td>2.06</td>
</tr>
<tr>
<td>Chlorophyll-a M\textsubscript{GS}</td>
<td>1.85</td>
<td>4.35</td>
<td>3.68</td>
</tr>
<tr>
<td>Chlorophyll-a M\textsubscript{RH}</td>
<td>0.80</td>
<td>1.88</td>
<td>1.56</td>
</tr>
</tbody>
</table>
General discussion and perspectives

The characterization of lake hydrodynamic and water quality with WQMs is of particular importance for a good understanding of the lake’s processes and its responses to changes. In particular, in a morphologically complex lake, like Lower Lake Constance, a 3D analysis is needed in capturing the significant water quality heterogeneities and the ecological hot spots. Our results addressed some of the factors governing the spatiotemporal heterogeneity of the phytoplankton community between the sub-basins of Lower lake Constance, such as the spatiotemporal variability in ice cover formation and inter-basin exchange in the lake.

Our findings demonstrated that during winter inter-basins differences are strongly enhanced. Indeed, as a result of the complex interaction between lake morphometry, stream intrusion and stratification frequent and abundant ice cover developed in Gnadensee, whereas less frequent and abundant in the other two sub-basins (Chapter 2). This leads to very different conditions in terms of light availability, temperature and turbulence for the phytoplankton growth within LLC. Chapter 4 showed indeed that the inverse temperature stratification that develops under ice allows phytoplankton to be contained in the upper part of the water column, just below the ice sheet, where light may be still sufficient for balanced or positive phytoplankton growth. These conditions favor the abundant growth of Diatoms in Gnadensee (Chapter 4).

Moreover, during winter periods the water exchange between Gnadensee and Zeller See is lower than in summer (Chapter 3) and then in that period more different conditions between these two basins are expected in terms of nutrients and organisms. Similarly, the water exchange between the river Seerhein and Gnadensee is also more limited than is summer. Therefore, Gnadensee results to be less under the influence of the water from the river Seerhein and hence also under the conditions of the upstream Upper Lake Constance (Chapter 3). Consequently, the dilution effect of dissolved substances in Gnadensee caused by the poor-in-nutrients water from the river Seerhein is expected to be less important than in summer.
The high vulnerability of winter conditions to climate warming could in the future lead to reduced inter-basin spatial variability. Indeed, Chapter 3 showed that climate warming results in reduced ice cover and an earlier onset and longer duration of stratification, leading to enhanced inter-basin exchange especially during winter and spring. That, together with the changing in light availability resulting from shorter ice cover duration or absence of ice cover, could have a strong impact on the diatoms bloom that usually occurs early in the year and take advantage from the presence of ice cover (Chapter 4). Furthermore, the fraction of water from Upper Lake Constance reaching the rather secluded basin Gnadensee in winter increases with climate warming and could imply a larger dilution of dissolved substances in Gnadensee (Chapter 3).

In summer, the higher current speeds in the lake and the bigger area of the cross-section above the sill resulting from water level changes favors higher water exchange in the lake and therefore more homogenous conditions are expected. However, inter-basins differences in terms of dissolved oxygen, nutrients and phytoplankton persist also during that period. Indeed, despite the entrance of well-oxygenated water from the river Seerhein in Gnadensee is enhanced, Chapter 4 provided evidences that it is not enough to prevent the establishment of severe anoxic conditions in that basin. In Zeller See, instead, the Seerhein water intruding below the lake mixed layer depth favors the oxygenation of the basin deep water. Furthermore, a deep chlorophyll maximum of Cyanobacteria usually develops only in Gnadensee and not in Zeller See (Chapter 4).

The future reduced inter-seasonal pattern of water level in LLC may implying larger horizontal differences of dissolved substances and organisms between lake sub-basin during summer months (Chapter 3). This could sharpen the differences in oxygen level at the bottom of the lake sub-basins leading to more severe anoxic conditions in Gnadensee. Moreover, it could reduce the export of cyanobacteria from Gnadensee to Zeller See, which may result in a larger deep chlorophyll maximum in Gnadensee than today.

The findings reported in these chapters have advanced the understanding of the spatiotemporal variability of physical and biochemical processes in a complex waterbody with heterogeneous morphology, also under consideration of a changing climate.
Future perspectives

A correct simulation of the ice cover formation process in the lake can integrate field measurements. These indeed often suffer from the lack of both temporal and spatial coverage, especially for study sites of relatively large domains or characterized by highly spatially variable conditions (Brown & Dugay, 2010). Moreover, numerical simulations of ice cover can compensate for the limited performances of remote sensing in distinguishing between blue ice and water and in obtaining quality images due to the obscuring effect of cloud cover. For LLC, for instance, no continuous and systematic records on ice cover exist and a remote sensing approach is limited by cloud cover and fog during wintertime. Our dataset in Chapter 2 has been indeed gathered from a citizen science approach from multiple sources (e.g. social media, newspaper, Water Police).

The calibrated and validated model of Chapter 2 could be now used to generate a long-term dataset about spatiotemporal information of ice cover in LLC. Future research projects assessing the effect of climate warming on the lake could indeed benefit from it. According with the availability of the input forcing, the model’s set-up could be indeed extended up to cover the period 1990 - 2021. However, the windfield from COSMO does not exist before 2009. Consequently, the sensitivity of results to a constant versus a spatially variable wind should be assessed.

Together with limitations in collecting systematic and extended records of ice cover, also under-ice sampling is limited, mainly due to logistical difficulties and safety concerns associated with conditions of winter sampling (Wright, 1964; Twiss et al., 2012). This thus hinders the fully understand of the effects of ice-cover on the biogeochemical processes in lakes (Oveisy et al., 2014). Numerical models with an adequate representation of ice cover, hydrodynamics and biochemical processes can be of great importance in providing researchers with more detailed understanding of the role of ice cover on water quality and plankton dynamics. Hence, the coupled hydrodynamic and ecosystem model of Chapter 4 could be used to investigate the processes governing under-ice water quality and phytoplankton dynamics in the three sub-basins of LLC and extend our conclusion of Chapter 4. Moreover, the formation of partial ice cover in the lake allows to compare the physical and ecological dynamics between under-ice and open water.

Lastly, the model setup of Chapter 4 could be also employed to assess the effect of enhanced/reduced inter basin exchange caused by the scenarios of Chapter 3 on the inter-basin variability of phytoplankton and nutrient distribution. However, the model limitation in dynamically simulating zooplankton obstacles the possibility to perform scenarios that would also affect the
zooplankton abundance, e.g. climate warming. Water level scenarios might be simulated, assuming their effect on zooplankton growth negligible.
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