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Abstract

Uncertainty is ubiquitous in the data that we collect. Nevertheless, when users create visualizations of this data, it is frequently neglected. The reason for this is twofold: For one, many common algorithms cannot handle uncertain data. If this is the case, the only option is to omit information and solely consider the most likely realization of the data. The second reason is that uncertainty is difficult to communicate to the user, either due to the lack of suitable visual variables or because users lack literacy in understanding uncertainty and its underlying mathematical model: probability distributions.

The following thesis proposes methods to alleviate some of these problems by tackling two research questions: “How can we communicate uncertainty with its statistical properties?” and “How to adapt visualization methods to uncertainty?”

First, we discuss sources of uncertainty, how to model it by using probability distributions, and different approaches for propagating uncertainty. Then, we propose a novel treemap technique designed to show uncertainty information. Our method relaxes the requirement of covering the entire designated space that traditional techniques adhere to. We propose modulated sine waves as a quantitative encoding of uncertainty, yet our resulting method is flexible to work with various visual variables.

Next, we investigate how to perform dimensionality reduction on uncertainty data. We identify two general approaches: Monte Carlo sampling and analytical methods. We apply the former to adapt stress-majorization for creating layouts of probabilistic graphs. While Monte Carlo methods can be applied to a wide range of problems, the resulting visualizations can be difficult to interpret. On the other hand, analytical approaches do not share this drawback but are only viable if the uncertainty information can be propagated analytically through the projection. We show how this can be done to arrive at an uncertainty-aware version of principal component analysis. Besides, the analytical approach allows us to understand the projection’s sensitivity to uncertainty in the data.

Together with a summary of the developed methods, this thesis concludes with potential directions for future research. For this, we discuss Bayesian methods and their potential applications for handling uncertainty in visualization. Furthermore, we propose stippling, a form of visual abstraction, as a new way to visualize uncertainty in scalar fields.
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Uncertainty is ubiquitous in our lives. We encounter it when we make decisions or worry about the future. A large amount of uncertainty comes from not knowing the complete state of our surroundings, as we can only perceive a tiny fraction of it. As scientists, we try to better understand the world around us and the laws that govern it. We do this through observation and experimentation, supported by measurements. However, the measurements that we perform are inherently inaccurate. The reason for this is that our measurement devices are imperfect and introduce systematic errors or random noise.

Fully capturing a system would require us to observe everything down to single particles. Of course, this is impossible. Not only because of the complexity of such an endeavor, but also because the Heisenberg uncertainty principle states that we cannot measure the exact position and velocity of a particle at the same time\(^1\). Therefore, when scientists conduct experiments, they need to carefully balance trade-offs to get accurate results for the variables that they want to measure. In the natural sciences, much effort has been put into understanding and quantifying errors. In Chapter 2, we will describe the different types of uncertainty introduced by these errors. Uncertainty also plays a fundamental role in the social sciences because humans are not rational, which makes their actions and reactions hard to predict. While we can make reasonable estimates based on the behavior of larger groups, drilling down and understanding the actions of an individual is often impossible.

Graphical representations are essential tools for communicating facts and ideas, independent of the domain. Looking at uncertainty from the context of information visualization, we can see its presence at every stage of the visualization pipeline. The first step is understanding the process that has generated the input data and then casting it into a mathematical model. Further preprocessing steps, such as filtering, also need to consider the variability of the data resulting from this process. The mapping stage transforms data into geometric primitives. To convey the uncertainty, we need to rethink and adapt the algorithms we use to create representations because, in their current form, they cannot readily handle this additional information.

The critical challenge is that only a few algorithms are robust against small variations in the inputs. Layout generation is particularly prone to this because of branching: Taking a different execution path can lead to large changes in the resulting arrangement. These discontinuities make it difficult to reason about uncertain data and can ultimately reduce trust in the visualization.

The purpose of visualization is to transport a message, so we need to make sure that it reaches the receiver intact. In concrete terms, we need to convey the information to the user understandably and intuitively — a challenging task even without considering uncertainty. Because of this, few visualizations contain uncertainty estimates. Visualization authors
face the following dilemma: They can honestly communicate the uncertainty in the data, but this risks reducing the viewer’s trust in the visualization [Hul20]. By investigating new visual variables, rendering techniques, and algorithms, we aim to mitigate some of these challenges.

In empirical research, there is a distinction between qualitative and quantitative methods. In qualitative research, we are interested in understanding how things work or why people behave in a certain way. Generally, qualitative results are prose or short comments in natural language that describe concepts. Quantitative research, on the other hand, tries to measure variables and relate entities to each other. The results of quantitative research are numerical and come in the form of numbers, magnitudes, or vectors². A similar distinction can be drawn when conveying information: We can communicate aspects of the data qualitatively or quantitatively. The following thesis presents methods that treat uncertainty quantitatively. Starting from input data afflicted with uncertainty, we want to adapt algorithms to propagate this uncertainty and finally communicate the results to the user quantitatively, which allows them to draw well-founded conclusions.

1.1 Research Questions

This thesis aims to develop novel visualization techniques that respect the uncertainty in the data and communicate it faithfully. We see this problem as an interplay between the following two research questions:

RQ1 How can we communicate uncertainty with its statistical properties? There are already several established ways to depict uncertainty in low-dimensional data. Examples of this are box-plots or violin-plots. We are interested in finding analogous representations for high-dimensional data.

RQ2 How to adapt visualization methods to uncertainty? Modeling uncertainty in the data forces us to rethink the methods we use for visualization because many existing techniques cannot be applied directly to uncertain data.

The following paragraphs give an overview of the challenges that govern these research questions and approaches for tackling them.
1.1 Research Questions

In this thesis, we will use the term sensitivity analysis for both concepts.

Consider sorting, a well-studied problem in computer science. How would we change the algorithm if we want to sort noisy measurements?

Algorithms are predominantly not continuous over their inputs nor their specific parameters. Therefore, slight changes in either one of them can lead to large changes in the output. Sensitivity analysis is a method to judge the robustness of models and algorithms against these changes. The general idea is to slightly vary the input parameters to see how much changes they inflict on the output. The technique is commonly used when creating mathematical models and simulations, such as weather forecasts, where the resulting set of outcomes is also called an ensemble. Sensitivity analysis and quantification of uncertainty are related concepts, as both domains try to model variations in the input to algorithms. Traditionally, sensitivity analysis investigates variations of the input parameters to an algorithm, while uncertainty methods try to quantify the impact of small changes in the actual input data. An interesting line of research would be to unify both under a single framework, allowing the user to answer "What if?"-questions about the model. Understanding the interplay and relationships between variations in the input and the influence of parameters could ultimately strengthen the trust in the method’s results.

Adapting Algorithms

Many of the commonly used methods for conveying information cannot readily handle uncertain data. There are several reasons for this. As we discussed earlier, the lack of appropriate visual variables is one of them. Another big challenge is that the algorithms that we use to process data for visualization were designed with absolute, non-variable, data in mind.

When we want to encode information about the uncertainty geometrically, we need to adapt the algorithms to account for the additional required space. In many cases, this is not readily possible for existing techniques. Consider layout algorithms, for example. For most of them, it is impossible to adapt the layout locally when the data changes. The reason for this is that many layout algorithms optimize for space efficiency globally. In Chapter 3, we will show how changing this paradigm can lead to new designs that are better suited to visualize uncertainty information.

In dimensionality reduction, the goal is to find a projection of the data — typically onto 2D — that retains most of its characteristics in the high-dimensional space, according to various metrics. In Chapters 4 and 5, we introduce two fundamental approaches that we can take to adapt existing methods to uncertain data. First, we consider the problem of finding a layout for a probabilistic graph. The critical insight is that we can use Monte Carlo techniques to go from probability distributions back to single instances that can be handled by the algorithm. However, this merely shifts the problem as we now need to register multiple resulting layouts back to each other. We achieve this by introducing an additional anchoring term that is jointly optimized when creating the layout. In Chapter 5, we show how to perform a principal component analysis for uncertain
input data by taking a different approach: We derive a closed-form solution to finding the covariance matrix, which ultimately yields the principal components, under uncertainty. A significant advantage of analytical methods is that they allow us to investigate the sensitivity of the result to the uncertainty in the data, as described in the previous paragraph.

1.2 Author’s Contributions

This thesis presents approaches aimed at answering the research question defined in the previous section. For this, text and images from the author’s previous publications have been reused without explicit citation. The following is a list of these publications:


Joint work with Christoph Schulz, Arlind Nocaj, Oliver Deussen, Ulrik Brandes, and Daniel Weiskopf. I contributed to the visualization of clusters in the layout by computing $\alpha$-shapes of possible realizations of node positions. We then use these $\alpha$-shapes to draw contours around the realizations to help discern single- and multimodal nodes. Additionally, I helped perform the experiments to visualize travel times by car in southern Germany by collecting and preparing data.


Collaboration together with Christoph Schulz, Daniel Weiskopf, and Oliver Deussen. I came up with the design for bubble treemaps, the method for drawing contours using biarc curves, and the encodings of uncertainty. I implemented the prototype we used to create the examples in the paper. Daniel Weiskopf helped me refine my ideas together with Christoph Schulz, who contributed the algorithm for modulating sine waves onto the contours used to depict the uncertainty.


Joint work together with Marc Spicker, Christoph Schulz, Daniel Weiskopf, and Oliver Deussen. We saw the potential of using the Linde–Buzo–Gray stippling algorithm5 for uncertainty visualization and came up with the idea of using it for visualizing abstracted scalar fields. I contributed the generalization from discretized images to continuous scalar fields and refactored Marc Spicker’s initial implementation of the algorithm to adapt to these changes. Marc Spicker and I collaborated on the two methods of embedding contours into stipple representation, and with his help, we created

5: Oliver Deussen and Marc Spicker developed the original version of the LBG stippling algorithm for artistic rendering and other applications in computer graphics [DSZ17].
the examples in the paper. Christoph Schulz devised and conducted the user study and analyzed its results.

- J. Görtler, R. Kehlbeck, and O. Deussen. „A visual exploration of Gaussian processes“. In: Distill (2019) [GKD19]

Joint work with Rebecca Kehlbeck and Oliver Deussen. Hendrik Strobel nudged us to write an article that uses visualizations to explain how machine learning methods work. I implemented Gaussian processes, devised the text’s overall structure, and created the concepts for most interactive figures. Rebecca Kehlbeck helped to refine the visualizations and contributed to the section on kernels. Together we designed the visualization of the conditioned distribution with the respective covariance matrix.


Joint work with Thilo Spinner, Dirk Streeb, Daniel Weiskopf, and Oliver Deussen. I came up with the idea of using the mathematical properties of Gaussian distributions for dimensionality reduction and investigating the influence of uncertainty on the final projection. Dirk Streeb suggested the use of principal component analysis and surveyed much of the related work. Thilo Spinner helped me derive the required equations for the projection. I had the idea for sensitivity analysis and framed it mathematically. Thilo Spinner provided the initial implementation of factor traces, which I subsequently refined.


Collaboration with Kiran Gadhave, Zach Cutler, Carolina Nobre, Oliver Deussen, Miriah Meyer, Jeff Phillips, and Alexander Lex. We saw the need to model user intent in visualization systems. Together, Alexander Lex, Kiran Gadhave, Jeff Phillips, and I developed the initial user intents. Kiran Gadhave implemented the visualization system on the frontend while I developed the machine learning backend of our prototype. Together we came up with the Jaccard index for ranking intents. It was my idea to use Bayesian ranking, as well as using decision trees to simplify range queries. Zach Cutler incorporated the provenance tracking. Carolina Nobre and Miriah Meyer helped to conduct and evaluate the user studies. Alexander Lex coordinated the project and guided our research.
In addition to these, there are other publications to which the author has contributed. We list them below. The first two of them touch upon different topics, so they are not part of this thesis.


1.3 Outline

This thesis is structured around answering the two research questions posed in Section 1.1. In Chapter 2, we introduce the various types of uncertainty that have been identified in different domains. We then show how to model uncertainty mathematically by using probability distributions. For this, we first introduce general concepts of statistics that we will use throughout this thesis. Then, we identify two fundamental approaches to propagating uncertainty through the visualization pipeline: Monte Carlo-based sampling and analytical solutions (RQ2). We present concrete instances of these two methods in the following chapters.

In Chapter 3 we consider uncertainty in hierarchical data. Starting from a hierarchy where uncertainty is present solely in the leaves, we show how to analytically propagate the uncertainty towards the root (RQ2). Once every node in the hierarchy has uncertainty information attached to it, we present a novel treemap algorithm designed to show this information (RQ1). What differentiates this algorithm from traditional techniques is that it deliberately leaves open space in the layout, which we reclaim to show information about each node’s uncertainty (RQ2).

Chapters 4 and 5 focus on dimensionality reduction under uncertainty. First, we will propose a sampling-based method to layout probabilistic graphs. For this, we show how to extend stress majorization by an additional term to anchor the resulting samples to one another (RQ2). The ensuing graph embedding reveals that node distribution can be multimodal. To emphasize this visually, we use kernel density estimation and clustering to visualize contours (RQ1). Then, in Chapter 5, we show how to adapt principal component analysis to uncertain data (RQ2). For this, we generalize the existing method to work on probability distributions. Our approach is general and allows us to perform a sensitivity analysis.
of the projection with respect to the amount of uncertainty. This helps
users understand the influence of uncertainty on the result (RQ1).

In Chapter 6, provide general directions for future research and point out
two promising techniques that could be used for uncertainty visualiza-
tion: Bayesian methods and visual abstraction. We conclude this thesis in
Chapter 7, which contains a summary of the methods presented in this
thesis and their relation to the visualization pipeline.
The following chapter gives background on uncertainty and lays the mathematical foundations for the methods proposed in this thesis. First, we introduce various types of uncertainty that we encounter in input data. Then, we give an overview of how different domains understand and handle uncertainty. Section 2.2 recaps probability distributions and how they can be used to model the processes that generated the data. In Section 2.3, we identify two approaches to propagating uncertainty through the visualization pipeline. Finally, Section 2.4 gives an overview of various uncertainty visualization methods related to the work presented in this thesis.

2.1 Types and Sources

Several taxonomies exist to describe different kinds of uncertainty. In uncertainty quantification, there are two main categories of uncertainty. Aleatoric uncertainty is inherent to the process under observation and cannot be controlled, while epistemic uncertainty can be reduced by performing more accurate measurements [KD09].

In the context of information visualization, Skeels et al. [Ske+08] identify three sources of uncertainty: Uncertainty of measurements, aggregations, and uncertain predictions. This thesis will show examples for each of these sources; Table 2.1 lists them in detail. Probability distributions are the mathematical tool to model these types of uncertainty. They allow us to capture the variations and unknowns present in the input data and form the foundation of our visualization techniques.

Set theory is another domain where uncertainty prevails. There is a wide range of work on fuzzy sets that tries to model sets where the set membership is described by a function that determines each element’s grade of membership. Formally, a fuzzy set is a tuple \((U, m)\) of a set \(U\) and a membership function\(^1\) \(m : U \rightarrow [0, 1]\). Hence, an element \(x\) can either be not included \(m(x) = 0\), partially included \(0 < m(x) < 1\), or fully included \(m(x) = 1\). Fuzzy sets are often defined in terms of linguistic labels. In Chapter 5, we show an example of this in the context of dimensionality reductions. The dataset contains student grades, some of them provided by common everyday words, such as good or very good. These assessments are than mapped to their mathematical counterpart in the form of trapezoid distributions. Please note that in this special case, the membership function describes the probability of an element belonging to each of the sets. Fuzzy sets find wide application, among others in decision-making, electrical engineering (system control), and civil engineering [KY95].

Uncertainty is also closely related to risk. However, these terms are often used interchangeably, although they describe different concepts in many domains. In finance, risk and uncertainty are used to quantify the cost associated with future events. In this context, they mean slightly different things [Kni21]: Risk specifies events whose chance of occurrence

---

1: While \(m\) might look similar to probability density functions, which we will introduce in Section 2.2, note that \(m\) can, but does not have to be normalized.
2: Taleb popularized the term *black swan* for these type of events. An example for such an event is the proliferation of personal computers.

can be quantified. Their impact is known, and the goal is to minimize it — for which statistical methods play an essential role. In this context, the term uncertainty is used to describe events with opposite characteristics: They are not known in advance and therefore cannot be quantified. Thus, there is also no way to control their occurrence or minimize their impact. In hindsight, these events were often not deemed possible, and their incidence leads to a large change in beliefs. However, this definition of uncertainty is not very common in the natural sciences, where the term uncertainty describes environments that are only partially observable or inherently stochastic, such as in quantum physics. In the following section, we will look at how to model uncertainty mathematically.

2.2 Modeling

When we want to visualize uncertainty, it is crucial to understand the process that generated the data. However, as we discussed earlier, it is impossible to capture the properties of such processes fully. The typical way to deal with this is to make simplifying assumptions. One approach to handle the imprecision of measurements is to perform multiple repeated measurements and aggregate them. In the following section, we briefly recap probability distributions — we will start with the 1D case and then move on to multivariate statistics.

We use random variables to describe the values of possible outcomes $x$ of a random phenomenon. Probability distributions model either discrete or continuous random variables. In the former case, we use probability mass functions (PMF) defined as $p_X(x_i) = P(X = x_i)$ with $p : \mathbb{R} \rightarrow [0, 1]$, to assign a probability to each of the outcomes. The probabilities of each outcome have to sum up to 1, so:

$$\sum_i p_X(x_i) = 1$$

In the later case, where the probability distribution is continuous, the distribution is given by a probability density function (PDF) $f : \mathbb{R} \rightarrow \mathbb{R}_{\geq 0}$. It maps the value of a continuous random variable $x \in X$ to a normalized density:

$$\int_{\mathbb{R}} f(x) \, dx = 1$$

It is important to note that unlike the PMF $p_X$, the result of evaluating the PDF $f_X$ at a single location is not a probability. To retrieve the probability of for a given value $x$, we need to consider an infinitesimal interval $[x, x + dx]$. The probability of an outcome falling into this range is then given by:

$$f_X(x) = \frac{d}{dx} F_X(x),$$

where $F_X(x)$ is the cumulative distribution function of $X$.

So far, we only looked at the one-dimensional case. To extend these concepts to multi-dimensional phenomena, we can group several random variables into a multivariate random variable, which is also called a random vector. Throughout this thesis, we denote random vectors by
2.2 Modeling

We will make extensive use of this property later when we show how to perform dimensionality reduction on random vectors.

Summary Statistics

In many cases, it suffices to consider the general characteristics of random variables or random vectors rather than their full distributions. Using these characteristics, we can make statements about the original distribution’s shape and properties — we call them summary statistics. The most well-known statistics are the first and second moments, which, in the real-valued case, are also called mean \( \mu \) and variance \( \sigma^2 \). In the continuous case, they are defined as:

\[
\mu = \int_{\mathbb{R}} x \cdot f_X(x) \, dx, \quad \sigma^2 = \int_{\mathbb{R}} x^2 \cdot f_X(x) \, dx - \mu^2
\]

The mean \( \mu \) is also called the expected value. We can think of the variance as the spread of actual realizations \( x \in X \) around this value \( \mu \).

Summary statistics also exist for random vectors in the multivariate case. For multi-dimensional data, the mean \( \mu \) is a \( d \)-dimensional vector, and the variance is replaced by the covariance \( \text{Cov}(x, x) \), which reflects correlations between each of the \( d \) components. The mean vector \( \mu \) describes the expected value of the distribution. Each of its components reflects the mean of the corresponding dimension. \( \text{Cov}(x, x) \) models the variance along each dimension and determines how the different random variables are correlated. Because the covariance describes the pairwise relationships between dimensions, it has the form of a symmetric \( d \times d \) matrix. Every covariance matrix is always positive semi-definite \([\text{Haz94}]\). The diagonal of \( \text{Cov}(x, x) \) consists of the variance \( \sigma^2_i \) of the \( i \)-th random variable. And the off-diagonal elements \( \sigma_{ij} \) describe the correlation between the \( i \)-th and \( j \)-th random variable.

Both \( \mu_x \) and \( \text{Cov}(x, x) \) are defined in terms of the expected value operator \( \mathbb{E} [\cdot] \). Let the random vector \( x \) be given by a set of samples \( \{x_n\}, n \in \{1, \ldots, N\} \) from an arbitrary distribution. For the sampling mean \( \mu_x \) we have:

\[
\mu_x = \mathbb{E} [x] = \frac{1}{N} \sum_{n=1}^{N} x_n
\]

The covariance \( \text{Cov}(x, x) \) is defined as:

\[
\text{Cov}(x, x) = \mathbb{E} \left[ (x - \mathbb{E} [x])(x - \mathbb{E} [x])^T \right] = \mathbb{E} [xx^T] - \mu_x \mu_x^T
\]
Uncertainty

6: Please note that only the mean of \( \mathbf{x} \) is influenced by the translation \( \mathbf{b} \). In contrast, the covariance matrix is invariant to translation. The reason for this is that the covariance only captures the relative variance of each component because it is always centered around the sampling mean by the term \( \mu \mathbf{x} \mu \mathbf{x}^T \).

7: Commonly, \( \Sigma \) is used to denote the covariance matrix of an MVN. In Chapter 5, we will apply the expected value operator \( \mathbb{E} [\cdot] \) to covariance matrices. To make these equations easier to read, we chose to use \( \Psi \) throughout this thesis.

8: We will go into more details in Chapter 6, where we define Gaussian processes, a versatile approach to regression and machine learning in general.

The term \( \mathbb{E} [\mathbf{x}\mathbf{x}^T] \) is the expected outer product \( \mathbf{x}\mathbf{x}^T \), which is defined by the following equation:

\[
\mathbb{E} [\mathbf{x}\mathbf{x}^T] = \frac{1}{N} \sum_{n=1}^{N} \mathbf{x}_n\mathbf{x}_n^T
\]

Earlier, we mentioned how to transform a random vector \( \mathbf{x} \) using affine transformations. Transforming \( \mathbf{x} \) in such a way also influences its summary statistics\(^6\). Both of the following equations make use of the linearity of the expected value operator \( \mathbb{E} [\cdot] \). For the mean, it holds that:

\[
\mathbb{E} [A\mathbf{x} + \mathbf{b}] = A\mathbb{E} [\mathbf{x}] + \mathbf{b}
\]

In a similar fashion, we can transform the covariance matrix:

\[
\text{Cov}(A\mathbf{x} + \mathbf{b}, A\mathbf{x} + \mathbf{b}) = A \text{Cov}(\mathbf{x}, \mathbf{x}) A^T
\]

(2.2)

The Normal Distribution

Arguably the most established probability distribution is the normal distribution. It is often used to model errors of measurements or phenomena under the assumptions of the central limit theorem. One of this theorem’s implications is that the joint distribution of independent, identically distributed random variables with finite variances is normal. We will encounter the \( d \)-dimensional, multivariate normal distribution (MVN) multiple times in our work. In the previous section, we introduced mean and covariance as common summary statistics — these first and second moments fully determine an MVN. Therefore, if \( \mathbf{x} \) is distributed normally, with mean \( \mu \) and covariance matrix \( \Psi = \text{Cov}(\mathbf{x}, \mathbf{x}) \), we write\(^7\):

\[
\mathbf{x} = [x_1, x_2, \ldots, x_d]^T \sim \mathcal{N}(\mu, \Psi).
\]

There are a plethora of different probability distributions, but some elegant properties make normal distributions particularly important. For one, they are closed under marginalization and conditioning, two operations that are very common on multivariate distributions\(^8\), and other basic operations, such as addition and subtraction as well. Furthermore, the density of the MVN is defined as follows:

\[
f_\chi(\mathbf{x}) = \frac{\exp\left(-\frac{1}{2}(\mathbf{x} - \mu)^T\Psi^{-1}(\mathbf{x} - \mu)\right)}{\sqrt{(2\pi)^k \det \Psi}}
\]

Therefore, computing the integral of the density is straightforward. It is also possible to compute values of its corresponding cumulative distribution function analytically in closed-form via the Mahalanobis distance. In addition to that, we derive the integral of a very similar function, the Gaussian kernel, in Section 6.2. In the next section and the following chapters, we will see the relevance of these properties.
2.3 Propagation

The crucial step to answering RQ2 is propagating uncertainty through the steps required for creating a visualization. Initially, we start with input data with associated uncertainty. When we transform and preprocess this data, we manipulate values. The hard step is to carry over these manipulations to the uncertainty. As mentioned before, we use probability distributions to model uncertainty. Technically this means that we need to find ways to perform identical operations on probability distributions. As we will see, there are a significant amount of cases where this is not readily possible. Correctly tracing the uncertainty through visualization techniques is fundamental to the tasks that users want to perform, such as identifying areas of substantial variability and understanding the influence of uncertainty on the algorithms that we use to create visualizations.

We identified two principal ways of propagating uncertainty through the work presented in this thesis: Propagation based on Monte Carlo sampling and analytical propagation.

Monte Carlo Sampling

The former is particularly suited when the probability distributions that model the uncertainty are complex. Sampling-based strategies can work in a variety of situations. In Chapter 4, we show how to use such an approach to layout probabilistic networks.

Nevertheless, this flexibility also comes with a price. In many cases, it is not clear how to best sample the underlying distributions faithfully. There is always a tradeoff for how many realizations are required: Only a large amount of samples ensures that the given distribution is well-approximated. However, ultimately, all these samples need to be propagated through the visualization pipeline, which may not be affordable depending on the algorithm. On the other hand, with too few samples, there is the chance that we neglect rare yet potentially significant events. Adaptive sampling approaches aim to mitigate this, but they introduce additional complexity and can make it harder to reason about the true distribution of values.

Another problem with sampling-based strategies is that many of the algorithms used for information visualization are not robust, which means that small input variations can lead to vastly different results. Layout algorithms, which are often subject to flipping, are typical examples of this. If we resort to sampling, we can expect different outcomes for the resulting realizations. The problem is that they do not have the same frame of reference. That means we lose the relationship information from the original distribution and cannot respect it in the mapping algorithm.

One solution to this problem is anchoring the different outputs to a single source of truth, such as the expected value of all realizations. As we will see in Chapter 4, the results of methods based on anchoring can be challenging to interpret due to this deficiency during propagation. Sampling
also entails that we restore the individual distributions after propagating single instances, for example, through kernel density estimation as shown in Chapter 4.

**Analytical Solutions**

Although often impossible, finding analytical ways to propagate the uncertainty through the visualization pipeline has a couple of advantages. In contrast to sampling, it is easier to reason about the influence of uncertainty on the resulting representation. Also, we do not lose the characteristic properties of the original distributions during the process. In Chapter 5, we show how to use this to our advantage by analyzing the visualization’s sensitivity depending on the amount of uncertainty. The problem with analytical methods is that we can only apply them to a limited set of distributions.

One strategy that can be employed when searching for analytical solutions is looking for objects with suitable properties. In mathematics, a set is closed under an operation if the result of the operation is again part of the set. Let us consider multiple random variables that are represented by their mean and variance. Aggregating these random variables by summing them up yields another random variable, again with a mean and associated variance. Both input and output of the operation belong to the same class, so we say that the mean and expected value are closed under addition. We already saw an example of this in the previous section, where we showed that the multivariate normal distribution is closed under affine transformations. In Chapter 5, we use this fact to generalize principal component analysis to uncertain data.

In Chapter 3 we propose a novel treemap method that can also visualize uncertainty information in hierarchies. It can be typical only to have uncertainty information attached to leaf nodes. This comes from the fact that only these elements can be measured; the grouping of values together into categories is often purely virtual. However, in many cases, we are interested in how much uncertainty is present in each subhierarchy. To visualize this information, we need to propagate the uncertainty from the leaves towards the root: During the propagation from children to parent the expected values $\mu_1, \ldots, \mu_n$ add up, while the standard deviations $\sigma_1, \ldots, \sigma_n$ aggregate using the Euclidean norm:11

\[
\mu_{1, \ldots, n} = \sum_{i} \mu_i, \quad \sigma_{1, \ldots, n} = \sqrt{\sum_{i} \sigma_i^2}
\]

The above model is just one example of the analytical propagation of uncertainty, and uncertainty propagation does not end here, of course. For a holistic view, we also need to consider the uncertainty introduced during the visualization pipeline’s rendering step, for example, during rasterization or color quantization.

---

11: This is true as long as we can assume linear aggregation and statistical independence among nodes.
2.4 Visualization

This section gives an overview of different ways to visualize uncertainty in general. By no means is this an exhaustive survey, but instead lists relevant techniques or methods that share similarities to ones presented in this thesis\textsuperscript{12}. Historically, the representation of uncertainty received broad attention in scientific visualization \cite{BOL12, PWL97}. However, uncertainty can also be present in different data sources of information visualization \cite{AY09, PWL97}. Examples for this are Feng et al. \cite{Fen10} who propagate statistical uncertainty to parallel coordinates using a density-based approach. Berger et al. \cite{Ber11} deal with the uncertainty of predictions during sensitivity analysis of multivariate parameter spaces using scatterplots and parallel coordinates.

Bertin \cite{Ber83} and MacEachren et al. \cite{Mac12} study the intuitiveness and performance of various visual variables for uncertainty in map reading tasks. These visual variables are further refined by Guo et al. \cite{GHL15} for graph edges. Gschwandtner et al. \cite{Gsc16} compare different representations of the uncertainty of temporal data in the form of time intervals. Hullman \cite{Hul16} investigates the evaluation of uncertainty visualizations and shows that different study designs have a strong influence on the result. Apart from the visual variables described by Boukhelifa et al. \cite{Bou12}, most visual variables are used for representing areas or volumes and cannot be used to encode uncertainty into shapes. Several methods to encode uncertainty information directly into geometry have been developed in the context of other domains. Khlebnikov et al. \cite{Khl13} deliberately introduce noise into multivariate volumetric rendering to blend multiple variables.

There is also research in the field of perception and awareness of uncertainty. For example, according to MacEachren et al. \cite{Mac12}, fuzziness is considered a valid visual variable for uncertainty. Tak et al. \cite{TT14} considered the use of color for uncertainty, which we employ in Chapter 4 to depict node stress and color labels. Before we turn to this subject, we will consider uncertainty information in hierarchies in the next chapter.

\textsuperscript{12} The individual chapters of this thesis also contain additional related work that is specific to the respective techniques.
Hierarchical data plays a significant role in visualization as many datasets are hierarchical by nature or because we can impose a hierarchical structure for analysis. Thus, many different representation methods for hierarchies have been developed [Sch11]. On the one hand, there are node-link diagrams that represent structure through nodes that are connected by edges. On the other hand, implicit representations focus on each node’s value and encode the hierarchy through inclusion. Implicit methods, such as treemaps, divide the canvas proportional to the sizes of the respective subhierarchies. They mostly optimize for space, which leads to compact and scalable representations.

In our opinion, however, there is a trade-off between compactness and readability — if a treemap is very compact, the underlying structure is difficult to grasp since the compactness does not leave space for grouping cues or other visual features. With traditional treemaps [JS91], it is not feasible to encode additional information such as uncertainty in a geometric way. Furthermore, inclusion via area suggests additive propagation, which might not be the case for uncertainty. Other methods such as circular treemaps [ZL15] waste too much space, and visual scalability suffers to a point where interaction is mandatory to make sense of the visualized data.

As described in Chapter 2, we model uncertainty as distributions of values instead of absolute values per node. Showing the mean value alone is often not sufficient to describe a distribution. Instead, we need visualizations capable of displaying additional statistical features that help the reader gain a better understanding of the data (RQ1). Many visual variables do not work well for illustrating uncertainty [Mac+12]. As noted by HULLMAN [Hul16], uncertainty visualization is error-prone, mainly when the communication of the underlying statistical model insufficient1. This chapter introduces a technique that offers flexibility to choose appropriate encodings, depending on the task and underlying model. An additional benefit is that it also works well in black and white.

We strive to find a good compromise between compactness and readability with our new visualization technique: bubble treemaps. They allocate extra space in the layout to geometrically encode values and their variability, similar to error bars (RQ2). We encode leaf nodes of a hierarchy as circles enclosed by an arc-based parameterizable contour. Sibling subhierarchies are packed using a force-directed model. Together, they are then enclosed by another parameterizable contour. This process recurses until the whole tree has been traversed. Using our method, we can encode additional group-level information, such as uncertainty, into the visual representation of the contours. Figure 3.10 shows a typical example of a bubble treemap that emphasizes nodes with high uncertainty through deformations of the contour similar to box-plots. Our method also maintains the color-coding of higher-level nodes that is typical for treemaps.

1: A common mistake is confusing standard deviation with variance.
The following are the contributions of our work: First, we propose a layout algorithm based on circle packing that uses space intentionally to achieve a reasonable trade-off between a compact representation of the hierarchy and readability (RQ2). Second, we define node contours analytically, which results in a new parameter domain for additional visual variables, in particular, for uncertainty visualization (RQ1). Our discussion is rounded up by demonstrations of our technique using three example datasets.

### 3.1 Related Work

In Section 2.4, we list prior work on uncertainty visualization. The following section gives an overview of other work related to our method. First, we review the state-of-the-art in visualizing hierarchical data. Next, we summarize recent work for visualizing set memberships as this topic is closely related to how our method encodes the topology of an underlying tree structure.

#### Visualization of Hierarchies

There are many different ways to visualize hierarchies. Schulz et al. [SHS11] provide an extensive survey of implicit visualizations. Most of the treemap approaches, such as squarified treemaps [BHvW00] or Voronoi treemaps [BDL05] follow a top-down strategy, recursively subdividing a given area according to the underlying hierarchy. Similarly, Auber et al. [Aub+13] describe a treemap layout algorithm that produces irregular nested shapes by subdividing the Gosper curve. However, in these methods, the boundaries between areas are not incorporated explicitly into the layout — the contours are inlaid retroactively and not used to encode additional quantitative values.

Circle packing is widely studied in theoretical computer science, especially for its connection to planar graphs [CS03]. Stephenson [Ste05] provides a summary of these findings. Usually, a more pragmatic approach is taken when researchers apply circle packing in visualization: Wetzel [Wet03] and Wang et al. [Wan+06] propose methods based on nesting circles in a bottom-up fashion, which is later refined by Zhao et al. [ZL15]. Viégas et al. [Vié+13] use a combination of circle packing together with a balloon layout to visualize information flow in social networks. Several domain-specific works combine dense packing of circles with layout methods from graph drawing such as Bubble Trees or radial layouts [AM11; HBW15]. We utilize the method by Wang et al. to create our initial packings (Figure 3.1).

McGuffin et al. [MR10] provide an extensive study on the space efficiency of different tree representation methods. They introduce a novel metric that aims to measure the distribution of area across nodes in hierarchical visualizations. One conclusion of their work is that a perfect space partitioning might not be ideal when additional information, such as labels, needs to be displayed. Similarly, Schulz et al. [SHS11] argue that packing the space too tightly conceals the underlying structure. In contrast, methods that deliberately leave blank space enable a better perception of the tree structure. These findings were an inspiration for us to develop bubble treemaps.

---

2: A prototype of bubble treemaps can be found online at https://github.com/grtlr/bubble-treemaps.
Bubble charts are often used to visualize three-dimensional data. To create them, we map two dimensions to the $x$ and $y$ axes of the plane. A third dimension can be encoded into the size of a circle at the corresponding position. Multiple websites [Car12; FIN17] employ bubble charts as part of interactive data exploration tools. These examples, however, neglect either the category of the entities or their entire hierarchical structure.

**Contours and Set Membership**  As mentioned above, treemaps encode hierarchies implicitly by aggregating the areas of the child nodes into their parent’s area. Our method is similar: All child nodes are enclosed by a contour that represents the current node. As a result, our approach shares similarities with methods that depict set membership for spatial objects. For example, Bubble Sets [CPC09] use marching squares — a 2D version of the marching cubes algorithm [LC87] — to draw contours around embedded objects, while we use arcs. Kelp diagrams [Din+12] and especially the refined version Kelp Fusion [Meu+13] share more similarities with our method, even though they were developed for geographical data. Notably, the authors mention the potential of enclosing areas by contours based on arcs but do not provide further details. Riche et al. [RD10] present a method that builds upon Euler diagrams to visualize set membership by drawing contours around objects of the same logical group while minimizing the number of crossings between contours of different groups. In the last years, several methods have been developed to improve Euler diagrams: Force-directed methods are utilized to optimize their respective layout [MR14b] and to find smoother boundaries [SAS16]. There is also work on drawing area-proportional realizations of Euler-like diagrams [MR14a]. While Euler-like diagrams are similar to our approach, they do not take hierarchical structure into account.

Our method for contouring is similar to the modeling of approximate solvent-accessible surface areas from the field of biomolecules [LR71]. They model the surface area of a molecule that is accessible by a probe with a fixed radius. There are efficient algorithms that compute these surfaces analytically, but they make assumptions on the structure of the molecules that do not hold for the general case of arbitrary intersecting spheres [HO98].

### 3.2 Method

Figure 3.2 gives an overview of our method. From a hierarchy of values with uncertainty as an additional leaf attribute and an aggregation model, we construct a bubble treemap by first extracting characteristics from distributions for each level of the hierarchy. Then, we map these characteristics to circles for the leaves and analytical arc contours for inner nodes, respectively. To achieve a compact layout, we implement a force-directed model.

A hierarchy with uncertainty is represented by a tree $T = (V, E, A)$, similar to a regular tree in graph theory, with vertices $V$ (nodes), edges $E$, and attribute vectors $\mathbf{a}_i \in A \subseteq \mathbb{R}^d$ associated with each node. Typical attribute vectors of interest would be the mean and standard deviation
Uncertainty in Hierarchical Data

Figure 3.2: Overview of the bubble treemap method. We start with measured distributions organized in a hierarchy (a). We usually only know the distributions at the leaf level, so we need to propagate them towards the root using a suitable uncertainty model (b). Then, we compute the treemap layout using circular arcs and a force-based model (c). Finally, we draw leaf circles and inner-node contours around each level of the hierarchy (d).

Current approaches can only show a single value per node. With our technique, we aim to display multiple statistical properties of the underlying distributions at once. We achieve this by not striving for a perfect partitioning of the space. Instead, we allocate additional space that we then use to encode information about the uncertainty.

In Section 2.2, we have described models of uncertainty. Then, in Section 2.3, we saw two different approaches to propagating uncertainty. Propagating uncertainty from the leaves to the root node falls into the category of analytical methods. In the next sections, we describe how to construct arc contours and compute our treemap layout. Afterward, we discuss the usage of visual variables for uncertainty within bubble treemaps, followed by three example data sets from different domains that demonstrate our method’s usefulness. Finally, we discuss the details of our implementation and the limitations of our method.

Circular Arc Contours

We recursively draw contours around inner nodes and leaves to depict parent-child relationships. Instead of using an implicit description of the contour and the marching squares algorithm for rendering, we construct the contour as a parametric curve made of arc segments. This approach benefits from a geometric construction that we can utilize to encode an additional attribute dimension. We do not need to discretize space to draw the contour (which could lead to discontinuities), and it allows us to describe the contour directly using arc segments. Furthermore, bubble treemaps do not require color and can be described entirely using vector graphics. In the following section, we explain the different steps necessary to construct the contour — Algorithm 1 describes the complete procedure.

For a given inner node \( n_i \in V \), we need to find an enclosing surface that includes all circles of \( \text{leaves}(n_i) \). Computing the enclosing contour consists of three parts: First, we need to find the circles that make up the envelope \( E_i \subseteq \text{leaves}(n_i) \). The envelope contains the exposed subset of circles at the outside of the set. By iterating over these circles, we can construct the contour as a circular arc spline defined as a sequence of biarc
3.2 Method

A biarc curve consists of two arc segments that share the same tangent direction at the connection point, which leads to a smooth transition ($G^1$ continuous). Therefore, all elements stay circular, simplifying the layout computation.

**Parameters** Several parameters influence the space requirements of the contour. They can be defined separately for each node $n_i$ of the tree (leaves and aggregate nodes alike). The margin $m_i$ describes the distance of the contour from the underlying structure. The parameter $w_i$ reflects the contour’s width, which is essential if we want to encode additional information directly into the contour or use the contour to emphasize the structure of the tree. At last, the padding $p_i$ models how close adjacent objects can be placed. From the layout perspective, we are only interested in the total amount of space that is required for the contour, which we define as $d_i = m_i + w_i + p_i$ for a corresponding node $n_i$.

In addition to the parameters above, we assign a smoothness parameter $s_i$ for each tree level. This parameter controls how tightly the contour will fit around the Children ($n_i$) and represents the radius used for the tangent arc. Varying $s_i$ allows us to adopt several concepts from computational geometry; we discuss the influence of this parameter on the contour in Section 3.5.

The basic primitive of our method is the construction of the tangent arc. Formally, given two circles $a$ and $b$ with center points at $p_a$, $p_b$ and radii $r_a$, $r_b$ and the desired radius of the tangent arc $r_t \geq |p_a - p_b| - (r_a + r_b)$, we can find the center of $t$ by virtually enlarging $a$ and $b$ by $r_t$ to obtain $a'$ and $b'$:

$$r'_a = r_a + r_t \quad \text{and} \quad r'_b = r_b + r_t$$

The intersection $(a' \cap b')^+$ gives us the center $p_t$ of $t$. Truncating this circle (with radius $r_t$) to the length between the two tangent points of $t$ with $a$ and $b$ gives us the desired tangent arc. Figure 3.3 outlines the construction with tangent arcs shown in red.

**Finding the Envelope** For finding the envelope $E_i$, we virtually enlarge each circle of LEAVES($n_i$) by $d_i + s_i$. The result of this step is the set of circles $C'$. We can now compute the *intersection graph* of $C'$, a graph that contains an edge $(c_i, c_j)$ with $c_i, c_j \in C'$ iff $c_1 \cap c_2 \neq \emptyset$. For the sake of simplicity, we assume the graph to be connected — a disconnected intersection graph would require a larger smoothness parameter $s_i$. Next, we find the circle with the leftmost point among all elements of $C'$, which has to be part of $E_i$ by construction. Starting from this element, we can traverse the intersection graph, always choosing the edge that leads to the circle with the leftmost intersection point (as shown in Figure 3.4).

The selection procedure is shown in Figure 3.5. Here, the current circle is $a$ and we consider the intersection points $l_1, \ldots, l_4$, comparing their respective angles to $\nu = p_b - p_a$. We only need to consider the angles that are counter-clockwise to $\nu$. From those, we choose the largest one ($\alpha$ in this case). Note that it is not sufficient to find the outer face of the embedded intersection graph because there might be small circles that are skipped depending on the specified smoothness $s$, which is the case for

[Figure 3.3: The tangent arcs of two circles can be constructed from the intersection points $p_i^+$ of their enlarged versions.]

[Figure 3.4: The intersection graph of a set of circles. The original circles in gray are enlarged to reflect the smoothness parameter $s$. The red arrows show the traversal that computes the envelope.]
circle $c$ in Figure 3.5 — our proposed selection method solves this problem.

**Constructing the Contour** We use $E_i$ to construct the contour. To create the circular arc spline, we first add a tangent arc to each neighboring pair of circles. In the second step, we convert these circles to arcs. Then, we set the start angle $\alpha$ and the length $\theta$ of the arc segment by converting the left and right neighbors of each circle to polar coordinates centered at the current circle. It is important to note that we need to handle the cases of **inward arcs**, which are oriented clockwise, and **outward arcs**, which turn counter-clockwise.

The described method only works if the intersection graph is connected. Additionally, the smoothness parameter $s$ is constrained by the maximal distance $d = \|p_a - p_b\|$ between two circles $a, b \in C_i$, so that the contour will not intersect itself:

$$s \geq r_a^2 - \frac{(r_a^2 - r_b^2 + d^2)^2}{4d^2} \quad (3.1)$$

If $a$ and $b$ move further away from each other, the tangent arc will move into the gap between them. By constraining smoothness this way, we prohibit that the tangent arc moves across the line segment connecting the centers $p_a$ and $p_b$ of the two circles. Limiting $s$ as described in Equation 3.1 also covers the case where the radius of the tangent arc is too small to find a tangent point for each $a$ and $b$, which is the case when $a'$ and $b'$ do not intersect.

![Figure 3.5: Selection of the next circle from the envelope. The leftmost intersection point $i_1$ is shown in red. Note that the procedure skips circle $c$ in this configuration.](image)

**Algorithm 1: Construction of the contour**

```plaintext
function Contour(n_i)
    let E be a sequence that represents the envelope
    $C' \leftarrow$ enlarge leaves($n_i$) by $d_i + s_i$
    c $\leftarrow$ element from $C'$ with leftmost extent
    E.push(c)
    c $\leftarrow$ circle with leftmost intersection
    while $c \neq E[0]$ and $c$ has unvisited leftmost intersection do
        E.push(c)
        c $\leftarrow$ circle with leftmost intersection
    let R be a sequence that will hold the contour
    forall adjacent pairs $c_1, c_2 \in E$ do
        t $\leftarrow$ tangent arc between $c_1$ and $c_2$
        $t_1, t_2 \leftarrow$ truncate $c_1$ and $c_2$ to $t$
        R.push($t_1, t_2$)
    return R
```

**Layout Algorithm**

Similar to circular treemaps [Wan+06; Wet03; ZL15], our layout algorithm maps one attribute dimension, such as the expected value, to the area of the circles. The topology of the underlying tree is encoded implicitly through containment. Therefore, the area of a child lies entirely
within the area of its parent node. To achieve a compact representation, we use an adapted version of the circular treemap algorithm to initialize our layout, similar to the one described by Wang et al. [Wan+06]. Afterward, we traverse the hierarchy bottom-up and perform a force-based circle packing while accounting for the space occupied by the respective contours of the subhierarchies.

Once we have the initial layout, we perform a post-order traversal over the circular treemap and transform it into a bubble treemap. We achieve this by constructing a spring-based system, as shown in Figure 3.6, for each subhierarchy. The post-order traversal that visits each node $n_i \in V$ starts from the leaves, which at first remain in the arrangement determined by the circular layout algorithm. In subsequent steps of the traversal, the elements $C_k$ of each child $k \in \text{Children}(n_i)$ are grouped together using a contour $G_k$, as explained earlier. Depending on the tree’s structure, the elements of $C_k$ can either be circles, coming from leaf nodes, or contours constructed in previous steps. We can interpret $C_k$ as a rigid body, with mass distributed according to its area, on which external forces can be applied. Then, we define the center of the current (circular) node $n_i$ as the center of a spring system with a fixed position $p_i$. Next, we compute the center of mass $g_k$ for each $k$ and connect it to $p_i$ using a spring.

Figure 3.6 shows an example of such a setup for two levels of a hierarchy. The springs can be seen as attractors that pull each $C_k$ toward $p_i$. We then simulate the forces in the system using a physics engine, avoiding collisions between each $C_k$, to create a force-based layout. In practice, we found that approximating the contours by virtually enlarging each circle of leaves($n_i$), to the extent of the contour, already yields good results while simplifying the configuration of the physical simulation.

After computing the force-based layout for $n_i$, we fix the relative positions of the elements of $C_k$ to each other. From this point on, in later steps of the post-order walk, we always transform them as a whole. Algorithm 2 provides a detailed description of the algorithm.
3.3 Visual Variables

Visual variables in the context of diagrams and maps have been investigated extensively [Ber83]. The expected value, depicted by the node area, adds up from the leaves to the root, analogous to conventional treemaps. Please note that we could also encode uncertainty inside nodes, for example, by using radial gradients like Vehlow et al. [VRW13], at the cost of a design dimension to encode additional information. Instead, we restrict our discussion to the encoding of uncertainty on the contour.

Our technique only requires black and white (cf. Figure 3.7) and offers a comprehensive set of design choices regarding visual variables. Usually, we desire equal saliency between certainty and uncertainty, with the exception of detection tasks being considered an exception. Based on work by MacEachren et al. [Mac+12], we start our discussion using opacity as baseline for uncertainty (Figure 3.7a). Because of the small line width, the difference between various nodes is barely visible. If contrast is an issue, experimenting with more clean and geometric visual variables for uncertainty is an obvious choice. With sketchiness being considered unprofessional [Bou+12], we choose to map clean waveforms on the contours. The first one is dash frequency (Figure 3.7b), resembling a rectangular signal, and the second one is wave frequency (Figure 3.7c), resembling a sinusoidal signal. As expected, both visual variables are easily readable, provide more perceivable levels, and better highlight large values. Despite the visual similarity to dashing and sketchiness, we refrain from judging intuitiveness based on related work because our application is very different. Dash frequency seems to introduce high-frequent noise. Therefore, the dashes’ frequency (and phase) have to be selected carefully to avoid interferences between different lines of the same hierarchy and among siblings of subhierarchies.

To discuss saliency, we present a set of visual variables with varying contour width. We have implemented fuzziness [Mac+12] using blur to
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Figure 3.7: Example visual variables applied to the contour. Opacity (a), dash frequency (b), and wave frequency (c) have a constant contour width, whereas blur (d), interval (e), and wave amplitude (f) have variable contour widths per level.

preserve the color and mass of the dissolved lines. Blur (Figure 3.7d) is more readable than opacity and introduces much less noise and saliency than dashed lines or wave frequency. The levels of blur (Figure 3.8a) are difficult to distinguish, which is in line with the findings of Boukhelifa et al., who found that up to four levels of blur can be discerned [Bou+12].

Regarding intuitiveness, Correll et al. [CG14] discuss a binning effect between certainty and uncertainty.

The next one is a representation that is inspired by error bars. To prevent confusion, we call this visual variable interval (Figure 3.7e). Regarding intuitiveness, we expect it to be very close to the well-known error bars. At first glance, smaller levels are more challenging to recognize, whereas higher levels are easier to distinguish (Figure 3.8b). The last visual variable is wave amplitude at a fixed frequency (Figure 3.7f). Please note that there is a dependency between those two variables regarding perception: Low frequencies are detrimental to distinguishability, and high frequencies lead to a Moiré effect (Figure 3.8c). From the same figure, we expect that the perception of frequency depends on the curve’s geometry. Nevertheless, sine waves with constant frequency and a variable amplitude seem to work well. We speculate that the amplitude acts as a highlight while frequency allows quantitative encoding. Studying their dependencies is left for future work. We suspect that differences in overall value (cf. Figure 3.7 and Figure 3.8) shift saliency toward certainty or uncertainty, respectively. Therefore, to achieve equal saliency, we suggest counterbalancing based on value, for example, by integrating all pixels of each contour within a certain area and then compensating by adjusting the intensity.
Figure 3.8: Multiple levels for each of the visual variables for varying contour widths. Please note how the frequency influences the perception of the amplitude.

3.4 Examples

This section aims at demonstrating the usefulness of our technique using exact data as well as uncertain data. In the following examples, we use color to differentiate between categories. In the Flare data set, we colorize each group of children with the same color, whereas, in the other datasets, we select a different color for each subhierarchy starting at the children of the root. Our prototype is implemented in C++, using Box2D for the force-directed layout (8000 iterations) and Cairo for vector graphics output. Table 3.1 provides a summary of the example datasets.

Package Structure of Flare

Figure 3.9a shows the structure of the Flare data visualization software, which comes from the UC Berkeley Visualization Lab. The Flare software consists of 10 modules that can contain further submodules. This example contains only certain data and aims to show the structural properties of our approach. We map the size of each module to the area of the circles in the leaves. Figure 3.9b shows a squarified treemap [Bos17] of the same dataset, slightly adapted to fit our color palette better. Please note that the colors of the bubble treemap match the ones of the squarified treemap to allow a better comparison — which is still possible even though such non-uniform colors in subhierarchies impair the readability.

A particular problem of many traditional treemap approaches is that the hierarchy is hard to read and might even be ambiguous. Thus, treemaps use color and different shading styles, as shown in Figure 3.9b. Even though we can also use color to increase readability, it is not necessary

Table 3.1: Summary of example datasets. The runtime was measured on a desktop workstation equipped with an Intel i7–4770 CPU at 3.9 GHz.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>nodes</th>
<th>leaves</th>
<th>depth</th>
<th>uncertain</th>
<th>time [s]</th>
</tr>
</thead>
<tbody>
<tr>
<td>Flare</td>
<td>252</td>
<td>220</td>
<td>4</td>
<td>no</td>
<td>3.2</td>
</tr>
<tr>
<td>S&amp;P 500</td>
<td>639</td>
<td>503</td>
<td>3</td>
<td>yes</td>
<td>6.3</td>
</tr>
<tr>
<td>CES</td>
<td>403</td>
<td>295</td>
<td>6</td>
<td>yes</td>
<td>7.7</td>
</tr>
</tbody>
</table>
for our method. In Figure 3.9a, we take the colors from Figure 3.9b and transfer them to our treemap. The resulting coloring is even a bit disadvantageous since now different colors are placed in a subhierarchy. However, our visualization remains readable due to the layering of outlines and the additional blank space. Not being restricted by color means that we can use this strong visual cue for showing additional aspects of the data. It also supports our claim that reserving some extra space offers advantages for visualizing hierarchies.

Figure 3.9: Visualization of the package structure of the Flare software: (a) our method, (b) squarified treemap for comparison. The color coding is the same for both visualizations. However, qualified treemaps, in contrast to bubble treemaps, require color to avoid structural ambiguities.
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Figure 3.10: (a) Bubble treemap of the S&P 500 index, decomposed into sectors and companies. Uncertainty arises from aggregating one week of stock data in November 2016. Each circle represents a stock; its area is proportional to the mean closing price, whereas we depict the standard deviation using the outlines. Our visualization helps to discover a medium-sized sector with low uncertainty and assess its composition (b, top), as well as a sector with high uncertainty and the company that mostly introduced it (b, bottom).

Figure 3.11: Visualization of the data from the Consumer Expenditure Survey. The leaf size is proportional to each item’s value in the survey; we encode the standard error into the contours’ thickness. Also, contours with high uncertainty are blurred to give the impression of uncertainty. The food category (cyan) and the housing category (yellow) have a high standard error and therefore exhibit a larger blur.
S&P 500 Index

Traditionally, financial data has been visualized using treemaps. Analysts are usually interested in a stock’s performance over time. Our proposed method can be used to show the current value of a stock as well as supplemental information about its behavior over a given range of dates, providing additional context. In many cases, it is also of interest how well an industry or a sector performs. Figure 3.10 shows a visualization of the companies that are part of the Standard & Poor’s 500 index (S&P 500), grouped by sectors and industries. For this example, we collected data using the Yahoo Financial API, for one week in November 2016. The size of the circles represents the mean closing price of the stock for the given week. We use the contour to show the standard deviation $\sigma$ of each stock. Even though stocks can depend on others, we assume that they behave independently for this visualization, which allows us to use the uncertainty model as described in Section 2.2 to propagate $\sigma$ toward the root.

Our visualization shows stable stocks during the given period and others with more considerable variations. By looking at the contours’ waviness, it is relatively easy to identify the stock with the largest changes since its variance propagates upwards in the contours.

Consumer Expenditure Survey

The Consumer Expenditure Survey (CES) is an annual survey by the United States Department of Labor that measures the income and the expenditures of consumer units, which are families or households in the United States. Overall, there are about 109 million such consumer units, out of which approximately 30,000 consumer units are sampled. From these samples, the mean expenditures are estimated. Even though the consumer units are chosen carefully to reflect the population, finding a sample that is perfectly representative is impossible. The sampling error introduced by this method is measured using standard errors and gives information about the uncertainty for each value. The survey uses stratified random sampling instead of simple random sampling. Because of this, the usual standard textbook formulas do not apply here.

We use our method to visualize the diary survey of the 2014 dataset, the result can be seen in Figure 3.11. We map the value of each item to the radius of the circles. For our visualization, we use a combination of thickness and blur to show uncertainty. Each of these visual variables alone would suffer from deficiencies: Blur might get hard to read quickly since the contour would become too light, whereas thickness alone would be perceived counter-intuitively (uncertain values would appear very thick). Blur can only be perceived correctly up to four levels. Hence, we map the uncertainty to four thickness levels and set the blur proportional to each level. Our visualization shows two categories afflicted with a high standard error: the Food category, shown in cyan, and the Housing category, colored in yellow. Within the housing category, the subcategory with the highest standard error is Fuel and Utilities.
3.5 Discussion and Limitations

In comparison to circular treemaps, we can use space more efficiently, especially for $k$-ary trees with a small branching factor. Figure 3.12 shows this problem for a 3-ary tree with four levels and leaves of equal size. In the most extreme case, namely, a binary tree where the left and right children have equal sizes $r_c$, the parent circle has to have a radius $r_p = 2r_c$. In this case, only 50% of the area of the parent circle is used. Rectangular treemaps are perfectly space-efficient, instances of these are squarified treemaps (Figure 3.9b) and nested treemaps (Figure 3.12c). Note that the leaves can appear unequal when the aspect ratio is not the same.

**Arc Primitives** The main visual characteristic of bubble treemaps is that the inner structure, defined by an arrangement of leaf nodes, reflects outwards through the contours. The layering of contours leads to equidistant curves that capture the underlying tree structure. This effect would be difficult to achieve with energy-based contouring methods such as implicit curves or splines. Using circles and arcs as basic primitives of our method has several advantages: The users already have a good intuition for interpreting bubble treemaps because circle primitives are used widely throughout many different visualizations. Furthermore, adding labels to circles and biarc curves should be simple and visually pleasing because of their clean geometry. For example, labels can be added by either allocating more space per node or, if suitable, using segments of the contours. Another compelling reason to build our method upon circles is that this leads to clear visual outlines and a more engaging visualization. Other circle-based visualizations [HBW14; WZY16] show that arrangements of circles are judged as aesthetic.

**Area Perception** Like circular treemaps, bubble treemaps do not reflect the aggregate size of a subhierarchy in the area enclosed by a contour. Filling the inner node areas with color would allow us to encode information, such as the hierarchy’s topology. There is, however, a risk of shifting saliency regarding aggregation of expected values. This effect is illustrated in Figure 3.13, where the topology of the tree is emphasized using different shades of gray (Figure 3.13a) and color (Figure 3.13b). Filling each level’s area in a neutral color improves the perception of groups and the hierarchy’s depth. In Figure 3.13b, each subhierarchy was assigned a color, and different levels of depth are emphasized by decreasing the saturation. This highlights the group structure of each node but introduces a bias in area perception: The aggregation of the green group now falsely appears larger than the single red node. The potential error amplifies with increasing contour thickness, which further aggravates the interpretation under uncertainty. Therefore, we advise against filling inner node areas if a visual aggregation of leaf nodes is desired.

**Hierarchy Perception** In general, the efficiency of treemaps decreases with increasing tree depth because the implicit representation then tends to hide the underlying structure. Bubble treemaps share this characteristic to some degree: It is difficult to grasp the depth of subhierarchies that are not directly adjacent to contours that layer upwards to the root node.
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In all other cases, such as the green node to the very left in Figure 3.11, reading the depth is done by counting the number of contours outside a group. As shown in Table 3.1, the datasets in this thesis have a depth that ranges from three to six levels and up to about 500 nodes. Our proposed method works well for such hierarchies, but we expect that deeper hierarchies will pose greater challenges.

Depending on the chosen visual variables and their parameters, uncertain regions can appear more salient than regions without variability. While this helps in some scenarios, for example, when searching for categories with high uncertainty, in the general context of uncertainty visualization, this might be confusing to the user. One way to deal with this problem is to adjust the opacity of regions with uncertainty, giving the user better visual cues to interpret the visualization while retaining the quantitative encoding. Regarding the encoding, we expect frequency and amplitude to behave similarly to gradient as a visual variable in that only a certain amount of levels can effectively be perceived. Our intuition is that a more fine granular distinction between levels of uncertainty should be possible. Figure 3.8 provides some initial evidence for this.

**Computational Complexity**  The complexity of constructing the contour strongly depends on the smoothness \( s \). If \( s \) is much greater than the largest radius \( \text{max}(r_i) \), this will lead to the degenerate case of the intersection graph where each circle intersects all other circles. The successor of the current circle is the circle with the leftmost intersection point. While traversing the intersection graph, we have to consider all other circles when searching for the next element, which leads to a computational complexity of \( O(n^2) \).

The runtime for finding the layout is bound by the simulation, mainly how many iterations are needed to achieve a good constellation. Finding a good compromise between quality and runtime and predicting the exact number of iterations in advance is difficult. We have found that 8000 iterations usually lead to good results for the datasets that we show in this thesis.

Table 3.1 shows runtimes for different datasets, as well as additional information about each dataset. Even though the force-based simulation determines our algorithm’s performance, several characteristics influence the runtime of the computation. The overall number of nodes is the most obvious one. However, since we perform the physical simulation for each subhierarchy, the tree’s maximum breadth and depth are also important factors. This reflects in the runtime of the CES dataset, which has fewer nodes than the S&P 500 dataset, but it still takes longer to compute due to the larger maximum depth.

**Parameters of the Contour**  Wrapping the contour around packed circles gives it its visual characteristic. By adjusting parameters that define the contour, namely the smoothness \( s \) and the padding \( p \), we can emulate different concepts from computational geometry. As described in Section 3.2, \( s \) controls the radius of the tangent arcs and can be used to steer how closely the contour will cling to the underlying circles. The effects of the contour parameters are also shown in Figure 3.14. When
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When $s \to 0$, we obtain the concave hull of the set of circles (Figure 3.14a). Increasing $s$ will relax the contour, therefore decreasing its total perimeter (Figure 3.14b). Finally, for $s \to \infty$, our algorithm computes the convex hull of the set of circles (Figure 3.14c). Independent of $s$, we can also adjust the padding $p$ of the contour, which controls how far the contour will offset from the original circles. By additionally setting $s \to 0$, we simulate the offset polygon (Figure 3.14d). Adjusting these parameters per level, $s$ in particular, can be used to improve readability further. For the provided examples, we slightly reduced $s$ with each level, which leads to contours that resemble isocontours.

We imagine that the generality of the contour description makes it applicable in other visualization contexts too. For instance, bubble charts that visualize hierarchical or categorical data could also benefit from this contouring method. Lately, advances have been made in the field of visualizing set membership for objects embedded in the plane [CPC09; Meu+13]. Our method for constructing contours around objects can be applied to draw contours around arbitrary objects embedded in the plane. For this to work, it should be possible to define a bounding circle for each object. We can then choose a suitable smoothness parameter by analyzing the maximum distance of each cluster’s elements.

3.6 Conclusion

We have presented bubble treemaps, a novel method that allows us to visualize hierarchical data afflicted with uncertainty. The main idea is to deliberately allocate extra space that we use to encode additional information. For this, we have presented a method to group circles together using contours based on biarc splines. We have described a hierarchical force-based layout algorithm that we use to transform a circular treemap into a more compact representation. Since encoding uncertainty into visualizations is complicated, our method tries to leave as many design choices as possible. We show how several visual variables can effectively convey uncertainty while still showing the original structure of the hierarchy.

In future work, we want to incorporate temporally changing data into our visualization. Currently, we use the circular treemap algorithm as initialization for our method, so we inherit one of its properties: The initial layout is not stable. However, after performing the force-based layout, our algorithm could be used for dynamic or interactive representation by repeating the force-based layout procedure if the leaves’ changes are not too large. We are confident that the subsequent adjustment should allow user interaction. Furthermore, we are interested in incorporating appearing and disappearing hierarchies. To achieve this, we imagine basing the initialization on space-filling curves would create some robustness against changes. Visualizing changes in the topology is especially relevant for depicting topological uncertainty.
Dimensionality reduction plays an important role in visualization. In Section 2.3, we have identified two different approaches to propagate uncertainty through algorithms: Monte Carlo-based sampling and analytical solutions. The following two chapters show examples for each of those approaches in the context of dimensionality reduction (RQ2). This chapter presents a sampling-based technique for probabilistic graph layout and visualization, allowing visual inspection of uncertain networks and their statistical properties (RQ1). We aim to visualize the distribution of possible realizations of a probabilistic graph that reflects certainty and uncertainty equally well. We see this as a natural extension of previous work done on uncertainty in the context of graphs, such as knowledge engineering and visual variables.

Various approaches have been developed to visualize graphs that do not contain uncertainty [vLan+11]. However, many applications contain uncertain data due to inaccuracies, incompleteness, and inference. Typically, uncertainty is encoded as a visual variable [GHL15; Mac+12] into an exact graph layout. Although this is a valid strategy, we argue that the nature of a probabilistic graph is hard to understand by inspecting individual elements. The different realizations of the graph, together with their probabilities, also called possible worlds, are not encoded into the graph layout. Putting individual relations into context is no longer sufficient with an increasing number of nodes and edges, further increasing the layout’s importance for comprehension. Graph mining is bound to help, but getting visual confirmation seems appropriate when dealing with statistics. Our technique reveals statistical properties by transforming probability distributions into a two-dimensional embedding using graph layout techniques. Uncertain graph usually means that the edge weights follow a probability distribution. However, uncertainty is a vague concept in visualization, which is why we prefer the term probabilistic graph over uncertain graph. Figure 4.1 shows our visualization for a simple tree with probabilistic edge weights. A node is not just a single point but an entire point cloud. Hence each node can occur in many regions, which reflects the uncertainty.

Our contribution is threefold. First, our work provides a model of probabilistic graphs. Second, we propose a formal description of the graph layout problem, along with a practical approximated solution. We present a visualization technique for probabilistic graphs that combines splatting, edge bundling, clustering, and graph coloring. At last, we demonstrate and validate our technique using representative example data sets.
Figure 4.1: Visualization of an uncertain network. Multiple samples are drawn from a probabilistic graph model and subsequently embedded in a single layout by anchoring the sampled graphs to the expected graph. Splatting and boundary shapes show the spatial distribution of sampled nodes. We also use network topology to bundle edges.
4.1 Related Work

This work builds upon research on graph theory, graph visualization, and uncertainty visualization, which we outline in the following section. In addition to that, we will use concepts from Chapter 2.

Graph Models We use graphs to represent networks that are composed of nodes and edges. Sometimes the existence of the relationship between two nodes is unknown due to inaccuracies, incompleteness, and inference under false assumptions [Ske+08]. For example, in biology, nodes can represent proteins, while edges represent interactions between proteins. Protein–protein interactions are measured or predicted [vMer+05] — both processes are subject to uncertainty. Other examples of uncertainty in graphs are the link-prediction influence [LK07] and obfuscated identities [Bol+12] for social networks.

The term probabilistic graph [KF09] is not to be confused with random graph [ER59] — the latter is used in conjunction with generative data models. Querying and mining uncertain graphs has recently received considerable attention [Par+15]. These graphs differ from exact graphs in that their model expresses possible worlds instead of the actual world. Choosing good representatives that reflect the expected world can be challenging. Nevertheless, most algorithms and people work with instances of these graphs, which can be problematic [Par+15]. Our probabilistic graphs are one type of uncertain graphs, and our approach employs probability functions instead of scalar values, leading to a flexible model. Hence, we can represent complex probabilistic processes such as dice experiments on an edge.

Graph Theory Kobourov [Kob13] summarizes force-directed graph drawing algorithms. Brandes et al. [BP08] evaluate different types of graph distance-based drawing algorithms. Our work uses stress majorization [GKN04] and is similar to offline dynamic graph drawing [BM12]. In contrast to linking layouts sequentially over time, we align possible layouts to a reference layout using anchoring and stress majorization. We distinguish ourselves from model estimation approaches, which may seem visually similar [HRH02] since we propagate instead of estimating uncertainty.

One problem was to find a solution to the graph coloring problem because the number of nodes likely exceeds the number of visually distinctive colors like noted by Ware [War13]. We conservatively assume this number to be somewhere between 6 and 12 colors. Our solution is based on the ideas by Gansner et al. [GHK09] and the Welsh-Powell algorithm [WP67]. We provide a discussion of how our probabilistic graph coloring differs from the classic graph coloring problem and provide a heuristic solution.

Graph Visualization and Uncertainty In the following, we outline similarities and differences between graph and uncertainty visualization. We believe that graph structure and uncertainty of the underlying data are
equally important. Hence, we use these two design dimensions to arrange related work.

The field of graph visualization is broad, as indicated by a large number of surveys for different types of graph data: von Landesberger et al. [vLan+11] provide a classification of graphics according to their dependence and structure. Beck et al. [Bec+16] classify the depiction styles for dynamic graphs, which helps evaluate possibilities for the representation of uncertain graphs. Our work adapts graph splatting [VD03] and hierarchical edge bundling [Hol06]. The former conveys the distribution of nodes and edges, whereas the latter emphasizes topology and keep visual clutter at a minimum. While visually similar, we distinguish ourselves from graph bundling [HET12], which uses image processing techniques to bundle generic graphs.

The combination of graph visualization and uncertainty has recently received attention. Wang et al. [Wan+16] studied the uncertainty within graph layouts. Guo et al. [GHL15] investigated the use of visual variables to depict uncertainty of graph edges. Vehlow et al. [VRW13] identified the concept of uncertainty for fuzzy clustering of communities. Lee et al. [Lee+07] visualized structural uncertainty in hierarchies. Our work differs in that we do not try to concentrate on the local features of a graph. Instead, we transform probability distributions using graph layout techniques. We distinguish between uncertainty inherent to data (probabilities) and uncertainty introduced by our visualization technique (stress and distortion) as much as possible during the following discussion.

4.2 Graph Model

Let $G^P = (V, E, F)$ be a probabilistic graph of an uncertain network with $V$ being a set of nodes, $E$ a set of edges, and a set of probability density functions $F = f_{ij}$ with $ij \in E$. These density functions describe the probability that a given edge has a certain weight. For the following discussion, we will assume that the edge weights are mutually independent. However, in general, our method does not require this independence assumption and applies to all probabilistic graphs where we can sample from the probability distributions. For numerical computation, we discretize the continuous PDF for edge $ij$ at weight positions $a_{ijk} \in \mathbb{R}_+$, where $k$ indexes the discrete weight. Here, we restrict ourselves to non-negative weights because typical graph layout algorithms require distance metrics that are positive definite. Effectively, we replace the continuous PDFs by discrete probability mass functions (PMFs) for a set of outcomes $A = \{a_{ijk}\}_{k}^2$:

$$f_{ij} : A \rightarrow [0, 1]$$

Our model allows us to decompose a probabilistic graph into all possible weighted graphs. In Figure 4.2a, we demonstrate this concept using a simple and discrete probabilistic graph to prevent state explosion. We manage this by sampling the graph’s parameter space, drawing edge weights from each PDF. Exhaustive sampling results in all possible realizations of the graph, as shown in Figure 4.2b. Since we assume independence of edge weights in the probabilistic graph, it is possible to compute the
probability for each realization. The probabilities of all possible joint realizations sum up to 1.

4.3 Graph Layout

In this section, we describe our conceptual and numerical approach to probabilistic graph layout. Enumerating all of the graph’s realizations becomes more impractical as the number of nodes, edges, and discrete random variables increases. This exponential relationship between a growing number of dimensions and the required amount of samples to sufficiently represent the space is also referred to as curse of dimensionality.

The basic idea is to compute a graph layout using a Monte Carlo process by sampling and combining realizations to derive the nodes’ probability distributions in a two-dimensional space. Hence, we aim at combining a representative subset of all possible realizations in a single layout. Simple stacking of exact graph layouts would result in confusing and unreadable results due to ambiguities in the procedure to generate the graph layout. Furthermore, and in contrast to linear dimension reduction techniques, such as principal component analysis (PCA), graph layout algorithms are non-linear, aggravating the problem. Therefore, if one considers graph layout as a projection from a high-dimensional space to \( \mathbb{R}^2 \), the projections must be made coherent. We suspect that there are multiple solutions to this graph drawing problem with different trade-offs.

Our approach combines Monte Carlo methods with dynamic graph drawing techniques: We extend a stress-based force-directed layout method to combine a set of possible realizations in a static visualization. Figure 4.3 shows the main steps of our approach:

1. Sample weighted graphs \( G_1^W, \ldots, G_k^W \) from \( G^P \) by sampling the edge weights independently.
2. For each sample \( G_i^W \): compute its node positions \( P_i \) using a force-directed layout with alignment to reference node positions \( P_R \).
3. For each node: use its positions in \( P_1, \ldots, P_k \) as approximation to its distribution in 2D space.

Figure 4.3: Overview of the probabilistic graph layout process.
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Similar graphs laid out using a force-directed method may result in similar layouts that are rotated or flipped. The alignment with the reference ensures coherence of sampled layouts and resolves most transformation problems that arise. We now discuss the force-directed layout and the alignment.

**Force-directed Layout**

The state-of-the-art for drawing general undirected graphs is stress minimization [GKN04; KK89]. It is a variant of multi-dimensional scaling applied to graph-theoretic distances. This approach, in particular, outperforms spring embedder variants [BP08]. Let $G = (V, E)$ be a graph with $n = |V|$ nodes. For any pair of nodes $i, j$, with $i, j \in V$, there is an ideal distance $d_{ij} \in R^+$. The deviation of a layout $P = (p_1, \ldots, p_n) \in R^{n \times 2}$ from the ideal distances is quantified using the stress function [Kru64]

$$\text{stress}(P) = \sum_{i<j} \omega_{ij}(||p_i - p_j|| - d_{ij})^2$$

where the weighting is typically chosen to be $\omega_{ij} = 1/d_{ij}^2$ to better emphasize local distances and $|| \cdot ||$ denotes the Euclidean norm. For graph drawing, the weighted lengths of the shortest paths are the ideal distances. Since we have a weighted graph $G = (V, E, W)$ with $w_{ij} \in W$ denoting the strength of a link, we use the inverted weight with zero mapped to infinity for the shortest path computation. Infinite distances are replaced by a distance that is 1.5 times the maximum of all pairwise finite distances within the collection of sampled networks [BM12]. A single node connected over such an edge will be placed far away from the main graph but will not vanish entirely to infinity. As suggested by Brandes et al. [BP08], we initialize the layout with PivotMDS [BP06] and optimize by using stress majorization [GKN04] until we obtain a local minimum for the stress function.

**Alignment with Anchoring**

We want to combine layouts of multiple independent samples into one final visualization. Hence, we need to make sure that the layouts are not unnecessarily flipped or rotated. We achieve this by stabilizing each sample layout using anchoring [BM12] on a reference layout. In order to obtain such a reference layout, we first compute an expected graph, $E[G]$, by fixing edge weight to its expected value $E[f_{ij}]$:

$$w_{ij} = E[f_{ij}] = \sum_k a_{ijk} f_i(a_{ijk})$$

We then use the positions $P_E$ from the force-directed layout of $E[G]$ as the reference positions $P_R$ for the anchoring.

Anchoring incorporates the reference layout into the stress function with control of its influence using a trade-off parameter. Given the layout $P_i$ of a sampled graph $G_i^W$, the overall stress with respect to the stability
4.4 Graph Visualization

Our visualization technique combines node splatting, edge splatting and bundling, graph coloring, and density-based clustering that we will discuss in the following. We base our discussion around one question: how can we convey a distribution for each node and network topology at the same time?

Node Splatting

We obtain a collection of points per node in $\mathbb{R}^2$ from our Monte Carlo based graph layout. The idea is to approximate an underlying continuous distribution or scalar field for each node by applying kernel density estimation (KDE) to the Monte Carlo samples.

Our approach uses graph splatting \[VD03\], a visual approximation of KDE applied to nodes. Formally, $\text{kde}_n$ is defined by a set of samples $x_1, \ldots, x_n$, a kernel $k$, and a bandwidth parameter $h$:

$$\text{kde}_n(t) = \frac{1}{nh} \sum_{j=1}^{n} k\left(\frac{t - x_j}{h}\right)$$

(4.1)

The choice of kernel $k$ is less important because bandwidth $h$ has more influence. The only requirement is that $k$ is a smooth function because discontinuities would become visible as edges in the final visualization. While kernels like the Epanechnikov kernel might provide slightly better results, we choose a Gaussian kernel for its simplicity. The correct choice of kernel when facing the highly non-linear projections from graph drawing remains to be clarified.

We exploit modern graphics hardware to achieve interactive frame rates. Rendering all nodes is done in a single draw-call by ray casting and blending quads, as shown in Figure 4.4. The bandwidth parameter determines the size of the quad, and each pixel evaluates to a density.

![Figure 4.4: Node splatting: For each splat, a rendering primitive is computed (left). Afterward, each splat is ray-casted and blended (right).](image)

![Figure 4.5: Different node bandwidths, from undersmoothed (a), which reveals individual nodes, to oversmoothed (c), which emphasizes low density regions.](image)
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Figure 4.7: Bundled edge connecting two node samples with a quartic Bézier curve. The point \( p_2 \) is the midpoint of the segment \((p_1, p_3)\). The bundling effect comes from sharing the control points among all edges. The weight \( w_2 \) determines the strength of the bundling.

The splats either undersmooth or oversmooth a node distribution depending on the bandwidth \( h \), as shown in Figure 4.5. An under-smoothed KDE works well, while an over-smoothed KDE appears flat. We presume that under-smoothed KDEs work well because stippled nodes are supported perceptually by edge lines hinting to node locations [TSD09]. Neither edges lines nor node dots work without each other, which supports this presumption.

Edge Splatting

We investigated different techniques to depict edges between node instances. This is also shown in Figure 4.6. Drawing one straight line between nodes hampers the mental association of nodes and edges. On the other hand, straight lines cause visual clutter and conceal the topology while revealing the distribution of edges. We believe that the network structure and mental association of node and edges should be visible simultaneously. We achieve this by adopting a form of hierarchical edge bundling [Hol06], even though this conceals the distribution of edges. Presumably, the favored edge style depends on what aspect of the layout is of interest. In terms of hierarchical edge bundling, we define a set of edges between two sets of sampled nodes as one hierarchy level.

Formally, a bundled edge is defined as rational quartic Bézier curve \( C(t) \) with points \( p_i \in \mathbb{R}^2 \) and corresponding weights \( w_i > 0 \):

\[
C(t, p, w) = \sum_{i=0}^{4} \binom{4}{i} t^i (1-t)^{4-i} w_i p_i
\]

We set \( p_1 \) and \( p_3 \) to the centroids of the clusters, while \( p_0 \) and \( p_4 \) represent the source and target positions of sampled nodes, respectively. The remaining point \( p_2 \) is set to the midpoint of the segment \((p_1, p_3)\). An example of such a quartic curve is depicted in Figure 4.7. The bundling strength can be controlled using the weight \( w_2 \) with other weights set to one. A high bundling strength emphasizes network structure at the cost of the node distribution’s visibility, whereas a low bundling strength emphasizes sample-to-sample connectivity.

The rendering of edges works similar to nodes: We splat line primitives and blend them appropriately. The main difference is that we use a thin box kernel instead of a thick Gaussian one.
4.4 Graph Visualization

Node Coloring and Labeling

Node samples spread around their reference node, which poses several challenges for labeling:

**Distinctness**  A node’s label should separate a node from other nodes. We have to resort to color labels because text labeling each sample would cause visual clutter. Ware [War13] showed that the number of visually distinctive colors is limited. Hence, we have a classical graph coloring problem.

**Distribution**  Node samples may not be spatially close to each other, which means that there may be gaps. If two nodes get the same color while being close to each other, it can dramatically reduce the user’s trust in the coloring. Therefore, we have to extend the classical graph coloring problem to respect spatial proximity.

**Overlap**  The resulting layout heavily depends on the reference layout. Hence, nodes may overlap because node distributions expand into each other. A standard deviation greater than the expected value of the PMF pronounces this problem even further. If colors are blended with less than 180° hue distance, new colors will be generated [CWM09], which is a perceptual problem that we acknowledge and ignore for complexity reasons. After stating the problem, we solve it approximately by reducing it to well-known problems. We compute a country graph [GHK09] based on nodes and their samples, like illustrated in Figure 4.8. A country graph $G^C$ consists of probabilistic nodes $V^P$, node samples $V^W$, probabilistic edges $E^P$, and Delaunay edges $E^D$ [Del34] of the sampled points $P$:

$$G^C = (V^P \cup V^W, E^G \cup E^D) \tag{4.3}$$

We solve the resulting graph coloring problem using the greedy Welsh-Powell algorithm [WP67]. It computes the number of required colors during the assignment step, which we choose from a predefined color palette [HB03]. We also interpolate colors, if required. Note that we assume that the provided color palette is good enough in terms of color perception.

**Clustering**  We choose to implement an auxiliary approach to analyze nodes, based on the observation that node distributions can have outliers that tear nodes apart into several clusters. We do not make assumptions about the PMFs; notably, they do not have to follow a normal distribution. Arbitrary PMFs and flipping in the layout can lead to a non-coherent distribution of node positions. Because of this, identifying node clusters can be a tedious task for users, which is why we provide automatic support for this process. Clustered node positions allow us to filter and abstract node distributions, as shown in Figure 4.9. We choose contour shapes to depict

Figure 4.8: (top) Visualization of a tree network and its (bottom) proximity (or country) graph. We use the country graph to determine colors for labeling.
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clusters because they have been proven useful to group sets [CPC09]. Also, color already shows to which nodes the samples belong.

The following are the main steps of our approach. First, we cluster each set of node positions. Then, the next step is to optionally filter the clusters. Afterward, we compute the smooth concave hull of each cluster. The final step is to compute a hull contour with visibility based on cluster-to-cluster geometry.

We use DBSCAN [Est+96] for clustering because it is reasonably fast and insensitive to outliers, depending on the chosen parameters. Other clustering algorithms may also suffice. Next, we calculate the Delaunay triangulation [Del34] to compute the convex hull of each cluster, flex edges inward to achieve the desired concavity [RJB14]. Other algorithms such as \(\alpha\)-shapes or marching squares may also work. The concave hull is then fitted with a B-spline and re-sampled to obtain a smooth shape. Last, we compute a contour to convey the togetherness of clusters by opening the line toward other clusters of the same node — a node may have many clusters, each of which has a centroid toward which we open the line. Let \(c_i, c_j\) be centroids of a node's clusters and \(\tau \in [0..1]\) a visibility threshold. The hull of cluster \(i\) consists of line segments with index \(k\). The corresponding outward-pointing unit-length normal vectors are denoted by \(\hat{n}_{i,k}\). The visibility of a line segment is then defined as:

\[
\bigwedge_{j \neq i} \left( \frac{c_j - c_i}{|c_j - c_i|} \cdot \hat{n}_{i,k} < \tau \right)
\]  (4.4)

The combination of splatting and clustering allows us to analyze the resulting layout top-down and bottom-up simultaneously.

4.5 Results

For evaluation purposes, we use synthetic data, protein–protein interactions (PPI), and travel times by car. The goal of the synthetic examples is to better understand the technique, demonstrate its characteristics, and ultimately gain trust in the visualization technique.

**Synthetic Data**

Figure 4.10 shows a star-like graph that consists of five nodes and eight edges. The probability mass functions on the edges are either unimodal or bimodal (Figure 4.11, top row), and they have the same expected value. The simple weighted graph layout, shown in Figure 4.10a, does not reveal anything about how distributions might interact within the network — the graph seems uniform, even though it is not. In contrast, the distributions become apparent in our probabilistic graph layout as shown in Figure 4.10b. Grasping whether a node is connected to unimodal or bimodal distributions is easy for outer nodes: We count the clusters within a node. The center node is torn apart into three clusters, which is the result of the interaction between two bimodal distributions. Note that this aggregation is related to the notion of *node strength* for weighted graph layouts, defined as the sum of all incoming weights. While this example
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**Figure 4.11**: Distributions in the star-like graph. For each edge: distribution of PMF (top row), sampled edge weight (center row), and Euclidean edge length for samples (bottom row). While the different PMFs on edges are not visible in (a), they are visible in (b), as the orange node splits into three pieces: one for each possible combination of the bimodal PMF on edges (5, 1) and (5, 3).

![Figure 4.12](image2)

**Figure 4.12**: Visualization of the star-like graph for various stability values $\alpha$. (a) Average increase in stress for various stability values. Up to $\alpha = 0.2$, the stress is increased by at most 15%. (b) The flipping and rotation problems of the force-directed layout result in much clutter. Anchoring on the reference layout stabilizes the resulting layout (c) at $\alpha = 0.15$. The stress of each node (d) is well distributed, from low to high stress: blue–yellow–red.

is minimalistic, it demonstrates the potential of our approach because it allows us to see if the layout still reflects the distribution of each edge. Graph drawing is a dimensionality reduction technique, which means we inherit all of its problems. Namely, for most inputs it is impossible to accurately depict all aspects of the data. We consider the PMF of an edge well represented if our layout algorithm does not distort it.

The foremost thing that affects validity is the stability value $\alpha$ shown in Figure 4.12. A low value results in visual clutter, whereas a very high value pins the entire distribution to the expected value. We choose our example stability value by inspecting the stress in the anchored layout $S_\alpha$ over the stress in the reference layout $S_R$. We can think of this as the relative stress $S_\alpha/S_R$ introduced by anchoring. The basic idea is to find a good trade-off between visual reference and additional stress (Figure 4.12a). Increased stress means that it is more likely that distributions are not well reflected in the final layout. Also, note that the discrete points get visible at low stability values (Figure 4.12b) because of the specified splat size. Retrospectively, there might be better techniques to reconstruct nonlinearly projected continuous distributions. To further quantify this distortion, we compare the PMF, sampled edge weights, and the Euclidean distance between connected nodes in Figure 4.11. The figure reveals that all distributions are well-reflected.

Another possibility to investigate the quality of the probabilistic graph layout is to inspect the stress mapped to nodes, as shown in Figure 4.12d. Stress is relative, so low does not necessarily mean good, and high does not always imply bad, but it allows us to compare two regions relative to each other. We believe that it is crucial to mix relative stress and absolute
function distance for validation. The reduction of the distortion can be made part of the optimization by choosing the right stability value. However, we cannot eliminate it because it is inherent to graph drawing.

Another aspect worth mentioning is flipping, which occurs in more complex graphs, as shown in Figure 4.13. The first aspect to notice is the strong scattering of several leaf nodes due to the tendency toward edge weights of 0 and the high degree of freedom in graph layout, which causes the leaf nodes to “flee” from surrounding nodes. The detail view in Figure 4.13 shows a number of competing nodes. Note that node clusters (shapes) are restricted to nodes with at least two clusters. It is tricky to estimate whether nodes compete because it depends, in order of importance, on the network topology, the reference position, and the PMFs. For example, the distribution of the blue leaf node in the zoomed-in view of Figure 4.13 splits into three major clusters, which we can disambiguate by comparing the PMF to its corresponding Euclidean distance distribution.

**STRING Database**

We examined data from the STRING database⁴, which contains known and predicted protein–protein interactions. Each interaction is associated with a score \( s \in [0, 1] \) that is based on genetic, experimental, and literature data [vMer+05]. We interpret the score as PMF \( f \) for the interaction to actually be true:

\[
    f(w) = \begin{cases} 
      1 - s & \text{if } w = 0 \\
      s & \text{if } w = 1 
    \end{cases}
\]  

(4.5)

This example is interesting for two reasons: First, two-valued distributions are at the lower end of what our technique can handle in a meaningful way. Second, it exploits zero-replacement heuristics to create separated clusters — torn nodes are less likely than coherent nodes.
Our first example is a query for \textit{pancreatic alpha-amylase (Amy2)}. The evidence view from the STRING database website depicts the amount of information available to a set of links between the nodes (Figure 4.14a), whereas the expected view maps the score to value (Figure 4.14b). When inspecting the number of connections in the evidence view, we can tell that the number of connections does not directly match the connections in the expected graph. There is also a strong link between Amy2 and Si (Score: 0.934), which is hard to make out in the evidence view. In our visualization, these proteins are very close to each other without much deformation. The other proteins can be grouped in descending order by score $\Delta s < 0.05$: group 1 (Pygmy, Pygb, Pygl), group 2 (LOC286960, Athl1, Ctrb1), and group 3 (Cela3b, Gene, Pepf).

This order mainly corresponds to the perceived order by node coherency except for Ath1 (Figure 4.14c). The reason for this is that the network topology keeps Ath1 coherent, which we confirm by inspecting the distortion of distributions for Ath1 shown in Figure 4.14e, and stress mapped to nodes shown in Figure 4.14d. Additionally, we can confirm that this is caused by network topology by inspecting visualizations with varying
stability values shown in Figure 4.15. Note that orbiting of nodes around each other increases more quickly than nodes falling apart with decreasing stability. A small amount of destabilization of the layout helps to perceive the network topology due to orbiting. Low stability values increase the amount of visual clutter, whereas high stability values match the expected graph’s layout (reference for anchoring).

Our second example is a search query for P450 (cytochrome) oxidoreductase (POR) with an increased search radius. Increasing the search radius inevitably creates a hairball due to the nature of protein–protein interactions. In these graphs, the considerable amount of edge crossing and coloring in the expected graph conceal most of the structure (Figure 4.16a). Our visualization is different (Figure 4.16b) because the shape of many nodes indicate an orbiting effect that is otherwise not visible.

Whether the aggregation and two-dimensional representation of simple distributions are useful to biologists is a question for future work. We strongly suspect that “piling” information from edges in nodes is a good idea because of the reduced number of visual elements (node versus node–edge–node).

Travel Times by Car

We have experimented with travel times by car between cities. This is interesting because it is geo-referenced, non-trivial real-world data. Here, we interpret cities as nodes that are connected by edges representing large roadways. We then look at the estimated time needed to travel from one city to another. This approximated duration strongly depends on the traffic predicted for this road over the time of day. For example, when traveling from city A to city B, it will make a difference if we drive this route during the rush hour or through the night when overall traffic might below.
We have extracted a data set of predicted travel durations between the cities using the Google Directions API by sampling major roadways for connected cities. Specifically, we have queried the travel time estimates for a coherent week in time intervals of one hour. The extracted network consists of eight cities located in the south of Germany and Switzerland. To get a PMF for each connection, we first build a histogram of the predicted travel times. Normalizing this histogram gives us a discrete PMF over the durations. Note that the durations are distances between two nodes. However, we need weights for our graph model. Therefore we use inverted durations between two cities as weights. Note that the independence assumption is unlikely to be true — travel times are highly correlated — but we ignore this issue here.

Cities in our data set have fixed geographic locations. Hence, we can use each respective reference position for anchoring, as indicated in Section 4.3. As long as this influence is not exaggerated, the graph can still unfold its structure through the layout. Note that when using geographic positions instead of the expected graph, we have to ensure that the average geographic distance between cities is approximately the same as the average shortest path distance in the sampled graph.

Traffic data usually implies directed edges. Our initial idea was to add virtual nodes and edges to make the graph undirected, without aggregating the travel timings between two cities. Unfortunately, the resulting layout was too confusing for visual inference on travel times. The conversion from a directed graph to an undirected graph by introducing virtual nodes and edges biases the layout.

Therefore, we had to simplify by pivoting on one city — filtering all edges that would lead to the pivot city. The resulting graph is non-starlike and allows us to visually infer travel times from the perspective of one city. Figure 4.17 shows the sampled and filtered PMFs, the graph anchored to the expected graph (like before), and the graph anchored to the geo-locations of the cities (experimental). The differences between the expected and geo-referenced layout are small because anchoring with low stability values is more about directions, not about exact reference points.
Hence, geo-referencing seems like a valid modification of our technique. Furthermore, the inner nodes depict a preferable direction, roughly reflecting travel times of the entire network, even though Zurich is exaggerated compared to Stuttgart or Karlsruhe.

![Figure 4.17](image)

**Figure 4.17:** (a) Travel duration by car in 8 major cities in southern Germany and Switzerland, pivoted to Karlsruhe. The probabilistic graph anchored to the expected layout (b, c) and geo-locations (d, e). Note that the choice of anchor mainly affects rotation.

### 4.6 Limitations

We summarize the limitations of our approach and discuss issues to address in future work. While our approach benefits from the generality of force-directed methods, it also inherits some of their weaknesses. As we have shown in the previous examples, it is important to consider the
ambiguities that result from the interplay between the uncertainty in the data and the layout algorithm.

Layout

In the force-directed layout approach, nodes can obtain completely different positions through small structural changes. Different local optima may result in reflected or rotated positions for parts of the graph. While this effect can also happen in our approach, it happens less frequently due to the alignment with the reference layout.

As for the force-directed layout, it is often unclear whether the position and shape of a point cloud are due to the edge weights or due to the graph structure. Here, we see the need to incorporate more quantitative measures that would allow us to convey better the reason why a node is in this position. A simple way to do that would be to add noise on top of a single node’s incident edges to see which influence this change has on its position. If the layout of a single graph sample does not convey the graph structure — for example, if it looks like a hairball — then our approach is not likely to work either. Nevertheless, techniques [NOB15] for untangling such complicated structures are likely to work for our approach as well.

Scalability

Our implementation of the force-directed method needs \( \mathcal{O}(n(n+m)+n^2r) \), where \( n \) is the number of nodes, \( m \) the number of edges, and \( r \) the number of iterations for stress majorization. While this only scales to graphs of medium size, other more scalable force-directed methods could be used as well [Hu05]. The runtime to determine cluster regions for one node is on average \( \mathcal{O}(k \log k) \), where \( k \) is the number of sampled graphs.

The more problematic limitation is in the visual distinction of the different node regions. The set of distinguishable colors is quickly exhausted, especially if the node regions are not connected. Our half-opened shapes (node clusters) allow us to search and select a limited number of different regions on top of splatting. Here, we see the need for better depiction techniques (set and distribution). In addition to that, tracing edges is hard, and mapping to visual variables other than color is a big challenge. Note that the edge bundles reflect the connection between identical nodes in the graph. Thus, visual identification of single edges in such a bundle is typically not required unless distribution and outliers of edge lines are of interest.

4.7 Conclusion

We have presented a novel approach for uncertain network visualization that maps probability distributions of edges to visually perceivable splats and shapes. In this context, we have explored many aspects of filtering and depicting a set of overlapping clusters of points without obstructing the underlying network topology.
We have applied our approach to several data sets to better understand its characteristics: Synthetic data, protein-protein interaction data, and travel time data with geographic reference. The results are sometimes complicated to interpret because nodes alternate between positions. On the other hand, our method allows us to assess problems of the underlying force-directed layout. Although not developed for this purpose, we think that our visualization approach would help analyze the impact of graph layout techniques.

Other graph layouts, colorings, and visualization methods need to be developed that consider point clouds’ full spatial distribution. After examining the influence of our layout and visualization technique on various data sets, it remains to investigate its effectiveness and efficiency with controlled user experiments.
In the previous chapter, we showed how to use a sampling-based approach for dimensionality reduction under uncertainty. The following chapter takes a different approach: It is possible to propagate the uncertainty through the dimensionality reduction method analytically. Often this is the case when dealing with uncertainties that follow a normal distribution.

Dimensionality reduction techniques can be applied to visualize data with more than two or three dimensions, projecting the data to a lower-dimensional subspace. These projections should be meaningful so that the data’s characteristics in the high-dimensional space carry over to the low-dimensional representation. In general, dimensionality reduction techniques can either be linear or non-linear [NA18]. Linear dimensionality reduction has the advantage that the input data’s properties and invariants are still reflected in the resulting projections. Another advantage of linear over non-linear methods is that they are easier to reason about because the projection’s subspace is always a linear combination of the original axes. Also, linear methods usually have efficient implementations [CG15].

Arguably the most frequently used linear method is principal component analysis (PCA). It is most effective if the input data dimensions are correlated, which is commonly the case. PCA uses this property and finds the directions of the data that contain the largest variance by performing eigenvalue decomposition of the sample covariance matrix estimated from the input. The input to conventional PCA is a set of points. However, we often encounter data afflicted with uncertainty or variability. In Chapter 2, we discussed different sources of uncertainty and how to model uncertainty mathematically using probability distributions. In this chapter, we derive a generalization of PCA that directly works on this kind of uncertain data. Like regular PCA, our new method of uncertainty-aware PCA solely requires that the expected value and the covariance between dimensions of these distributions can be determined — no higher-order statistics are taken into account. This uncertainty in the input data can substantially impact the resulting projection because it directly influences the magnitude of the eigenvalues of the sample covariance matrix.

In addition to extending PCA, we introduce factor traces as a visualization that shows how the projections of the original axes onto the subspace change under varying degrees of uncertainty. This allows us to perform a sensitivity analysis of the dimensionality reduction regarding uncertainty and helps better understand the resulting linear projection. The work of this chapter has four main contributions:

- a closed-form generalization of PCA for uncertain data,
- sensitivity analysis of PCA with regards to uncertainty in the data,
- factor traces as a new visualization technique for the sensitivity of linear projections, and
- establishing a distance metric between principal components.
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Figure 5.1: Data uncertainty can have a significant influence on the outcome of dimensionality reduction techniques. We propose a generalization of principal component analysis (PCA) that considers the uncertainty in the input. The top row shows the dataset with varying degrees of uncertainty and the corresponding principal components. In contrast, the bottom row shows the dataset’s projection onto the first principal component, using our method. In Figures (a) and (b), with relatively low uncertainty, the blue and the orange distributions are comprised by the red and the green distributions. In Figures (c) and (d), with increasing uncertainty, the projection changes drastically: now the orange and blue distributions encompass the red and the green distributions.

In Figure 5.1, we compare our method to regular PCA and illustrate why it is crucial to consider the uncertainty in the data when determining the projection: It shows a projection of four bivariate probability distributions, each with a varying degree of uncertainty, projected onto a single dimension. When the uncertainty is low, the red and green data points define the extent of the projected data. With increasing uncertainty, the projection looks quite different: Now, the orange and blue data points mark the extent of the projected data. This change in projection follows directly from the shape of the distributions and shows that it is essential to incorporate the uncertainty information adequately into our dimensionality reduction algorithms. Although all distributions in this example are Gaussian, our method works on general probability distributions with expectation and covariance.

5.1 Related Work

The survey by Nonato et al. [NA18] offers a broad overview of dimensionality reduction from a visualization perspective. Principal component analysis [Pea01] is one of the oldest and most popular techniques. It is often applied to reduce data complexity, which is a common task in visualization. By construction, PCA yields the linear projection that retains the most variance of the input data in the lower-dimensional subspace. Probabilistic PCA [TB99] extends traditional PCA by adding a probabilistic distribution model. In contrast to our method, it assumes an unknown isometric measurement error. Likewise, many extensions have been introduced to PCA [Bur09; KC04]. For example, kernel PCA [SSM97] enables non-linear projections by first transforming objects into a higher-dimensional space where a good linear projection can be found. Techniques such as Bayesian PCA [Bis99; NSB11; Nou+02], and the method introduced by Sanguinetti et al. [San+05] focus on estimating the dimensionality of the lower-dimensional space. Robust PCA methods [AO03; TG08; VCB18] target datasets with outliers. Different extensions to PCA have also been developed in the context of fuzzy systems. The technique
In contrast to PCA, these variables are not necessarily orthogonal.

Besides regular PCA, factor analysis [Spe04] is another well-known linear method. Its goal is to identify latent variables underlying a higher-dimensional space of measurements\(^1\). Factor analysis models measurement errors, yet constraining the errors to be uncorrelated is common. One reason for this is that modeling correlated errors can be problematic if the actual errors are unknown [Her15]. In our description, we assume that all errors are known or can at least be estimated. Many other linear techniques such as classical multi-dimensional scaling [Tor52] and independent component analysis [HKO01] are covered by Cunningham et al. [CG15]. None of them can deal with data that has explicitly encoded measurement errors to the best of our knowledge.\(^1\)

Liu et al. [Liu+17] provide an overview of the visualization and exploration of high-dimensional data. The star coordinates [Kan00] visualization technique, for example, provides interactive linear projections of high-dimensional data. Recently measure-driven approaches for exploration have gained interest, for instance by Liu et al. [Liu+16] as well as by Lehmann et al. [LT16]. Visualizing the projection matrix of linear dimensionality reduction techniques (instead of projections of the data) can be done with factor maps or Hinton diagrams [Bis99; HS91].

Advances in visualizing uncertainty and errors often originate from the need to represent prediction results [SPS11]. More generally, visualizing Gaussian distributions by a set of isolines is a common practice. In this thesis, we aim at bringing uncertainty-aware dimensionality reduction and visualization together. For example, our technique could extend the approach of Wang et al. [Wan+17] for visualizing large datasets by allowing a fast approximate visualization of clusters. Furthermore, correlated probability distributions are often the result of Bayesian inference, which is widely used in prediction tasks, where the result is always a probability distribution. In this domain, Gaussian processes [RW05] are a prime example of correlated uncertainty.

In Chapter 4, we already proposed a projection for uncertainty networks based on sampling different realizations of the data and investigate potential effects of uncertainty. Lately, there has been a push in the visualization community to understand the intrinsic properties of projection methods better. However, the focus has mainly been on exploring non-linear approaches. With DimReader, Faust et al. [FGS19] address the problem of explaining non-linear projections. Their technique uses automatic differentiation to derive a scalar field that encodes the sensitivity of the projected points against perturbations. Wattenberg et al. [WVJ16] examine how the choice of parameters affects the projection results of t-SNE. Similarly, Streeb et al. [Str+18] compare a sample of (non-) linear techniques and influences of their parameters on projections.
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5.2 Method

In this part, we describe the necessary adaptions to the PCA framework required to handle uncertainty. For this, we use the definition of random vectors and multivariate normal distributions from Chapter 2. First, we show how to compute the covariance matrix for probability distributions, which is a fundamental part of our technique. Then, we describe how this fits into the context of regular PCA. Afterward, we demonstrate how our method allows us to perform PCA analytically on uncertain data, using multivariate normal distributions as an example. Finally, we show that our approach is a generalization of regular PCA, which allows us to combine certain and uncertain data within the same mathematical framework. It also forms the foundation for sensitivity analysis, as described in Section 5.3.

PCA finds the directions in the data with the largest variance by looking at the covariance of the input. We adopt this concept to arbitrary distributions to handle uncertain data and only require that the expected value and covariance can be determined for all distributions. It is important to note that this does not imply that the input distributions necessarily have to follow a Gaussian distribution. In Section 5.4, we show an example of such a dataset, and in Section 5.6, we discuss its implications on the resulting projection.

Before performing PCA, we need to establish a relationship between the units of the original axes. Our method requires the same preprocessing step. The usual approach for this is to normalize the input data accordingly, which can be performed for probability distributions using affine transformations, as outlined in Chapter 2.

Uncertain Covariance Matrices

As we have mentioned before, our goal is to perform PCA on a set of \( N \) probability distributions that represent the uncertainty. Formally, we represent this collection of distributions as random vectors \( \mathbf{T} = \{ \mathbf{t}_1, \ldots, \mathbf{t}_N \} \).

For each of these random vectors, we require that we can determine its expected value \( \mathbb{E}[\mathbf{t}_i] \) and its pairwise covariance \( \text{Cov}(\mathbf{t}_i, \mathbf{t}_j) \). It is important to note that \( \mathbf{T} \) can conceptually be interpreted as a second-order random vector because its components \( \mathbf{t}_n \) are random vectors themselves.

Our approach adapts the computation of the covariance matrix to account for uncertainty in the data. Regular PCA works on a set of points. In this setting, the covariance matrix represents the expected products of deviations of these points from the sample mean. In contrast, our approach works on a set of random vectors, which changes the problem in the following way: The actual deviation of each random vector from the overall sample mean is unknown due to the uncertainty. Nevertheless, we can determine the expected deviation for each of the distributions. We do this conceptually by integrating over the deviation of all possible realizations of each probability distribution. The framework of PCA only considers the first- and second-order moments, so it turns out we do not even have to evaluate this integral: It is possible to derive the covariance matrix directly from the summary statistics.
From Equation 2.1, we can derive a property of the covariance matrix that we will need later on: it gives us a way to compute the expected outer product \( E\left[xx^T\right] \) of a particular random vector with itself. We achieve this by solving Equation 2.1 for \( E\left[xx^T\right] \):

\[
E\left[xx^T\right] = E\left[x\right]E\left[x\right]^T + \text{Cov}(x, x) \tag{5.1}
\]

We use the following equation for distributions, which is akin to computing the expected products of expected deviations. To avoid confusion with the expected value of each random vector \( E\left[\cdot\right] \), we denote the expectation operator that stems from the covariance method with \( \hat{E}\left[\cdot\right] \):

\[
\text{Cov}(T, T) = \hat{E}\left[\text{E}\left[T\right]\text{E}\left[T\right]^T - \mu_T\mu_T^T\right]
\]

We can expand this further by making use of Equation 5.1:

\[
\text{Cov}(T, T) = \hat{E}\left[\text{E}\left[T\right]\text{E}\left[T\right]^T + \text{Cov}(T, T) - \mu_T\mu_T^T\right] = \hat{E}\left[\text{E}\left[T\right]\text{E}\left[T\right]^T\right] + \hat{E}\left[\text{Cov}(T, T)\right] - \mu_T\mu_T^T \tag{5.2}
\]

The terms in Equation 5.2 have particular interpretations. Algorithm 3 provides the corresponding pseudocode for Equation 5.2. First, we recognize that the term \( \hat{E}\left[\text{E}\left[T\right]\text{E}\left[T\right]^T\right] \) is the same as performing regular PCA on the means of each of the distributions. The second term \( \hat{E}\left[\text{Cov}(T, T)\right] \) computes the average covariance matrix over all random vectors:

\[
\hat{E}\left[\text{Cov}(T, T)\right] = \frac{1}{N} \sum_{i=1}^{N}\text{Cov}(t_i, t_i) \tag{5.3}
\]

It reflects the uncertainty that each random vector has and how these uncertainties influence the overall covariance in the dataset — it is also the major difference between our method and regular PCA, which cannot handle probability distributions. The last term is called centering matrix and also part of regular PCA. It consists of the outer product of the empirical mean \( \mu_T \) of our dataset. The empirical mean of our dataset can be computed as follows:

\[
\mu_T = \frac{1}{N} \sum_{i=1}^{N} \text{E}\left[t_i\right]
\]

**Algorithm 3:** Covariance matrix of random vectors

**Input:** Set of \( d \)-variate distributions \( T \), scaling factor \( s = 1 \)

**Output:** Covariance matrix \( K_{TT} \)

1. \( \mu_t \leftarrow d \)-dimensional vector initialized to 0
2. foreach \( t \in T \) do
   3. \( \mu_t += t\text{mean()} \)
   4. \( \mu_t /= T\text{.length()} \)
3. \( K_{TT} \leftarrow d \times d \) matrix initialized to 0
4. foreach \( t \in T \) do
   5. \( m \leftarrow t\text{mean()} \)
   6. \( K_{TT} += mm^T + s^2 \cdot t\text{cov()} - t \)
5. \( K_{TT} /= T\text{.length()} \)
6. return \( K_{TT} \)
We now show that our method, provided by Equation 5.2, yields a covariance matrix by looking at the different terms of this equation. A matrix $K$ is positive semi-definite if $u^T K u \geq 0$, for every non-zero vector $x$.

**Theorem 5.2.1** The outer product $xx^T \in \mathbb{R}^{d \times d}$ of a vector $x \in \mathbb{R}^d$ with itself always results in a symmetric, positive semi-definite matrix.

**Proof.** Let $u \in \mathbb{R}^d$ be a nonzero vector. Using the definition of positive semi-definiteness from above,

$$u^T(xx^T)u = (x^Tu)^2 \geq 0.$$

The symmetry follows from the definition of matrix multiplication. \(\square\)

Our method differs from regular PCA in one term, which we can see in Equation 5.3: In essence, this term computes the arithmetic mean of the covariance matrices $\text{Cov}(t_i, t_i)$ of each distribution $t_i$. A matrix is a covariance matrix if and only if it is symmetric and positive semi-definite. By definition, $\text{Cov}(t_i, t_i)$ always satisfies this property.

**Theorem 5.2.2** Let $\mathcal{K} = \{K_1, \ldots, K_N\}$ with $K_n \in \mathbb{R}^{d \times d}$ be a set of covariance matrices, then the arithmetic mean of this set $\frac{1}{N} \sum_{n=1}^N K_n$ is a covariance matrix.

**Proof.** Let $u \in \mathbb{R}^d$ be a nonzero vector and $A, B \in \mathbb{R}^{d \times d}$ positive semi-definite matrices. Both addition $A + B$, and multiplication with a scalar $kA, k \geq 0$ result in positive semi-definite matrices:

$$u^T(A + B)u = u^TAu + u^TBu$$

$$u^T(kA)u = k(u^TAu)$$

Because of this and the properties of symmetric matrices, it follows that the arithmetic mean of $\mathcal{K}$ is a symmetric and positive semi-definite matrix and therefore also a covariance matrix. \(\square\)

**PCA Framework and Diagonalization**

Now that we have constructed the covariance matrix while respecting the uncertainty, we can look at the remaining steps of PCA. After setting up the covariance matrix, we retrieve its eigenvalues $\lambda_d$ and corresponding eigenvectors $v_d$. We use eigenvalue decomposition to do this:

$$\text{Cov}(T, T)v = \lambda v$$

Let $q$ be the desired number of dimensions for the low-dimensional space. We then choose the $q$ largest $v_q$ by their corresponding eigenvalue $\lambda_d$, yielding $q$ principal components $W = \{w_1, \ldots, w_q\}$. We can then project each distribution onto the subspace $\langle W \rangle$ that is spanned by these principal components $\Phi(t_n) \in \langle W \rangle$, where $\Phi(\cdot)$ is a linear projection that can be described using a linear transformation.

It is important to note that eigenvalues and eigenvectors have specific characteristics that complicate their analysis. The orientation of $v_d$ is not completely defined, therefore $v_d \equiv -v_d$. In practice, $(\lambda_d, v_d)$ are computed
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Figure 5.3: PCA on different types of input data: (a) Regular PCA without uncertainty. (b) Isometric error model as used by previous work that describes PCA as an optimization problem; the directions of the principal components are the same, but the lengths differ. (c) Our method works on arbitrary distributions. Here it results in drastically different principal components.

Numerically, which can lead to instabilities and rounding errors. We will discuss the impact of these characteristics on the analysis of linear projections in Section 5.3.

Linear Transformation of MVN Distributions

Now that we have defined the projection $\Phi(\cdot)$, we need to transform each distribution into the subspace $(\mathcal{W})$. In the following, we will describe how this can be carried out for multivariate normal distributions, as they are often used to model errors or uncertainty in the data. As mentioned in Section 5.1, several existing techniques already model uncertainty using MVN distributions. They usually describe the distributions using an error model, which means that a measurement $x$ is disturbed according to an error term $\epsilon$:

$$t_n = x_n + \epsilon_n \sim \mathcal{N}(0, \Phi_n)$$

Sometimes it is easier to retrace our derivation of the covariance matrix by thinking of this error in terms of a single random vector $t_n$ that can be equivalently defined as follows:

$$t_n \sim \mathcal{N}(x_n, \Phi_n).$$

Figure 5.3 shows examples of different error models that can be created depending on the shape of $\Phi_n$. We also visualize the corresponding principal components of the dataset, determined by using our method.

The dimensionality of $\Phi(t)$ is $\dim((\mathcal{W}))$. To perform the actual projection, we assume that $w_q$ are unit vectors, and write them in a column matrix $A$:

$$A = \begin{bmatrix} w_1 & \ldots & w_q \end{bmatrix}$$

It is important to note that a projection $\Phi$ is an affine transformation, as defined in Chapter 2. Accordingly, we can project a normal distribution as follows:

$$\Phi(t_n) = \mathcal{N}(A^T \mu_n, A^T \Phi_n A)$$

The resulting distribution remains multivariate normally distributed. Figure 5.2 shows an example of this for 2D.

Reduction to Regular PCA

In this section, we will show that our method is a mathematical generalization of conventional PCA. The main difference between the two algo-
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Our method includes an additional term that reflects each input’s uncertainty (Equation 5.3). To reduce our formulation to regular PCA, we will scale each distribution’s covariance by a constant factor \( s \), which decreases its spread, implicitly reducing the amount of uncertainty within each distribution.

To scale the covariance matrices, we will again make use of the properties of affine transformations for covariance matrices, as discussed in Chapter 2. Let \( S \) be a scale matrix that has the form \( S = \text{diag}(s) \). We can now use Equation 2.2 to scale \( K_{TT} = \mathbb{E}[\text{Cov}(T,T)] \):

\[
S(K_{TT})S^T
\]

In practice, we can make use of the fact that a scale matrix \( S \) is always a diagonal matrix. In our case, each diagonal entry is equal to \( s \), therefore \( S = \text{diag}(s) \), which allows us to simplify the equation above even further:

\[
S(K_{TT})S^T = s^2 \cdot K_{TT}
\]

Figure 5.4 shows a set of multivariate normal distributions, all scaled with different weights. Another property of this description is that we can use \( s \) to interpolate between the absolute and uncertain representation of our data. Algorithm 3 shows how to compute the covariance matrix with this scaling factor. In the next section, we will use this fact to investigate how much the uncertainty influences the resulting projection.

5.3 Sensitivity Analysis

In previous sections, we have shown that uncertainty in the input can strongly influence the resulting set of principal components. To better understand this relationship, we investigate the degree to which the dimensionality reduction depends on the shape of the probability distributions. In Section 5.2, we have shown that our method is a generalized formulation of conventional PCA by scaling each distribution’s covariances with a factor \( s \) that describes the importance of the uncertainty. Now, we will leverage this model to show how the fitted projection varies for different scaling factors in the interval \( s \in [0, \infty) \). This interval can be split up into two parts to investigate two different scenarios. For \( 0 \leq s \leq 1 \), we can interpolate between uncertainty-aware PCA and regular PCA. Conversely, by choosing \( 1 < s < \infty \), we can extrapolate what the projection would look like under more substantial uncertainty. In the following, we propose a novel visualization technique tailored to analyzing the effects of different scaling factors \( s \) and hence influences of different levels of uncertainty.

Factor Traces

Factor analysis shares many similarities with PCA, and it is a standard tool for the explanatory analysis of multi-dimensional datasets. The individual latent factors, similar to principal components, are usually represented using factor maps. To create a factor map, we project the unit vec-
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Factors of the feature space according to the latent factors of the data \cite{Ste15}. We extend this technique to enable the exploration of the effects of uncertainty on PCA.

Factor maps visualize static latent information of the input data. However, we are interested in visualizing the progression of uncertainty. We do this by looking at the factor traces described by the change of principal components under varying degrees of uncertainty. In particular, we perform sensitivity analysis by continuously scaling the distributions’ covariances from the original dataset using \( s \) as a scaling factor, as described above. Figure 5.5 shows an example of factor traces of a three-dimensional dataset. For each \( s \in [0, \infty[ \) a different subspace is chosen. As a result, the projected unit vectors describe a trace in the image space. Thereby, we obtain a compact representation of the analogous transformation of the feature space coordinate system. As we mentioned before, there are two intervals for \( s \) that are of interest for analyzing the sensitivity regarding the uncertainty. The interval \( 0 \leq s \leq 1 \) is highlighted by shading the area under the trace. In contrast, for the interval \( 1 < s < \infty \), we only show the trace to avoid visual clutter, and we use an arrowhead to represent \( s \to \infty \).

In practice, we systematically sample \( s \) in the interval using a hyperbolic function. At the heart of principal component analysis lies the eigendecomposition of the covariance matrix, which entails various challenges for the interpretation of the projection. While the eigenvectors of a positive semi-definite matrix are always orthogonal to each other, their orientation is ambiguous as their sign can change from \( v_i \) to \( v_{i+1} \). Such a change in sign then leads to a flipped projection. Factor traces account for this by projecting both unit vectors of the original axes. This symmetry becomes apparent in the purple trace of Figure 5.5. We discuss the limitations of this approach in Section 5.6.

Interpretation

Factor traces simultaneously visualize different properties of the original dataset for the corresponding projection: The length of each trace describes how strongly each original axis is affected by the uncertainty. In contrast, the distance from each point of a trace to the center depicts the linear combination of the original unit vectors that define the projection. Factor traces also offer a way to analyze the robustness of the resulting projections against uncertainty. The covariance matrices and the overall shape of the data determine the corresponding eigenvalues. Because their eigenvalues sort the principal components and only the \( q \) largest eigenvalues are chosen, their respective values also have a large effect on the resulting projection. Figure 5.6 shows factor traces of two different datasets, together with plots of their eigenvalues. With increasing \( s \), sometimes the distance between two eigenvalues \( \lambda_i, \lambda_j \) decreases more and more. In some cases, it appears that the eigenvalues will cross, but instead, they will eventually start to move away from each other again. This effect closely resembles avoided crossings, a quantum phenomenon \cite{vNW91}. The reason for this effect is that two eigenvalues coalesce as they end up with the same length \cite{SKM05}. Eigenvalues that avoid crossing manifest in distinctive bumps in their corresponding

![Figure 5.5: Progression of a factor trace (bottom) with an increasing amount of uncertainty. Both unit vectors \( u \) and \( v \) rotate around \( w \). Accordingly, the projected distributions (top) rotate around the mean as well.](image)
Uncertainty-aware Principal Component Analysis

eigenvalue plots, which can be seen in Figure 5.6d. The first dataset in Figure 5.6 does not contain any avoided crossings. By contrast, Figure 5.6c and Figure 5.6d show a three-dimensional dataset with two bumps (highlighted by the dotted lines). Avoided crossings make it difficult to reason about the eigenvectors’ behavior and, consequently, the resulting projection at these points. In some cases — Figure 5.6c, for example — we can observe sharp turns in the corresponding factor traces. Here, the avoided crossing is between $\lambda_2$ and $\lambda_3$.

In conjunction with PCA, factor traces aid the exploratory analysis of datasets by giving insights into the principal components under uncertainty. Apart from showing how the projection changes, factor traces can assess the projection’s robustness and trustworthiness. Still, the visualization of high-dimensional data involving a large variety of distributions remains a difficult challenge. Generally, factor traces work well for datasets with up to six original dimensions. Above this limit, overplotting makes the representation challenging to understand. As shown in Figure 5.6, the interpretation of factor traces can be further enhanced by taking the corresponding eigenvalue plot into account. Depending on the dataset, we see the possibility to encode this information directly onto the factor trace, either by thickness or color.

Figure 5.6: Factor traces for two different datasets: (a) The 4D Iris dataset with (b) corresponding plot of the eigenvalues. (c) A 3D synthetic dataset, also with eigenvalues (d). Whereas the Iris dataset has no avoided crossing eigenvalues, the synthetic dataset has two avoided crossings (d) represented by bumps in the plot ($s \in [0.37, 0.54]$). The factor traces are projected onto a 2D subspace — as a consequence only the second bump manifests in the traces: at $s = 0.54$ the orange trace $v$ forms a loop, while the purple trace $u$ curves inward.
5.4 Examples

Our method can handle various types of data uncertainty. Following the classification of Skeels et al. [Ske+08], we will look at examples from the measurement precision level and the completeness level. Measurement precision can play a substantial role in analyzing datasets, especially for qualitative studies and experiments, where it is hard to assign absolute values to responses. One way to deal with this uncertainty is to assign fuzzy numbers or even explicitly encoded probability distributions to each of the data points. Furthermore, we will look at different types of aggregations as sources for uncertainty on the completeness level. Apart from these examples, we see potential use cases for our method in visualizing preprocessed data for real-time analysis or aggregated data that protects the privacy of individuals. Regarding aggregation, Section 5.6 gives more details about our approach’s computational complexity. Please note that we use different representations for the distributions in the following examples to highlight the projections found by our method.

Iris Dataset

The Iris dataset has widely been used to study projection and machine learning algorithms. It is four-dimensional and consists of 150 specimens of the Iris plants. Additionally, each instance belongs to one of three classes, and the instances are distributed equally among the classes. The Iris dataset’s three classes are modeled accurately using multivariate normal distributions, on which we then perform uncertainty-aware PCA. The result of this can be seen in Figure 5.7a. For comparison, we also perform conventional PCA and color each point according to its class label — Figure 5.7b shows the result. Both projections are almost identical. This shows that our method can find projections with only a fraction of the original 4D data: three multivariate normal distributions instead of 150 points.

This example also illustrates two different ways to visualize data that has additional labels. To convey the class information, we need to support the visual aggregation of each cluster. When using conventional projection methods, this aggregation is usually performed in image space. Figure 5.7b, for example, uses color. Another aggregation technique in image space is kernel density estimation. For clusters that roughly follow a normal distribution, our method provides a different approach: It allows aggregation in feature space, where all the information is still present, and subsequent projection of the aggregated information. As a result, no further aggregation is needed in the image space. In Section 5.5, we provide a more detailed comparison to sampling-based strategies.

Figure 5.6a shows the factor traces for the Iris dataset. Here, we can see that petal width moves closest to the center of our visualization. This means that the dimensionality reduction projects increasingly along this axis when $s \to \infty$. Furthermore, sepal width and petal length have almost no shaded area. Because we use the shaded area to encode and highlight the interval $s \in [0, 1]$, this illustrates that the projection of these two axes
remains almost the same while interpolating between regular PCA and our method.

### Student Grades

Our uncertainty-aware PCA method performs dimensionality reduction on data with explicitly encoded uncertainty. Amongst others, such data is common in the domain of fuzzy systems. As an example, we adopt the synthetic student grade dataset established by Denoeux et al. [DM04]. It consists of four test results \((M_1, M_2, P_1, P_2)\) for each of six students. The possible marks for the tests range from 0 to 20, and the dataset is highly heterogeneous: grades can be represented either as real numbers, such as 15, without any uncertainty, or as intervals, such as \([10, 12]\). Furthermore, many grades are given by qualitative statements like *fairly good* or *bad*. Both intervals and linguistic labels contain uncertainty, modeled using uniform distributions and trapezoidal distributions, respectively. Table 5.1 shows the mapping from linguistic labels to distributions. The original paper also contains one unknown value. We model the missing value using a normal distribution \(\mathcal{N}(14, 5.7^2)\), which we extract from prior information: the mean is similar to previous test results, and the variance represents realistic deviations in both directions from this mean.

Figure 5.9 shows PCA on this dataset. It is important to note that PCA performed solely on the input’s expected values fails to capture important uncertainty information. Figure 5.9a shows an example for this. Our method (Figure 5.9b) faithfully depicts the uncertainty that is present in \(P_1\) of Tom and Bob, drawing a very different picture from the result of regular PCA because the topology changes: it is quite possible that Tom performed similar to Jane — a fact that is not readily visible from Figure 5.9a. The importance of \(P_1\) on the resulting projection can also be seen in the factor trace (Figure 5.8) for this dataset: The trace of \(P_1\) moves toward the outside of the unit circle, with an increasing amount of uncertainty. The interpretation for this is that the projection preserves most of the information along this axis.

---

**Table 5.1**: The trapezoidal distributions for the qualitative labels of the student grade dataset. A trapezoidal distribution \(T(a, b, c, d)\) is defined by its bounds \(a, d\) and its discontinuities \(b, c\).

<table>
<thead>
<tr>
<th>Description</th>
<th>Distribution</th>
</tr>
</thead>
<tbody>
<tr>
<td>very bad</td>
<td>(T(0, 0, 2, 6))</td>
</tr>
<tr>
<td>bad</td>
<td>(T(2, 4, 6, 7))</td>
</tr>
<tr>
<td>fairly bad</td>
<td>(T(5, 7, 9, 10))</td>
</tr>
<tr>
<td>fairly good</td>
<td>(T(10, 11, 13, 14))</td>
</tr>
<tr>
<td>good</td>
<td>(T(13, 14, 16, 18))</td>
</tr>
<tr>
<td>very good</td>
<td>(T(14, 18, 20, 20))</td>
</tr>
</tbody>
</table>

---

*Figure 5.8*: The factor traces corresponding allow us to analyze the role of the original axes. In this case, \(P_1\) approaches unit length, which means that its information is present even after projection.

*Figure 5.9*: Importance of respecting the uncertainty in the input data. (a) Traditional PCA on the mean values of the student grades. (b) The projection found by our method shows the uncertainty in the data more faithfully.
### Anuran Calls Dataset

The Anuran Calls dataset\(^5\) consists of acoustic sound features extracted from frog recordings. In total, there are 7195 instances of such calls. They are grouped by family, genus, and species labels. Again, we perform aggregation of the instances, in this case, by looking at the family class label. However, the difference of this dataset to previous examples is that there are a different number of instances per class. There are calls from four different frog families in this dataset — the numbers of instances per class are 4420, 2165, 542, and 68. These families can further be subgrouped by genus, yielding eight distinct clusters. Furthermore, it is essential to note that many groups do not follow a normal distribution and exhibit varying modality, as shown in Figure 5.10.

So far, we have assumed that all aggregated distributions represent the same amount of instances. If a cluster has only a few samples, its influence can become disproportionate. For the Anuran calls dataset, this would mean that the family with 4420 instances would receive the same amount of weight as the family with 68 instances. To achieve a better fit to the actual data that these distributions stand for, we can adapt our method to take class weights into account by slightly modifying Equation 5.2. In particular, it suffices to use the weighted average to evaluate \(\hat{E}[\cdot]\). The computation of the sample mean is adjusted accordingly.

Figure 5.10 shows the comparison of our method, adapted to handle cluster weights, to regular PCA on the original set of points. For Figure 5.10a and Figure 5.10b, the data is clustered by family, yielding four distributions. Figure 5.10c and Figure 5.10d were aggregated by genus, which results in eight distinct discrete probability distributions. We show the covariances extracted from each of the different clusters for the projections created with our method. The results demonstrate that even if clusters do not follow simple distributions, such as the blue cluster in Figure 5.10b, our technique can still reconstruct the original PCA. The projections for the point data and the aggregated data are visually the same. Assigning weights to each cluster according to the amount of data that it represents is an obvious application of this extension to our method. However, we can also imagine that this technique can be used in a more exploratory setting, for example, by investigating the effect of one cluster on the resulting principal components.

### Table 5.2: The synthetic student dataset

<table>
<thead>
<tr>
<th>Name</th>
<th>M1</th>
<th>M2</th>
<th>P1</th>
<th>P2</th>
</tr>
</thead>
<tbody>
<tr>
<td>Tom</td>
<td>15</td>
<td>fairly good</td>
<td>(N(14, 5.7^2))</td>
<td>[14, 16]</td>
</tr>
<tr>
<td>David</td>
<td>9</td>
<td>good</td>
<td>fairly good</td>
<td>10</td>
</tr>
<tr>
<td>Bob</td>
<td>6</td>
<td>[10, 11]</td>
<td>[13, 20]</td>
<td>good</td>
</tr>
<tr>
<td>Jane</td>
<td>fairly good</td>
<td>very good</td>
<td>19</td>
<td>[10, 12]</td>
</tr>
<tr>
<td>Joe</td>
<td>very bad</td>
<td>fairly bad</td>
<td>[10, 14]</td>
<td>[14]</td>
</tr>
<tr>
<td>Jack</td>
<td>1</td>
<td>[4, 6]</td>
<td>9</td>
<td>[6, 9]</td>
</tr>
</tbody>
</table>

5: Published as part of the UCI machine learning repository [DG17].
Figure 5.10: Comparison of projections resulting from conventional PCA and our method. Ellipses show the extracted covariances of each distribution. Clustering by family leads to four clusters, while clustering by genus results in eight clusters. Although the clusters have a large variance in the number of instances (a), our weighted approach matches the original dataset’s projection well. The projection also remains stable for clustering by a different class label, here, by genus (b). Overall, our method (d) performs well, even though not all the original dataset clusters follow a normal distribution (c).
5.5 Comparison to Sampling

This section compares our method with another strategy to construct the covariance matrix for uncertain data: sampling. Instead of directly computing \( \text{Cov}(T, T) \) on the distributions, we can draw samples from each of them. If we concatenate the resulting set of points, we can use the conventional way for computing the covariance matrix as specified by Equation 2.1.

To compare the resulting covariance matrices, we need a suitable distance metric. We choose the Hellinger distance, which is commonly used to compare the results of linear models [Tor91]. This distance metric compares two multivariate normal distributions \( p \) and \( q \). It is based on the Bhattacharyya coefficient that describes the overlap between \( p \) and \( q \):

\[
\text{BC}(p, q) = \int \sqrt{p(x)q(x)} \, dx
\]

Using the definition of the Bhattacharyya coefficient, the Hellinger distance is defined as:

\[
H(p, q) = \sqrt{1 - \text{BC}(p, q)}
\]

To apply this distance metric to compare the results from principal component analysis, we recall that PCA is entirely defined by its sample mean and overall covariance matrix. Together, we interpret these two artifacts as a multivariate normal distribution, which we can then compare using the Hellinger distance. In contrast to a description based on eigenvalues and eigenvectors, our method is invariant against flipping, and no further preprocessing has to be performed.

For our experiment, we applied PCA to a synthetic dataset with 10 distributions \( T_{\text{Syn}} = \{t_1, \ldots, t_{10}\} \), each following a normal distribution \( t_i \sim \mathcal{N}(\mu_i, \Psi_i) \). All the means \( \mu_i \) are drawn from another overarching multivariate normal distribution:

\[
\mu_i \sim \mathcal{N}(0, \Sigma)
\]

The covariance of each of the distributions \( \Psi_i \) is constant across the dataset. It is created by reversing the elements of \( \Sigma \). Because of this, all covariances also share the same determinant.

Figure 5.11 shows the results of our experiment. For each data point, we performed 40 runs and chose the median outcome. We can draw several conclusions from our experiment. First, it shows that the sampling approach converges to our method’s result with an increasing number of samples, which indicates that our method is a valid way to compute PCA on probability distributions. Second, it shows that our method scales far better than the sampling-based approach with a growing number of dimensions. We expect the curse-of-dimensionality to be the reason for this.
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Figure 5.11: Multiple comparison of our method to a sampling-based approach using the Hellinger distance for input data with two to 12 dimensions. The x axis shows the increasing number of samples used for the sampling strategy, while the y axis shows the distance to the result from our method. The required number of samples for a good result grows with the number of dimensions.

5.6 Discussion

In the following, we discuss our extension of PCA. To begin with, we compare its computational complexity to traditional PCA. We follow up with more details on its application to interactive visualization, especially concerning scalability. Finally, we discuss the general limitations of PCA and how these carry over to our method.

Computational Complexity

In general, our method has the same computational complexity as regular PCA. For a dataset with \( N \) samples and \( D \) features, regular PCA has a computational complexity of \( O(ND^2) \) for the computation of the covariance matrix. Retrieving the eigenvalues and eigenvectors has a complexity of \( O(D^3) \).

With our method, the samples \( N \) are \( D \)-dimensional probability distributions instead of points. In many cases, the probability density function of a random vector \( t_n \) is known analytically, and \( E(t_n) \) as well as \( \text{Cov}(t_n, t_n) \) can be looked up in constant time \( O(1) \). Our adapted computation of the global covariance matrix has complexity \( O(2 \cdot ND^2) \) because we additionally need to compute the average covariance matrix over all \( N \) distributions. Asymptotically, however, the constant factor 2 can be neglected. The result is a complexity of \( O(ND^2) \) for determining the covariance matrix. We share the extraction of the eigenvalues and eigenvectors with regular PCA. As mentioned above, this can be performed in \( O(D^3) \). Thus, our technique is of similar complexity as standard PCA \( ^8 \). In the following section, we provide details on why preparing clusters is of particular importance for applying our technique to data visualization.

Interactive Visualization and Scalability

Big data is gaining relevance, and the amount of data that can be acquired and stored grows rapidly \( ^9 \). At the same time, it often is critical to visualize such data for exploration, analysis, and knowledge generation \( ^{Sac+14} \). Processing latencies are of significant concern for interactive visualization regarding big data. We tackle this problem by separating the computationally complex task of data aggregation from the pro-

8. Please note that we consider the aggregation of clusters as a preprocessing step. Its complexity would add to the total complexity but is not considered here. We provide more details in the next section.

9. The Large Hadron Collider (LHC) at CERN exceeded 200 Petabytes of collected sensor data already in 2017 \( ^{[Ga17]} \).
projection and visualization tasks. Since our method is aware of the shape of the distributions, we can approximate the projection of clustered datasets by the projection of their respective distributions. For a large number of samples $N$ in a $D$-dimensional feature space, this aggregation step is computationally costly since the computing covariance matrices requires $O(ND^2)$. The advantage of our method is that the aggregation can be done instantly during data acquisition, and, in case memory demands are of concern, there is even no need to store raw data persistently [Wan+17]. In some fields, it is already common practice to aggregate data as a pre-processing step, for example, the in-situ analysis in large-data visualization [Dut+17]. Our method preserves the characteristics of the data during the complete pipeline, and their influence on the projection can still be taken into account during the analysis process. Estimating the covariance matrix is an inevitable step when we fit a normal distribution to multiple data points. To do so, the number of data points needs to be sufficient concerning the number of dimensions, and there must not be problems with (local) outliers [SS11]. Similarly, a small number of clusters can be a problem in high-dimensional space [JL09]. By scaling the uncertainty of each cluster depending on the number of data points, it contains, our method compensates for differences in cluster sizes, as outlined in the Anuran Calls example in Section 5.4. However, more research needs to be conducted to assess whether the additional information provided by each clusters’ weight and error covariance matrix can fully counter this problem.

**Limitations of PCA**

PCA is applied to all kinds of datasets, mainly as a tool for exploratory analysis. Conceptually, our approach yields a projection operator that is more aware of the uncertainty in the data. Like other linear methods, important information in the non-principal components is discarded due to the orthographic projection, which can guide the analysis in the wrong direction. Our method inherits this limitation. For regular PCA, methods have been developed to mitigate these effects\textsuperscript{10}. For one, this is because one of the terms of our method essentially performs PCA on the expected values of each of the distributions. A second limiting factor can arise concerning the uncertainty in the data: If the fraction of the covariance introduced by the uncertainty in the data is small compared to the covariance introduced by the expected values, and if the uncertainty happens to be orthogonal to the projection, it can also remain covert in the final representation. Future research may investigate how non-linear methods, which could alleviate this problem, can be generalized to probability distributions.

Several other factors pose challenges to finding the correct principal components. The presence of outliers in the data can strongly influence the resulting projection, which stems from the quadratic term in the computation of the covariance matrix. When outliers are of concern, forms of Robust PCA (see Section 5.1), which rely on solving optimization problems, can be applied. It remains to be seen how such approaches can be adapted to uncertainty-aware PCA. Although PCA requires real-valued data, it is often also used on datasets where axes represent ordinal or

\textsuperscript{10}: We provide a more general overview of these methods in Section 5.1.
even categorical values. Naturally, these axes can contain uncertainty information as well. Furthermore, as of now, we do not explicitly model missing values. In the context of regular PCA, several techniques have been developed to deal with this — Dray et al. [D]14 provide a summary of approaches that can be applied in this case. One straightforward way to handle these inputs in our framework is imputation, as we have done in the student grade example provided in Section 5.4. With our method, these imputed values can even take the form of more complex distributions, which is why we see this as a practical workaround.

5.7 Conclusion

We have presented a technique for performing principal component analysis on probability distributions. Unlike previous work, which was concerned with non-correlated error models, our method works on arbitrary distributions. We achieve this by incorporating the first and second moments of the uncertain input data into the global covariance matrix calculation. Our formulation of the global covariance matrix offers the potential for various extensions to traditional PCA. Particularly, in this thesis, we have shown the application to aggregated datasets (Figure 5.7 and Figure 5.10) and datasets with explicitly encoded errors (Figure 5.9).

In general, PCA and other linear dimensionality reduction techniques have the advantage that the projections remain interpretable, in contrast to non-linear methods. The principal components found by PCA are linear combinations of the axes from the original data space. With our technique, scaling the influence of each distributor’s covariances allows us to perform sensitivity analysis concerning uncertainty. Our proposed factor traces are a visual method to assess how uncertainty in the data is reflected by each original dimension’s contributions to the principal components. Further, our technique preserves the low computational complexity and clear algorithmic structure of traditional PCA. This enables the assessment of uncertainty induced differences to the projection by sampling different parameters for scaling the uncertainty. As a result, our technique constitutes a next step towards the earnest consideration of uncertainty in analyzing high-dimensional data and forms the foundation for straightforward extensions in numerous directions.
Directions for Further Research

There are several research opportunities that could build upon the work in this thesis. We have already identified concrete extensions to the presented methods in the individual chapters. The following chapter takes a step back and reflects upon future challenges in handling uncertainty in visualizations and looks at more general research topics. Although there has been growing interest in visualizing uncertainty over the last couple of years, the area is still far from being subject to wide interest. With the increasing maturity of a field usually come better tools and frameworks for other researchers to build upon. If we look at the area of machine learning, for example, there is a rich ecosystem of various open-source tools, such as Scikit-learn [Ped+11] that researchers and practitioners can access. One thing that could greatly help the proliferation of uncertainty methods in visualization would be a collection of well-understood datasets that can be used to benchmark different methods or visualization systems against each other. Furthermore, having better, more expressive tools for handling uncertainty could significantly lower the barrier to entry into the field.

Declarative specifications are a powerful tool to capture the important information and characteristics of a problem. The domain-specific query language SQL is arguably the most well-known specimen. For general purpose visualization, Satyanarayan et al. [Sat+17] developed Vega-Lite as a high-level grammar for creating interactive visualizations. It follows a declarative approach to specify what a visualization should look like, which is then auto-generated by that specification. In statistics, Stan is a probabilistic programming language that allows describing models for inference declaratively [Car+17]. Similarly, finding a way to specify the uncertainty that is present in the data, either in the form of probability distributions or as quantitative uncertainty, could be an interesting direction for future research. In general, there is a gap between the tools that are used to describe uncertainty mathematically and JavaScript, the language in which most interactive visualizations are written today. Closing this gap would certainly benefit both domains. The challenging part of such an endeavor is allowing the flexibility to define statistical dependencies between the different variables — which leads directly to the next interesting problem of visualizing uncertainty that has not gained much attention yet.

6.1 Conditional Probabilities

Many of the uncertainty visualization techniques currently used — static ones in particular — encode the uncertainty for each of the data variables, usually as an additional annotation. Error bars are one example of this. However, this approach cannot capture important information about dependent variables. In Chapters 3 and 5, we assumed conditional independence between variables. We made similar assumptions to demonstrate our method to layout probabilistic graphs — the method itself can handle
arbitrary probability distributions because it is based on sampling. In the following, we take a closer look at sampling-based techniques that can show dependent variables.

**Hypothetical outcome plots** (HOPs) \[HRA15\], are capable of showing the dependencies between variables. Based on sampling, they respect the uncertainty by randomly drawing possible realizations of the data and then visualize them as individual frames of an animation. In the multivariate case, the different dimensions of the input data are usually visualized side by side. Because the samples are drawn directly from the underlying distribution, HOPs faithfully represent dependence and correlations. Nevertheless, the method also comes with some drawbacks: For one, it is harder to estimate the density of probability distributions, than for example, in *Violin plots* \[HRA15\]. Another problem arises when the distribution contains many modes\(^3\). This can cause visual clutter in the form of flipping and therefore results in incoherent representations of the variables. This is problematic because it makes it harder to identify patterns in the data. To make matters worse, humans tend to see patterns in random data, which is also known as *gambler’s fallacy*. Therefore, it could be possible that some relationships or patterns perceived by users are purely virtual and not actually present in the underlying distributions. Also, and this is the case with many sampling-based approaches, it is not guaranteed that the tails of the distribution are faithfully represented, simply because it is less probable to draw samples in these regions. This is particularly true for higher-dimensional data — which we will describe in more detail in the next paragraph.

The problems described above are not only inherent to hypothetical outcome plots. They can arise with any method that is based on sampling. Events that have a very low probability of occurrence belong to the *tails* of a probability distribution. For a normal distribution in the 1D case, these are the areas towards the left and right asymptotes\(^4\). Naturally, sampling from such distributions will yield only a few draws from those tails, which often leaves these areas under-represented. It is easy to see how this can get even worse for multivariate distributions: There might exist tails with rare events in each of the dimensions. By definition, their joint probability is even lower — this is another manifestation of the curse of dimensionality. Current research in mathematics is concerned with developing techniques that are able to create samples from these low-probability regions. These methods are often based on *Markov chain Monte Carlo* methods \[Bio15\]. It will be interesting to see this work carried over to the field of visualization.

Understanding the tails of distribution is essential when creating visualizations, particularly ones aimed at supporting decisions. The reason for this is that rare events from the tails often impose an unproportionate risk. Therefore, proper risk management should be a fundamental feature of such systems. In Chapter 2, we discussed the different meanings of the terms "uncertainty" and "risk" in decision theory. To summarize: Decision-making under risk means that all alternatives and probabilities are known in advance, which is why we can use statistics to guide the process. On the other hand, decision-making under uncertainty means that not everything can be determined or factored into the decision. Following this definition, it is impossible to quantify the uncertainty fully. In their current state, visualization systems can help to quantify the risk
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A very promising avenue for future research in information visualization focusing on uncertainty is the adoption of Bayesian methods. As we will see, these methods are also closely related to conditional probabilities and widely used in statistical modeling. They are applied to a wide variety of tasks ranging from prediction to regression. Their ability to encode assumptions about the world lends them their flexibility. These assumptions are called priors and modeled by probability distributions. If we observe additional information, these priors are updated by conditioning them on the observed data. This process yields the posterior distribution of possible outcomes. As we will see later, this setup makes them very suitable for decision making under uncertainty. Their fundamental building blocks are Bayesian statistics and Bayes’ rule of conditional probabilities, in particular. Given a hypothesis $H$, we describe the probability of $H$ being true by its prior distribution $P(H)$. Once we observe new evidence $E$ in the form of new data, we can use Bayes’ rule to update our beliefs and obtain the posterior distribution $P(H | E)$:

$$P(H | E) = \frac{P(E | H)P(H)}{P(E)}$$

Here, $P(E | H)$ describes the likelihood of observing the evidence $E$ given the hypothesis $H$ and $P(E)$ denotes the general probability of observing the evidence.

Bayesian methods belong to the family of generative models. This means that they allow us to generate potential outcomes by sampling the associated probability distributions, which makes them well suited for communicating uncertainty as seeing individual outcomes helps us estimate the variability intuitively. In a similar vein, Kay et al. [Kay+16] use a Bayesian model to communicate the uncertainty in bus departure times, helping the user in their decision-making process of when to leave for their connection. For this, they investigate and compare different visualization techniques and conclude that counting-based techniques, such as carefully crafted dot plots, show promising results in comparison to continuous visualizations. These methods make the uncertainty easy to grasp: The user counts the number of desirable outcomes and pits this information against the number of unfavorable events.

The fact that Bayesian methods belong to generative models is not the only reason why they are compelling from a visualization perspective. If we want to support the decision-making process, we need to incorporate

-associated with given outcomes. Ensemble methods come to mind, which show potential outcomes under varying assumptions. To deal with the uncertainty that cannot be modeled statistically, users have to resort to heuristics to make decisions [MG14]. We imagine that future visualization systems can help the user identify, test, and refine their heuristics. Such a system will interactively help explore the bias-variance tradeoff for various decision policies. In the next section, we will look at a general approach to model assumptions and domain knowledge in statistical methods, which complements the ideas from the previous paragraphs.

5: The bias-variance tradeoff is a dilemma from statistics, which states that a model cannot capture patterns from training data and still generalize well to all unseen data at the same time. In the context of decision theory, heuristics can introduce bias while at the same time minimizing the variance.

6: The authors propose quantile dot plots, which derive samples directly from intervals in the cumulative distribution function to overcome noise [Kay+16].
7: This paradigm is often called human-in-the-loop. Endert et al. [End+14] argue that many algorithms, particularly ones supporting exploratory analysis, have to be redesigned from the ground up to achieve this. Our work on predicting the users’ intent [Gad+21], which we outline later in this section, is one step in that direction.

This section features excerpts from our article “A visual exploration of Gaussian processes” [GKD19]. It provides a more in-depth discussion of this topic and explains our methodology.

8: Gaussian processes are often applied in robotics and time series forecasting, but they can also be extended to other tasks such as classification or clustering tasks [Kap+10; KL07].

the user by allowing them to model their knowledge and iteratively test their hypothesis. Of course, this is very challenging not only from an interaction perspective but also because user interaction can be an additional cause of uncertainty that is orthogonal to the uncertainty in the data that we have considered up to this point. Bayesian methods offer direct solutions to these problems. By adapting the prior distributions for the potential outcomes, domain experts can encode their knowledge into these models. However, this process is not always straightforward from an interaction standpoint, which leaves many opportunities for future research.

In the course of this chapter, we show the potential of Bayesian methods for varying tasks in information visualization. First, we introduce Gaussian processes and talk about strategies that could make it easier for domain experts to see the influence of their prior knowledge on the final prediction. Next, we show how to use Bayesian methods for modeling uncertainty in the user input. Such models, in turn, can be used to improve the user’s interaction with visualization systems. Finally, we show how we can use a Bayesian classifier to predict the current task that the user wants to perform.

Gaussian Processes

Gaussian processes are a powerful tool in the machine learning toolbox [Ras04]. They allow us to make predictions about our data by incorporating prior knowledge. Their most obvious area of application is regression — fitting a function to the data.8 Because Gaussian processes are based on Bayesian inference, they also contain a generative model of the data. This means that we can draw samples from them that allow us to understand the uncertainty in the resulting predictions. In that sense, Gaussian processes are very similar to hypothetical outcome plots.

For a given set of training points, there are potentially infinitely many functions that fit the data. Gaussian processes offer an elegant solution to choosing the right one by assigning a probability to each of them [Ras04]. The mean of this probability distribution then represents the most probable characterization of the data. Furthermore, using a probabilistic approach allows us to incorporate the confidence of the prediction into the regression result. Together with kernels, the multivariate normal distribution (MVN) forms the mathematical foundation for Gaussian processes.

Marginalization and Conditioning

Multivariate normal distributions have the nice algebraic property of being closed under conditioning and marginalization. Being closed under an operation means that the resulting distributions are also distributed normally, which makes many problems in statistics and machine learning tractable. Marginalization and conditioning both work on subsets of the original distribution. We will use the following notation, with X and
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Marginalization gives us a way to extract partial information from multivariate probability distributions. In particular, for a normal probability distribution \( P(X, Y) \) over vectors of random variables \( X \) and \( Y \), we can determine their marginalized probability distributions in the following way:

\[
\begin{align*}
X & \sim \mathcal{N}(\mu_X, \Sigma_{XX}) \\
Y & \sim \mathcal{N}(\mu_Y, \Sigma_{YY})
\end{align*}
\]

The interpretation of this equation is that each partition \( X \) and \( Y \) only depends on its corresponding entries in \( \mu \) and \( \Sigma \). To marginalize a random variable from an MVN, we can drop the variables from \( \mu \) and \( \Sigma \).

\[
p_X(x) = \int_y p_{X,Y}(x,y)dy = \int_y p_{X | Y}(x | y)p_Y(y)dy
\]

The way to interpret this equation is that if we are interested in the probability density of \( X = x \), we need to consider all possible outcomes of \( Y \) that can jointly lead to the result.

The other necessary operation for Gaussian processes is conditioning, which determines one variable’s probability given another variable. Similar to marginalization, this operation is also closed and yields a modified distribution. This operation is the cornerstone of Gaussian processes since it allows Bayesian inference. Conditioning is defined by:

\[
\begin{align*}
X | Y & \sim \mathcal{N}(\mu_X + \Sigma_{XY} \Sigma_{YY}^{-1}(Y - \mu_Y), \Sigma_{XX} - \Sigma_{XY} \Sigma_{YY}^{-1} \Sigma_{YX}) \\
Y | X & \sim \mathcal{N}(\mu_Y + \Sigma_{YX} \Sigma_{XX}^{-1}(X - \mu_X), \Sigma_{YY} - \Sigma_{YX} \Sigma_{XX}^{-1} \Sigma_{XY})
\end{align*}
\]

Note that the new mean only depends on the conditioned variable, while the covariance matrix is independent from this variable.

Modeling Processes as Distributions

Stochastic processes, such as Gaussian processes, are a set of random variables, each of which has a corresponding index \( i \). To perform the regression, we will move from the continuous view of a function to its discrete representation: Rather than finding an implicit function, we are interested in predicting the function values at concrete test points \( X \). How do we derive this functional view from the multivariate normal distributions that we have considered so far? We will use the index of the process \( i \) to refer to the \( i \)-th dimension of our \( n \)-dimensional multivariate distributions.

Now, the goal of Gaussian processes is to learn this underlying distribution from training data \( Y \). As we have mentioned before, Gaussian processes model the joint probability distribution \( P_{X,Y} \) as an MVN in the space of possible function values for the function that we want to predict. This joint distribution of test and training data has \(|X| + |Y|\) dimensions. To perform regression on the training data, we will treat this
problem as Bayesian inference. The essential idea of Bayesian inference is to update the current hypothesis as new evidence becomes available. In the case of Gaussian processes, this information is the training data. Thus, we are interested in the conditional probability $P(X|Y)$, which itself follows a normal distribution. In Gaussian processes, it is common to set $\mu = 0$, which simplifies the necessary equations for conditioning — it gets more interesting when we look at $\Sigma$, the other parameter of the distribution. The covariance matrix describes the distribution’s shape and ultimately determines the function’s characteristics. In Gaussian processes, $\Sigma$ is determined by its covariance function $k$, which can vary depending on the data at hand. It is also called kernel.

### Kernels

In their basic form, many machine learning methods are based on linear methods. To make them applicable to a wider range of problems, they use kernels, which make it possible to apply these linear methods to problems that are non-linear. There are a variety of different kernels that we can use to map points from an input space onto a higher-dimensional manifold. Although this transformed set of points has more dimensions, the problem that we want to solve can actually be easier in this new space. In binary classification, for example, we could have a set of points that cannot be separated linearly into half-spaces. But, by using a clever transformation — a suitable kernel — this becomes possible in the higher-dimensional space. Figure 6.1 shows an example of this.

We generate the covariance matrix of the Gaussian process by pairwise evaluating the kernel $k$ for all the points. The kernel receives two points $x_i, x_j \in \mathbb{R}^n$ as an input and returns a similarity measure between those points in the form of a scalar:

$$k : \mathbb{R}^n \times \mathbb{R}^n \rightarrow \mathbb{R}, \quad \Sigma = \text{Cov}(X, X') = k(x_i, x_j)$$

We evaluate this function for each pairwise combination of the test points to retrieve the covariance matrix. In order to get a better intuition for the role of the kernel, we need to think about what the entries in the covariance matrix stand for. The entry $\Sigma_{ij}$ describes how much influence the $i$-th and $j$-th point have on each other. This follows from the definition of the multivariate normal distribution, which states that $\Sigma_{ij}$ defines the correlation between the $i$-th and the $j$-th random variable. Since the kernel describes the similarity between the values of our function, it controls the possible shape that a fitted function can adopt. This is where the flexibility of Gaussian processes comes from. By choosing a suitable kernel function, domain experts can directly encode their knowledge into a model, which lets Gaussian processes capture the relevant patterns in the training data.

Another significant benefit that kernels provide is that they can be combined, resulting in a more specialized kernel. The decision on which kernel to use is highly dependent on prior knowledge about the data. Examples of this are stationary behavior, global trends, or other patterns. **Stationary** kernels are translation invariant and therefore independent of the index $i$. This also means that we cannot model global trends using a strictly stationary kernel. On the other hand, **non-stationary** kernels...
do not share this property. An example of such a kernel is the linear kernel, which mimics regular linear regression. Remember that the covariance matrix has to be positive semi-definite. When choosing the optimal kernel combinations, all methods that preserve this property are allowed. The most common kernel combinations are addition and multiplication. Let’s consider two kernels, a linear kernel $k_{\text{lin}}$ and a periodic kernel $k_{\text{per}}$, for example. This is how we would multiply the two:

$$k'(x_i, x_j) = k_{\text{lin}}(x_i, x_j) \cdot k_{\text{per}}(x_i, x_j)$$

If we add a periodic and a linear kernel, the global trend modeled by the linear kernel carries to the combined kernel. The result is a periodic function that rises over time. When combining the same kernels through multiplication, the result is a periodic function with a linearly growing amplitude away from a center point. In the next section, we will describe how to perform predictions using Gaussian processes.

**From Prior to Posterior**

We will now shift our focus back to the original task of regression. As we have mentioned earlier, Gaussian processes define a probability distribution over possible functions, where each sample of our multivariate normal distribution represents one realization of the function’s values. For now, we consider the case where we have not yet observed any training data. In the context of Bayesian inference, this is called the prior distribution $P(X)$, which will have the same dimensionality as the number of test points $N = |X|$. Accordingly, we use the kernel to set up the covariance matrix, which has dimensions $N \times N$ and determines the type of functions, from the space of all possible functions, that are more probable. Figure 6.2 shows samples of potential functions from a prior distribution.

So what happens when we observe training data? According to Bayesian inference, we can incorporate this additional information into our model, which yields the posterior distribution $P(X \mid Y)$. For Gaussian processes, this procedure is straightforward: First, we form the joint distribution $P(X, Y)$ between the test points $X$ and the training points $Y$ by concatenation. The result is a multivariate Gaussian distribution with dimensions $|X| + |Y|$. Then, we use conditioning to determine $P(X \mid Y)$ from $P(X, Y)$. The dimensions of this new distribution match the number of test points $N$ — and the new distribution is also normal, albeit with different mean and standard deviation: $X \mid Y \sim \mathcal{N}(\mu', \Sigma')$. The intuition behind this step is that the training points constrain the set of functions to those that pass through the training points. Figure 6.3 shows an example of this. Visualizing the covariance matrix next to the prediction makes the influence of the points on another apparent.

**Gaussian Processes for Uncertainty Visualization**

There are different ways to visualize the resulting predictions from Gaussian processes. Analogous to hypothetical outcome plots, which we described earlier, we could obtain a set of possible predictions for the function values by sampling from $P(X \mid Y)$. Another approach would be to marginalize over each dimension of $P(X \mid Y)$ to extract the mean $\mu'$ and...
15: To achieve this, we can add an error term \( \epsilon \sim \mathcal{N}(0, \psi^2) \) to each of our training points:

\[
Y = f(X) + \epsilon
\]

Then we can slightly modify the setup of the joint distribution \( P_{X,Y} \):

\[
P(X,Y) = \mathcal{N}(0, 
\begin{bmatrix}
\Sigma_{XX} & \Sigma_{XY} \\
\Sigma_{YX} & \Sigma_{YY} + \psi^2 I
\end{bmatrix} 
\)

Again, we can use conditioning to derive the predictive distribution \( P(X|Y) \). In this formulation, \( \psi \) is an additional parameter of our model.

16: Kernel PCA [SSM97] in combination with the Hellinger distance (Chapter 5) could be a good starting point for this.

17: In particular, the `mouseover` and `onclick` events are the culprit here.

Gaussian processes handle uncertain observations gracefully. As mentioned before, the conditional distribution \( P(X|Y) \) forces the set of functions to precisely pass through each training point. In many cases, this can lead to fitted functions that are unnecessarily complex. Interpreting the training points \( Y \) to be perfect measurements makes this effect even worse. Gaussian processes offer a simple solution to this problem by allowing to model the error of the measurements\(^{15}\).

In Chapter 5, we discussed how to perform dimensionality reduction on multivariate normal distributions. As we have seen in this chapter, Gaussian processes are well suited to model time series data. We believe that in conjunction, these methods could be used to find projections onto 2D. The goal for such a projection is that similar time series end up in similar locations, essentially clustering them. A way to approach this would be to model the time series as Gaussian processes, with a mean \( \mu \) corresponding to the steps of the time series. There is some flexibility in setting up the covariance matrix: By choosing from various kernels, the user could steer which features in the input data are important — for example, periodicity or local similarities. The MVN that results from this process can then be used for dimensionality reduction and would readily work with our uncertainty-aware PCA approach. We expect the similarities between time series to be non-linear in most cases. Because of this, it would also be worth investigating non-linear projections techniques in this context\(^{16}\).

### Probabilistic Selection of Primitives

If we want to embrace uncertainty in visualization fully, we also need to consider the variability and ambiguity that arises from user interactions. We believe that Bayesian methods can help achieve this. In this section, we propose a method that models uncertainty when selecting visual primitives — in this case, lines — to demonstrate the approach. First, let us motivate the problem with a more concrete example: Selections are a typical user interaction in exploratory visualization systems. They are usually used to drill down into the data by providing additional information or details about the data that corresponds to a visual primitive. In some cases, clicking on a primitive triggers further processing steps, such as filtering the data. Many visualization systems are web-based, so they often use the build-in events of HTML\(^{17}\). However, this comes with certain problems: An action is triggered only when the cursor is accurately positioned over an element. The problem is that this does not scale to...
datasets that contain overplotting, where many elements overlap. Furthermore, positioning the mouse pointer over an element becomes increasingly tricky as the primitives get smaller. To mitigate these problems, we show how we can model user input — the position of the mouse pointer — as a probability distribution and how this influences the selection using Bayesian statistics.

Formally, we are interested in finding the probability that the user wants to select a particular shape $S$, given its uncertain mouse position $C$ that can be subject to uncertainty. According to Bayes’ rule, the probability of selection $P(S | C)$ is given by:

$$P(S | C) = \frac{P(C | S)P(S)}{P(C)}$$

In this example, we will mainly focus on computing $P(C | S)$ under the assumption that the uncertainty that governs the input is distributed normally. In other words, this means that we assume a Gaussian error on the position of the mouse pointer. Without loss of generality, we will restrict ourselves to an isometric error model\textsuperscript{18} that only depends on the parameters $a$ and $c$. The probability density function for the error centered at the position of the pointer $p$ is given by:

$$G(x) = c \cdot \exp\left(-\frac{a^2||x - p||^2}{2}\right)$$

For now, we only consider line segments as visual primitives. However, our technique applies to other primitives over which we can integrate as well. We now show how to compute $P(C | S)$ by making use of the error function erf$(x)$. A similar technique is also used in computer graphics for raytracing clouds and fog [Zho+07]. In the following, we adapt their notation. First, we model the line segment with length $d$ as a ray starting at $v$ with normalized orientation $\hat{r}$:

$$x(t) = v + t\hat{r}$$

Our goal is to integrate the Gaussian error function over this ray:

$$y = \int_0^d c \cdot \exp\left(-\frac{a^2||x(t) - p||^2}{2}\right) dt$$

Let $p' = p - v$ and $\hat{p}'$ its normalized version from the start of the line segment $v$. Further, $\phi$ is the angle between $\hat{r}$ and $\hat{p}'$, $\cos \phi = \hat{r} \cdot \hat{p}'$, and $\sin \phi = ||\hat{r} \times \hat{p}'||$. We can then substitute the ray equation and use trigonometry to write:

$$y = \int_0^d c \cdot \exp\left(-\frac{a^2||t\hat{r} - p'||^2}{2}\right) dt$$

$$= \int_0^d c \cdot \exp\left(-\frac{a^2((t - ||p'||\cos \phi)^2 + ||p'||^2\sin^2 \phi)\right) dt$$

$$= c \cdot \exp(-a^2||p'||^2\sin^2 \phi) \int_0^d \exp\left(-\frac{a^2(t - ||p'||\cos \phi)^2}{2}\right) dt$$

Finally, we can approximate this integral using the error function erf$(x)$:

$$y = c \cdot \exp(-a^2||p'||^2\sin^2 \phi) \sqrt{\frac{\pi}{2a}} \left(\text{erf}(a(d - ||p'||\cos \phi)) - \text{erf}(a(-||p'||\cos \phi))\right)$$

\textsuperscript{18} An isometric error model means that the expected error is the same in each dimension. This is reflected in a diagonal covariance matrix of the normal distribution that models the error.
This solution is in closed form, so the probability for a line segment can be computed in constant time $O(1)$.

Now that we can compute $P(C | S)$ and know $P(C)$, the final term that we need to consider is the prior $P(S)$. Again, this prior can be chosen to model the behavior of the user. The simplest assumption would be to make the probability of the shape proportional to its area, as it is more likely for the user to select shapes with larger areas. In this case, a $P(S)$ can be computed by integrating over uniform distribution defined over the drawing area. However, the flexibility of the Bayesian formulation also allows us to tweak the prior to better match the task that we expect the user to perform with the visualization. For instance, if we assume that one primitive is more likely to be selected — like the median of an ensemble — $P(S)$ could be chosen to reflect this.

Figure 6.4 shows an example of using this method to find the probability of selection for each line. This method is general and easy to adapt for other primitives and more complicated selections such as brushing by recording the brush positions and placing a kernel at each position. The resulting algorithm would be very similar to kernel density estimation.

### Predicting User Intent

When experts interact with a visual analysis system, they are frequently guided by a domain-specific analysis goal, such as identifying a gene that could be a drug target. To answer this question, they execute a series of tasks, such as selecting a set of correlated items for detailed analysis. In contrast to the high-level goal of answering a domain-specific question, these intermediate tasks are often based on patterns in the data: For example, selecting outliers, clusters, or items that correlate. Such a carefully constructed selection of items based on a higher level but domain-agnostic structure reflects a reasoning process — the analyst’s intent. The following section shows how we can use Bayesian methods to infer such intents for brushes in scatterplots.

Why is capturing intents important? First, inferring intents based on partial selections can be used to auto-complete selections. For example, to select outliers, analysts would only have to brush a few examples and then auto-complete the selection instead of painstakingly brushing them individually. Auto-complete can also be used to correct a selection. For example, if an analyst intended to select a cluster, reviewing the predicted cluster might reveal points that should be added to the selection.

Second, making intents available in provenance data improves recall and reproducibility of analysis processes conducted with visualization tools. By capturing such processes at a higher abstraction than just low-level interactions, they become more transparent when revisited either by the original analyst or a collaborator. Hence, analysis sessions that capture intents are more justifiable and likely to increase trust in the process. Down the line, such rich provenance data also has the potential to enable re-using visual analysis sessions on modified or updated data. For example, when an analyst first removes outliers before proceeding with an analysis, that action could be translated into a rule which could be used to automatically remove outliers from an updated dataset.
Mapping Patterns to Intents

When analyzing data, users have intentions at different levels of abstraction. We are specifically interested in the intents behind brushes or selections of data items in scatterplots. By surveying the literature and performing interviews with domain experts, we identified the following data patterns that match user intents when analyzing data in scatterplots. Figure 6.5 gives an overview of these patterns.

Correlations
Describe associations between two or multiple dimensions. Frequently, analysts want to identify correlations in the data and find points that do not fit the correlations. We found that participants did an approximate visual regression analysis, identifying both linear and non-linear trends.

Outliers and Inliers
Outliers are data points that differ significantly from other items. Frequently, analysts wanted to understand what causes the data points to be outliers, relying on their background knowledge. We consider both outliers and “inliers”, i.e., the set of points that are not outliers, as target patterns.

Clusters and Groups
Clusters or groups of data points are items that are similar to each other but distinct from the rest of the dataset. They were mentioned as a pattern that analysts look for in three out of six interviews. Clusters were frequently not well-defined in the data they analyzed.

Multivariate Optimization
One goal when analyzing data is to find data points that are dominant over multiple dimensions. A typical example is to find a hotel that is both close to the city center and affordable. The set of such points is often called a skyline. Hotels in the skyline are such that no other hotel is both cheaper and closer to the center.

Categories
An observed pattern can sometimes be traced back to the items being of distinct categories. Four out of our six expert participants mentioned that they intend to select elements by category. For example, one expert wanted to separate the experiment from controls.

These patterns are also commonly targeted in data mining, which implies that various algorithms can identify them. We leverage this to calculate a broad set of patterns using different algorithms, combinations of dimensions, and parameters. We then compare the computed patterns with user
21: The Jaccard index $J(S, C)$ between selection $S$ and pattern $C$ is defined as:

$$J(S, C) = \frac{|S \cap C|}{|S \cup C|} = \frac{|S \cap C|}{|S| + |C| - |S \cap C|}.$$  

When $J(S, C) = 1$, it signals a perfect match, while a value of 0 indicates no overlap.

Bayesian Ranking

All the described patterns result in a classification for each item in the dataset. To rank the predictions in our system, we compare these patterns with a binary classification representing an analyst’s selection. Like clustering, some algorithms produce a multi-class prediction, which we first transform into a set of binary classifications. We can then use a similarity metric to rank each of the predictions. We use a pre-processing step to remove duplicate predictions for the same pattern from the set of predictions to rank. Duplicate predictions frequently occur if a pattern is robust to different parameterizations of the same algorithm.

A straightforward way to rank an algorithm’s output to the user selection would be to apply the Jaccard index, which considers each possible pattern independently. However, an analyst’s intent is rarely independent, and some predicted patterns are more likely than others. To address this, we propose a probabilistic framework that models these effects. We denote predicted patterns with $C_i \in C$ and the boolean vector representing the users’ selection as $S$. Finding a probabilistic ranking of the predicted patterns is the same as determining the conditional probability $P(C | S)$ for each pattern. Framing the problem using probabilities also gives us more interpretability as it relates the different intents to one another. The probabilities for each intent add up to one:

$$\sum_{C_i \in C} P(C_i | S) = P(C_{Outliers} | S) + P(C_{Clusters} | S) + ... = 1$$

To compute $P(C_i | S)$ we can use Bayes’ theorem:

$$P(C_i | S) = \frac{P(S | C_i)P(C_i)}{P(S)}$$

$P(S | C_i)$ models how a particular intent explains the current selection of the user. It is scaled by the prior term $P(C_i)$ that describes the probability of each intent without considering additional information. Later, we will see how we can use this prior to capture domain knowledge about intents. Finally, $P(S)$ acts as a normalizing constant that ensures that the result is a probability. To make this equation computationally tractable, we make use of two observations. First, if we do not consider the order of selections, the problem that we are trying to solve is very similar to text classification. Our description of the users’ selection is almost identical to a bag-of-words model, which is often used in this domain. The difference is that typically in text classification, the bag-of-words model describes the frequency of each word. In our method, this simplifies to a constant frequency of one if a point is part of the selection. Second, by assuming that each feature (selected point) is independent of another, we can compute $P(S | C_i)$ using the naive Bayes method. In particular, we use a multinomial naive Bayes classifier to compute the conditional probabilities. For each user’s selection, we train such a classifier on the output.
vector of each of the intents $C_i$. Given a selection $S$ as input, the classifier yields the corresponding probability. Our prediction is then the intent that maximizes this probability. Sometimes selected points are not part of any of the training samples, which leads to zero probabilities for the intents. This is a common problem when using naive Bayes classifiers—we use Laplacian smoothing to avoid this effect.

We believe that the work presented in this section can form the foundation of many future projects. For this, we would first have to further evaluate the effectiveness of our method\textsuperscript{22}. Immediate next steps are the application to different visualization techniques and data types. Other prospects include learning from interactions and integrating the output of interactions in visualizations into computational workflows. Because we use Bayesian methods, our method readily allows this by adapting the priors accordingly.

### 6.3 Visual Abstractions

We now want to shift our focus away from Bayesian methods and look at another method that we think can be very useful for visualizing uncertainty. Artists often use visual abstractions to capture scenes of the real world. Their goal is only to capture the relevant details while omitting all the unnecessary information. Generating such abstraction has also extensively been researched in computer graphics—often in the context of non-photorealistic rendering. Visual abstraction has also been identified as one of the top visualization research problems by Johnson\textsuperscript{[Joh04]}. Violà et al.\textsuperscript{[VI18]} provide an extensive survey of current methods and their advantages. They conclude that a promising opportunity for abstraction is visualizing uncertainty. Their argument is that a representation can be more general when we omit details. The new representation can then act as a proxy for a variety of similar, concrete instances. Additionally, when we omit details, we often reclaim some of the space as we have fewer visual primitives to draw. Similar to bubble treemaps, we can use this new-found space to encode additional information about the uncertainty. Figure 6.6 shows the result of our method applied to the elevation data of Australia.

When it comes to the visual representation of univariate data, we usually think of bar charts, line charts, or possibly dot plots, where abstraction is often achieved through binning or smoothing. Although binning reduces the amount of visualized data, task performance for continuous geospatial data does not necessarily decrease\textsuperscript{[Pad+17]}. However, it has been shown that dot representations significantly outperform contour representations for memorization tasks\textsuperscript{[TSD09]}. In the following section, we want to summarize our work on generating stippled abstraction of two-dimensional scalar fields and show how this technique can help visualize uncertainty.

#### Stippling of 2D Scalar Fields

Stippling is a form of abstraction, where stipples (dots) are carefully distributed to approximate shading. In that sense, stippling of scalar fields is
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a controlled simplification or non-linear smoothing of the dataset. Traditional algorithms for stippling are hard to steer and therefore challenging to use in a visualization context. We aim to close this gap by modifying a technique from computer graphics to support binned and continuous data simultaneously.

Stippling has also been explored in the visualization community. Biological cell maps have been represented using stipples [Mey+10] and share visual similarities to our visualization. However, the point positions for these maps are part of the input and do not need to be sampled. Lu et al. [Lu+02; Lu+03] propose a stipple and feature enhancement method for volume rendering. Stippling has also been used to visualize brain fibers [Gol+11] using diffusion tractograms. These approaches sample stipples in predefined cells of a grid, whereas we use an algorithm based on adaptively changing Voronoi cells.

Generating random point sets with almost uniform point-to-point distances is necessary for sampling, halftoning, remeshing, and artistic rendering methods such as stippling [Mar+17]. Lloyd’s method [Llo82] is one widely used optimization method based on Voronoi diagrams to generate such point sets. For a given point set, it iteratively moves each point to the centroid of its corresponding Voronoi cell until the points are distributed equally. The method has been extended to create different point densities, for example, based on underlying image information [Sec02]. Stippling with varying point sizes has also been explored [Deu+01]. A recent stippling method is also based on Voronoi diagrams: Weighted Linde-Buzo-Gray (LBG) stippling [DSZ17] provides more intuitive parameters to control the final result and can also handle variable point sizes. Some stippling algorithms have been proposed to recreate or introduce controlled patterns [Kim+08; LM11]. However, these algorithms focus on specific artistic effects and are limited in their applicability for other purposes. We generalize the algorithm of Deussen et al. [DSZ17] to work on scalar fields and extend it to encode additional structure in the results. Figure 6.7 shows our method applied to election data in the US.

Overview

Given 2D data, we aim to find a stippled representation of the distribution of its values. To achieve this, we adapt the Linde-Buzo-Gray (LBG) stippling algorithm [DSZ17] to continuous and discrete scalar fields. The algorithm is based on Voronoi diagrams: By iteratively moving each stipple to the centroid of its Voronoi cell, global point-to-point distances become more and more equalized. In addition to merely moving the points, the LBG algorithm also splits and merges cells based on the corresponding density function.

Figure 6.8 provides an overview of the individual steps of our approach. First, the input data is transformed to the target density using a mapping function. This density allows us to establish a relation between the data that falls into the region of a stipple — its Voronoi cell — and the conceptual amount of ink that a stipple carries. This is analogous to assigning a color to each value when using color maps. Additionally, non-linear
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Figure 6.8: Overview of our technique. Our approach can handle scalar fields as well as discrete points as input. We use a modified version of the Linde-Buzo-Gray stippling algorithm that provides more control over the final appearance. By locally modifying the stipple distribution, we can encode additional information such as contour lines into the final representation. Our method encodes distributions of the underlying data into corresponding distributions of stipples, leaving other visual variables, such as color, free for encoding additional attributes.

mapping functions can highlight the relevant information. For discrete
input points in 2D, this mapping determines how multiple data points
are aggregated. Of course, the concrete mapping function depends on
the particular data at hand.

We apply our modified version of the LBG stippling algorithm to com-
pute the final representation. The resulting point sizes can either be de-
termined adaptively or directly specified by the user. The final stippled
result reflects the underlying data with the possibility to distinguish den-
sity changes locally. Moreover, it can display contours to provide an over-
all impression of the data simultaneously.

Stippling

The Linde-Buzo-Gray stippling algorithm has mainly been described in
the context of computer graphics, where it is used to abstract images
or for resampling meshes. In the following, we want to generalize this
method to scalar fields by means of formalization. Generally, 2D data
can be discrete or continuous and potentially comprise a high dynamic
range. Therefore, we define a 2D scalar field as a function \( \phi : \mathbb{R}^2 \to \mathbb{R} \).
Similar to color scales, we require a mapping \( \rho : \mathbb{R} \to [0, 1] \) to transform
the co-domain of the scalar field to unit range. We call this the derived
scalar field \( \Phi : \mathbb{R}^2 \to [0, 1], \Phi = \rho \circ \phi \).

In NPR, different rendering primitives and shapes have been proposed
for stippling [Dal+06; HHD03]. Theoretically, our proposed method can
handle arbitrary convex shapes, but we will use circles with a given ex-
tent and position for now. The goal of the LBG stippling algorithm is to
arrange stipples according to a given measure, in our case, the values of
the transformed scalar field \( \Phi \). The algorithm starts with a random initial
distribution of stipples. Then, it evaluates how well each stipple repres-
ents its proximity in \( \Phi \). The neighborhood of each stipple \( s \in S \) is found
by computing the Voronoi diagram over the complete set of stipples.

Conceptually, we want to relate the required amount of ink for a stipple
to the values of the scalar field in its vicinity. For continuous scalar fields,
we achieve this by integrating over its corresponding Voronoi cell \( V_s \). The
target density for a stipple \( T_s \) is therefore given by:

\[
T_s = \iint_{V_s} \Phi(x, y) \, dA
\]
Figure 6.9: Schematic illustration of the different steps of the LBG stippling algorithm. Based on the comparison between the density contained in each cell and the area of the stipple, cells are either deleted, moved to the centroid of the cell, or split.

\[
T_s = \sum_{i \in V_s} \Phi(i)
\]

In the case of discrete scalar fields and uniform grids, this is the same as accumulating the overall density points or grid cells that belong to the associated Voronoi cell:

According to the Linde-Buzo-Gray algorithm, we compare \( T_s \) with the area occupied by the stipple \( A_s \). More precisely, with the area-weighted by the values of the scalar field. Three different cases can occur, as shown in Figure 6.9: If a stipple represents the target density reasonably well, up to a specified error threshold \( \epsilon \) \((T_s \in [A_s - \epsilon, A_s + \epsilon])\), a relaxation step is performed. This moves the stipple toward the weighted centroid of its Voronoi cell (Lloyd relaxation). In the other two cases the stipple is either split \((T_s > A_s + \epsilon)\) into two separate cells or deleted \((T_s < A_s - \epsilon)\). This procedure is repeated iteratively until no more splits and merges occur, and the algorithm converges. The threshold \( \epsilon \) is slightly increased with each iteration to increase the convergence rate. This marginally affects the resulting quality in later steps, where very few changes are performed, but guarantees convergence due to the steadily increasing allowed error.

The main parameter of the algorithm is the stipple size — the required number of stipples is automatically determined. Choosing a smaller size results in more points and thus preserves more details, whereas a larger size yields a more abstract representation with fewer points. Because the split and merge operations compare the contained density of a cell to the density represented by the generating stipple, the stipple size can vary locally. It can be set according to its position, attributes of the scalar field, or directly provided by the user. The original LBG stippling algorithm supports variable point sizes by adjusting the size of a stipple (within a provided range) according to \( T_s \). This, however, does not enforce the point size, and there are no guarantees that all sizes within the given range are reached. Our proposed method changes this step of the algorithm: we set the point size according to the scalar field and then compare its area to the target density.

Through this modification, information from the scalar field can be encoded independently in the point size as well as the point density. Figure 6.10a shows how a constant density can be established using constant and variable point sizes. Varying the point size but keeping the density constant does not create a constant perception (the density of the left looks different compared to the right), even though the density is still accurately reflected. Figure 6.10b shows a density gradient stippled using constant and variable point sizes. Increasing the point size can be used to boost the perception of the density. It is important to note that these two channels are not independent. For a given density, we might have only a
subset of the preferred point sizes and we restrict the number of required points by enforcing a certain point size. Therefore, it is not readily possible to use these two channels to encode two independent variables of the data.

Usefulness for Uncertainty Visualization

Traditional scatter plots often suffer from over-plotting: many points are plotted on top of each other in dense regions, obscuring the underlying distribution. A standard technique to tackle this problem employs kernel density estimation or transforms an existing continuous data domain, such as velocity, to the image domain [BW08]. The resulting density field is then colored using a transfer function that conveys an impression of depth and opacity. However, this approach has a significant drawback: Areas with low point density suffer from low contrast, making it challenging to spot outliers.

Our proposed technique can be used to avoid both of these problems by sampling the data points. Figure 6.11a shows a traditional scatter plot of diamond properties, namely width and price. Color is used to encode the clarity. In this example, the representation suffers from a lot of over-plotting in the lower regions. The stippled representation behaves differently, as can be seen in Figure 6.11b. Please note how our technique reveals clusters in the data which were concealed by visual clutter in the traditional scatter plot. With our method, we were able to reduce the number of points from 51,772 points in the scatter plot down to 3,389 points. Admittedly, the points in the stippled scatter plot do not necessarily fall onto points from the original dataset. However, other methods from information visualization, such as kernel density estimation, make the same compromise. Nevertheless, each point is representative of the underlying distribution. Recently, core sets have been applied to information visualization by Zheng et al. [Zhe+19]. Similarly, a possible extension for our method could be to incorporate actual data locations into our algorithm. Sparse regions could use the actual data positions, whereas regions with higher density could maintain the intended stipple distribution, and everything in-between could use a compromise of both. This presents a tradeoff between the accuracy of individual points and their overall distribution.

Figure 6.11: Visualization of the diamond dataset, showing price over width. Color represents clarity of each diamond. In (a), the dataset is depicted using a regular scatter plot with all 51,772 data points, while (b) shows the result of our stippling technique, reducing the number of points to 3,389, showing the actual distribution more clearly.
Conclusion

In this thesis, we presented different methods to handle uncertainty in information visualization, aimed at answering the research questions, RQ1 and RQ21, from Section 1.1. While uncertainty is omnipresent, it is often not communicated to the user or — arguably worse — omitted in the early stages of the visualization pipeline. If we recall the pipeline, there are four distinct steps: Data analysis, filtering, mapping, and rendering [HM90]. The methods presented in the main part of this thesis touch upon the first three stages.

For the data analysis step, we showed in Chapter 3 how to propagate uncertainty information in the form of standard errors through hierarchies (RQ2). In many hierarchical datasets, uncertainty information is only present in the leaves, as the intermediate nodes of the hierarchy are often categories that do not have associated measurements. Therefore, we need to estimate the uncertainty for each of the inner nodes to allocate the required space in the final representations. In the context of uncertainty-aware PCA (Chapter 5), we devised a method that allows storing aggregates of measurements in the form of probability distributions while retaining the important information that is required to perform dimensionality reduction faithfully (RQ2). We showed that it suffices to capture the mean and the covariance of each of the categories of points, which can greatly reduce the amount of data that needs to be stored. Moving on to the second stage of the pipeline, the filtering step, where parts of our preliminary work from Section 6.3 contribute to. We proposed a method to generate abstractions of 2D scalar fields. By perceptually filtering out information, we can make patterns visible that would otherwise be hidden behind overplotting — we demonstrated this for scatterplots (RQ1). Ultimately, leaving out information can also make room for additional attributes such as the uncertainty for each region in the representation (RQ1). Investigating proper ways to do this is left for future work.

Finally, all presented methods impact the visualization pipeline’s mapping stage, which transforms data to visual primitives. For bubble tree-maps (Chapter 3), this is done in the layout by allocating additional space to encode uncertainty information geometrically into node contours. We also devised new mappings in the form of visual variables that encode uncertainty (RQ1). Our technique to layout probabilistic networks maps the uncertainty to possible node positions in the embedding (RQ1). The resulting distributions over node positions are visualized using kernel density estimation. To emphasize the characteristics of the distributions, we cluster the nodes and compute their α-shapes to show their outlines (RQ1). In our work on uncertainty-aware PCA, we find a way to perform dimensionality reduction directly on probability distributions (RQ2), projecting potentially high-dimensional multivariate distributions onto a lower-dimensional subspace. We also investigate the influence that the uncertainty has on the final projection by generalizing factor maps to factor traces. This allows the user to understand the influence of the uncertainty on the computed projection (RQ1).

1: The two research questions are:

RQ1 How can we communicate uncertainty with its statistical properties?
RQ2 How to adapt visualization methods to uncertainty?

Figure 7.1: Overview of the visualization pipeline with the stages relevant for this thesis.
The methods presented in this thesis are by no means exhaustive and should be seen as steps towards a more holistic approach to dealing with uncertainty in information visualization. Even if new techniques are developed to better handle uncertainty, in the end, visualization is not a means by itself. The goal of visual representations is always to communicate a message to the viewer.

Therefore, we need to very carefully consider how they receive this message. Many examples for ambiguous visualizations can be found in our day-to-day life, for instance, in the media. Or even worse, visualizations can deliberately point the user in the wrong direction or change an argument. If used improperly, for example, with wrong parameters or incorrect assumptions, it is not difficult to manipulate facts using statistics. The same is true for visualizations. Correll et al. [CH17] pick up the message analogy and coin this a visualization as man-in-the-middle attack, a terminology the originates in the area of cybersecurity. This problem exists for all kinds of visualization, one of the described ways to mitigate it is by shifting the burden onto the user, asking for visualization literacy [BBG19]. We are not sure if offloading the responsibility onto the user is the right approach, as the problem becomes even worse if we additionally communicate uncertain information. The work by Hullman [Hul20] has shown that communicating uncertainty can alienate users and decrease trust in the authors of visualization try to communicate. We believe that a big part of this is that the concept of uncertainty very unintuitive the understand for people. The lack of knowledge about probability distributions certainly plays a role in this, as our hunches about the outcomes of probabilistic processes are usually wrong. This has also extensively been shown in behavioral sciences, which has recently been made accessible to a wider audience by authors such as Kahneman [Kah12], and Taleb [Tal05]. We believe sensitivity analysis approaches play a significant role in understanding the implications of uncertainty. Not only do they help to build trust in the visualization, but they also support exploratory analysis. We showed examples of this in Chapters 4 and 5 — but these methods form just the tip of the iceberg.

In Chapter 6 we proposed another set of potential approaches to incorporate the uncertainties that arise from user interactions. Modeling user interactions using a probabilistic framework allows the visualization system to "reason" about what the user tried to achieve with their actions. Another strength of the probabilistic approach is that it allows them to encode their assumptions or beliefs flexibly. We believe that this is an exciting and very important ongoing area of research.
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