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1 Introduction

The empirical evidence supporting capital asset pricing model (CAPM) in the version of Sharpe (1964) and Lintner (1965) is far from being convincing. Nevertheless, the CAPM is still a centerpiece of the asset pricing theory taught in MBA investment courses and it is still a widely used tool among practitioners. The reasons for its failure are manifold and have launched a large body of literature. Besides its theoretical simplicity leaving room for numerous generalizations based on more realistic settings (multifactor models, conditional CAPM, consumption CAPM etc.), the failure of producing convincing evidence in favor of the CAPM can also be attributed to the difficulties of its empirical implementation. This branch of the literature has generated numerous studies of using alternative estimation and testing procedures.¹ Fama and French (2004) offer a concise summary of the struggle to find empirical support for the CAPM.

This paper addresses the implications of using the return of a market index as a proxy for the return of the true (equilibrium) market portfolio for the estimation of the CAPM. In a certain sense, the measurement problem can be regarded as a primary one, because it relates to the question of the existence of a workable empirical framework without questioning the rigorous theoretical assumptions underlying the CAPM as such. The measurement problem is at the heart of the Roll’s critique (1977) who argues that the true market portfolio includes a large range of investment opportunities including international securities, real estate, precious metals, etc., so that the true value-weighted market portfolio is empirically elusive. In particular, he concludes (Roll 1977: 130): ‘The theory is not testable unless the exact composition of the true market portfolio is known and used in the tests.’ Moreover, by using market proxies, due to data limitations, empirical tests of the CAPM effectively test whether the market proxies are on the minimum variance frontier.

In the following, we take a different approach to Roll’s identification problem by assuming that the CAPM holds true and investigate the properties of the CAPM in the presence of measurement problem. By using a linear projection framework within the Sharpe-Lintner version of the CAPM we pick up Roll’s critique to account for the fact that the market index in empirical studies is only a

¹ See Campbell et al. (1997), Chap. 5 and Jaganathan et al. (2010) for surveys on the econometric implementation.
proxy that correlates more or less strongly with the true, but unobservable market index. This leads to a regression model with a non-zero intercept, which is observationally equivalent to a general one-factor model with non-zero excess returns. Consequently, in the presence of measurement error, results of standard tests on the existence of abnormal returns, e.g. in the tradition of Gibbons et al. (1989), render to be spurious. The same holds true for the two-pass cross-sectional regression methodology by Fama and MacBeth (1973) and further refined by Shanken (1992) and Kan et al. (2013), see Hamerle (1996) in this journal for pointing out this problem. Moreover, we show that measurement errors in the market return can also lead to systematic negative correlations between the estimated alphas and betas, which may falsely be interpreted as empirical evidence for the low risk puzzle (Frazzini/Pedersen 2014).

Our projection framework can serve as an alternative approach by providing an indirect test of the viability of the conventional CAPM by testing it against a general factor model with measurement error. The basic idea underlying our testing strategy is to check if the parameters of the CAPM with measurement error are statistically different from the ones of a more general model containing non-zero intercepts generated by both sources: measurement errors and true excess returns. Consequently, if the null hypothesis cannot be rejected care should be taken in a further analysis of “excess” returns.

The sources of misspecification of the market return can be manifold and lead to different biases in the parameter estimates. Generally, the weights in the market index used for a CAPM regression may differ from the true weights by including only a subset of assets and/or by misspecifying the weights even if the asset universe is correctly defined. The choice of an index consisting of a limited number of large stocks such as the Dow Jones Industrial Average (DJIA) can serve as an example of the first type of misspecification, while the choice between a volume-weighted versus an equally weighted index is an example for the latter type of misspecification. What seems to be an econometric problem in the first place for both types of measurement error has its roots in false theoretical model assumptions, e.g. assumptions about the fixed supply side in terms of volume or quantities.

Measurement error in the market index leads to a systematic bias in the parameter estimates and therefore may lead to erroneous investment strategies. As we will show in this study, the direction and severity of the bias of the CAPM parameters strongly depend on the nature of the measurement error. The consequences for the least squares estimates in the classical errors-in-variables case, where the market index differs from the latent true market return only by an additive idiosyncratic error, are well-known: First, estimates of the beta coefficients suffer from an attenuation bias, i.e. the estimated risk premia are biased towards zero. Second, the estimated intercepts are biased upwards such that positive alphas occur even if the CAPM holds true.
This paper takes a closer look at the measurement error bias in the CAPM beyond the assumption of an additive and independent measurement error typically assumed in the statistics literature. In particular, we derive the bias for the CAPM alphas and betas under different assumptions on the type of misspecification of the market index. We show that the typical attenuation bias occurring in linear regression models with additive measurement error generally does not hold. By means of Monte Carlo simulations, where the return process is generated from an artificial capital market, we assess the size of the bias and provide practical guidance for the choice of the market index in empirical work. By simulating the data from an artificial capital market our Monte-Carlo set-up allows generating different proxies for the market return and their corresponding measurement errors as a function of the true underlying return process similar to the market indices used in empirical studies.

Finally, this paper presents a novel approach of estimating the CAPM in the presence of measurement error. Contrary to general systems of linear regression equations with measurement error, the CAPM contains the same mismeasured explanatory variable in each equation. Using the property that the CAPM with measurement error is a system of regression equations with nonlinear cross-equation restrictions, we present a new identification strategy, which is superior to instrumental variable approaches that typically suffer from the weak instrument problem as market returns are only weakly autocorrelated. We introduce a minimum-distance approach that is easy to implement and that allows estimating three different versions of the CAPM: (i) the conventional CAPM without measurement error, (ii) the conventional CAPM with measurement error and (iii) a factor model with measurement error and excess returns under rather general assumptions on the type of the measurement error.

While the vast majority of empirical studies simply ignores the measurement problem or implicitly assumes that its impact on the parameter estimates is negligible, there are only a few studies considering the impact of measurement error in the market return on the outcome of efficiency tests (e.g. Stambaugh 1982; Kandel/Stambaugh 1987; Shanken 1987). They show that a rejection of market efficiency by the market proxy implies a rejection for the true portfolio, if the true market portfolio is sufficiently correlated with the proxy (ca. 0.7 or larger). The projection framework considered in these studies, however, ignores that the measurement error might be endogenous, i.e. the orthogonality between the (rational expectation) error in the CAPM and the true market index is generally violated. Prono (2015) proposes a new measure of misspecification that accounts not only for the latency of the true market index and the resulting imperfect correlation between market proxy and the true market index, but also for the effect of endogeneity on the CAPM estimates. Our study differs from previous studies on
the impact of measurement error in the market index by deriving a theory based measurement error, i.e. a measurement error that results from the underlying economic model and its data generating process.

Jagannathan and Wang (1996) take a different perspective by trying to get closer to the theoretical concept of the market return. They use a broader market proxy, which also takes into account the returns from human capital. In their empirical study of the conditional CAPM, based on the broader concept of the market return, the additional explanatory power of size and book-to-market variables becomes negligible. Unlike previous studies analyzing the potential impact of measurement error in the market proxy on efficiency tests, the focus of this study is to assess its impact on the CAPM estimates with obvious consequences for performance measures, choices of investment strategies and outcomes of efficiency tests. Rather than defining correlation bounds, we estimate the size of the attenuation bias (possibly the size of an amplification bias in some settings) directly. This yields new insights into the quality of different market proxies and provides evidence for the presence of spurious abnormal returns.

The organization of the paper is as follows. Section 2 introduces the theoretical framework under which the return generation process and the unobservable true market index is defined. Various types of misspecification of the market index and their consequences for estimation are considered as deviations from the true return generating process. Based on Monte-Carlo simulations, Section 3 provides a quantitative assessment of the extent of the bias caused by different types of misspecification of the market index. Section 4 provides empirical evidence for the presence of measurement error in the market index using three different data sets and different definitions of the market returns. Section 5 concludes and gives an outlook on future research.

### 2 CAPM and measurement error in the market index

In the following, we consider a well-defined CAPM where asset returns are equilibrium outcomes from security markets with rational investors. Therefore, the data generating process for the returns and the true, but latent, market return is such that the CAPM holds by construction and identification of the model parameters is feasible. The initial set-up is based on common assumptions underlying the CAPM (e.g. Gourieroux/Jasiak 2001; Fan/Yao 2017) and is sufficiently flexible to allow for a number of generalizations concerning the price process and assumptions on the investors’ behavior. In a second step, we deviate from the world of a perfect data generating process by replacing the true market
return by different proxies and derive the conditions under which the true model parameters are identifiable. Our strategy allows us to define more realistic proxies for the market return and study their stochastic implications beyond the conventional set-up of independent, additive or multiplicative measurement errors analyzed in the statistics literature. By comparing the estimates under correct specification with the ones under measurement error, we are able to identify uniquely the consequences of the misspecification on the pattern of the estimated parameters.

2.1 The baseline model

Consider the investment decision of a single investor holding \( N \) risky assets and one risk-free asset. The investor’s portfolio is given by the vector of quantities \( (q_0, q_1, \ldots, q_N)' = (q_0, q')' \), where \( q_0 \) denotes the quantity of the risk-free asset and \( q \) the vector of quantities held in the risky assets. The price vector for the \( N+1 \) assets at time \( t \) is given by \( (1, P_{1,t}, \ldots, P_{N,t})' = (1, P_t)' \), where the price of the risk-free asset is taken as the numeraire. Expected portfolio wealth for period \( t+1 \), given information up to \( t \), is given by \( E_t[W_{t+1}] = q_0(1 + R_{f,t}) + q'E_t[P_{t+1}] \). The allocation problem of investor \( i \) for period \( t+1 \) is given by:

\[
\max_{q_0,q} E_t[W_{t+1}] - \frac{\gamma_i}{2} V_t[W_{t+1}]
\]

s.t. \( W_t = q_0 + q'P_t \),

where \( W_t \) denotes the initial endowment in \( t \), \( \gamma_i \) is the risk aversion parameter of investor \( i \) and \( V_t[W_{t+1}] = V[W_{t+1} | \mathcal{F}_t] \). The optimal allocation for investor \( i \) takes the well-known form:

\[
q_{i,t}^D = \frac{1}{\gamma_i} V_t[Y_{t+1}]^{-1} E_t[Y_{t+1}],
\]

where \( Y_{t+1} = P_{t+1} - P_t(1 + R_{t+1}^f) \) is the vector of excess gains. Aggregate demand for a total number of \( I \) investors is given by:

\[
q_{t}^D = \sum_{i=1}^{I} q_{i,t}^D = \frac{1}{\gamma} V_t[Y_{t+1}]^{-1} E_t[Y_{t+1}],
\]

with \( \gamma = \left[ \sum_{i=1}^{I} \frac{1}{\gamma_i} \right]^{-1} \) as the absolute risk aversion parameter of the market. Since most empirical studies use excess returns instead of excess gains, we reformulate excess gains in terms of excess returns such that \( Y_{t+1} = \text{diag}(P_t)r_{t+1} \), where \( r_{t+1} = R_{t+1} - t_NR_{t+1}^f \) is the vector of excess returns with \( R_{t+1}^f \) as the \( N \times 1 \) vector of the return rates on the risky assets and \( \text{diag}(P_t) \) an \( N \)-dimensional diagonal matrix with the elements of the price vector on its main diagonal. In terms of the excess returns, the aggregate demand takes the form:
\[ q_t^D = \frac{1}{\gamma} \text{diag}(P_t)^{-1}V_t[r_{t+1}]^{-1}E_t[r_{t+1}]. \] (1)

For the definition of the market index the assumption on the supply of assets is absolutely crucial. In what follows, we assume for the supply of the risky assets:

\[ q_t^S = \text{diag}(P_t)^{-1}b^*, \] (2)

where \( b^* \) is the \( N \)-dimensional vector of constants. Assumption eq. (2) implies that in every investment period \( t \) the market capitalization for each asset supplied is fixed and time-invariant. As we will see below, this assumption is absolutely crucial for obtaining a conventional CAPM defined in excess returns and a value-weighted market index. Therefore, proxies for the market return can be expressed in terms of deviations from \( b^* \).

The market equilibrium \( q_t^S = q_t^D \) yields a return process of the form:

\[ r_{t+1} = \gamma V_t[r_{t+1}]b^* + \epsilon_{t+1}, \] (3)

where the expectation error \( \epsilon_{t+1} = r_{t+1} - E_t[r_{t+1}] \) is a martingale difference sequence. The excess return of the market \( r_{m,t+1}^* \) is defined as a value-weighted index including the excess returns of all \( N \) risky assets. Given the supply side assumption eq. (2) this yields:

\[ r_{m,t+1}^* = b^*/r_{t+1}, \] (4)

where the asterisk indicates that the true market return is a latent random variable depending on the unknown parameter vector \( b^* \). The process for the excess returns of the market takes on the form:

\[ r_{m,t+1}^* = \gamma b^*/V_t[r_{t+1}]b^* + b^*/\epsilon_{t+1}. \] (5)

In this general set-up, the return process eq. (3), as well as the process for the market return, is conditionally heteroskedastic with time-varying intercepts leading to a conditional CAPM with time-varying betas. In the following, we assume a homoskedastic process for the returns, \( V_t[r_{t+1}] = \Omega \), in order to obtain the Sharpe-Lintner version of the CAPM. Under homoskedasticity, the processes for the returns and the market return simplify to:

\[ r_{t+1} = \mu + \epsilon_{t+1}, \] (6)

\[ r_{m,t+1}^* = \mu_m^* + b^*/\epsilon_{t+1}, \] (7)

Alternative assumptions regarding the supply side, e.g. a fixed supply of the quantity of assets, lead to empirically less frequently studied CAPM equations defined in terms of the excess gains.
with \( \mu = \gamma \Omega b^* \) and \( \mu_m^* = E \left[ r_{m,t+1}^* \right] = b^* \mu = \gamma b^* \Omega b^* \). Without loss of generality, we can define the CAPM as the set of linear projection equations of the excess returns \( r_{t+1} \) on the excess market return \( r_{m,t+1}^* \):

\[
\begin{align*}
    r_{t+1} &= \alpha + \beta r_{m,t+1}^* + u_{t+1} = \beta r_{m,t+1}^* + u_{t+1}, \\
    \alpha &= E \left[ r_{t+1} \right] - \beta E \left[ r_{m,t+1}^* \right] = 0.
\end{align*}
\]

(8)

where the vector of intercepts of the linear projection equations (CAPM alphas) vanishes, since \( \alpha = E \left[ r_{t+1} \right] - \beta E \left[ r_{m,t+1}^* \right] = 0 \). By the properties of linear projection, the vector of CAPM betas is given by:

\[
\beta = \frac{\text{Cov} \left[ r_{t+1}, r_{m,t+1}^* \right]}{\text{V} \left[ r_{m,t+1}^* \right]} = \frac{\Omega b^*}{b^* \Omega b^*}.
\]

(9)

Note, that the CAPM betas are a function of the true, unobservable weighting scheme, \( b^* \), and the variance-covariance matrix of the vector of returns of the entire asset universe \( \Omega \).

By definition of the linear projection \( u_{t+1} \) and \( r_{m,t+1}^* \) are orthogonal. Therefore, \( \beta \) can be estimated consistently by least squares provided \( r_{m,t+1}^* \) is observable. Replacing \( r_{t+1} \) and \( r_{m,t+1}^* \) in eq. (8) by their right-hand side terms from eqs. (6) and (7), respectively, and substituting eq. (9) instead of \( \beta \) yields the error term of the CAPM equation, \( u_{t+1} \), as a function of the error terms of the return process:

\[
\begin{align*}
    u_{t+1} &= \left( I_N - \frac{\Omega b^*}{b^* \Omega b^*} b^* \right) \epsilon_{t+1}, \\
    \epsilon_{t+1} &= b^* u_{t+1} = 0.
\end{align*}
\]

(10)

2.2 Misspecified Index Weights

The true CAPM is given by the relationship between the two processes defined in eqs. (6) and (7). In the following, we consider the linear relationships between the return process and alternative specifications of the market index based on an observable weighting vector \( b \neq b^* \). As shown below, the specific assumptions on \( b \) and its relationship to the true weighting index lead to different identification conditions concerning alpha and beta.

2.2.1 Weights with random measurement errors: CAPM-RME

Consider first the case of a CAPM regression model with random measurement errors in the weights of the market index (CAPM-RME). The actual weights \( b \) used to construct the market index deviate randomly from the true weights \( b^* \):
\[ b = b^* + \nu, \quad (11) \]

where \( \nu \) is the vector of random measurement errors defining the deviations of the observable weights from the latent true ones. The measurement errors are assumed to be independent of the return process with \( E[\nu] = 0 \) and \( V[\nu] = \sigma^2_N I_N. \)

Using the mismeasured weights, \( b^* \), from eq. (11) instead of \( b^* \) in eq. (4) we obtain the observable market index, \( r_{m,t+1} = b'r_{t+1} \), based on the observable but erroneous weights. Expressing \( r_{m,t+1} \) in terms of the latent market index yields:

\[ r_{m,t+1} = r^*_{m,t+1} + \nu_{t+1}. \quad (12) \]

Thus the true market return and the observable market index differ by the additive measurement error, \( \nu_{t+1} = \nu' r_{t+1} \). Since \( E[\nu_{t+1}] = 0 \), the return of the market index varies randomly around the true market return. Note, that \( E[r^*_{m,t+1}] = E[r_{m,t+1}] = \mu_m \), which implies that the mean of the true market return can be estimated by the mean of its observable counterpart.

Replacing \( r^*_{m,t+1} \) in the true CAPM equation (8) by \( r_{m,t+1} \) gives the CAPM based on the observable index:

\[ r_{t+1} = \beta r_{m,t+1} + \omega_{t+1}, \quad (13) \]

with \( \omega_{t+1} = u_{t+1} - \beta \nu_{t+1} \). Contrary to the true market return its proxy does not satisfy the orthogonality condition with the error term, \( E[\omega_{t+1} r_{m,t+1}] = -\beta \sigma^2_N (\mu' \mu + tr\Omega) \neq 0 \), so that least squares estimation of eq. (13) yields inconsistent parameter estimates. Equation (13) with its additive measurement error \( \nu_{t+1} \) defined in eq. (12) appears to be observationally equivalent to a classical linear errors-in-variables (EIV) model (e.g. Fuller 1987). However, contrary to the classical EIV-model, lagged market proxies \( r_{m,t-j} \) cannot serve as instruments.

Due to the martingale properties of the market returns, the true market index is uncorrelated with previous market returns, \( \text{Cov}[r^*_{m,t+1}, r^*_{m,t-j}] = 0, j \geq 0, \) but the time-invariant measurement errors in the weights generate an equi-autocorrelation in the observed market returns with \( \text{Cov}[r_{m,t+1}, r_{m,t-j}] = \sigma^2_N \mu' \mu. \)

However, the past market returns remain correlated with the overall error term in the regression, \( \text{Cov}[\omega_{t+1}, r_{m,t+1-j}] = -\beta \sigma^2_N \mu' \mu \neq 0. \) Therefore, standard IV or GMM approaches using lagged market returns break down in the presence of a random measurement error as given by eqs. (11) and (12), respectively.

---

3 The model can also be derived under the general covariance specification \( V[\nu] = \Sigma_v \neq \sigma^2_N I_N. \) This generalization does not add any additional insights. However, for the simulation exercise the scalar identity expression is more convenient because the strength of the measurement error can be expressed by the single parameter \( \sigma^2_v. \)
Although IV estimation is infeasible, the parameters of the CAPM can nevertheless be identified by exploiting the information on the first and second moments of the market proxy. In order to detect the relationship between identifiable estimable parameters and the true model parameters consider first the linear projection of $r^*_{m,t+1}$ on $r_{m,t+1}$:

$$r^*_{m,t+1} = \lambda_0 + \lambda_1 r_{m,t+1} + \zeta_{t+1}, \quad (14)$$

with

$$\lambda_1 = \frac{\text{Cov} [r^*_{m,t+1}, r_{m,t+1}]}{\text{Var} [r_{m,t+1}]} = \frac{b^* \Omega b^*}{\sigma^2_v (\mu' \mu + tr \Omega) + b^* \Omega b^*},$$

$$\lambda_0 = E [r^*_{m,t+1}] - \lambda_1 E [r_{m,t+1}] = (1 - \lambda_1) E [r_{m,t+1}].$$

The estimable CAPM-RME results from inserting the linear projection function (14) in the true CAPM equation (8) yields:

$$r_{t+1} = \alpha_v + \beta_v r_{m,t+1} + \tilde{u}_{t+1}, \quad (15)$$

with $\alpha_v = \beta (1 - \lambda_1) \mu_m$ and $\beta_v = \beta \lambda_1$. The error term $\tilde{u}_{t+1} = u_{t+1} + \beta \zeta_{t+1}$ is orthogonal to $r_{m,t+1}$ so that consistent estimates of $\alpha_v$ and $\beta_v$ can be obtained.

Note that $0 < \lambda_1 < 1$, which is the usual reliability ratio in EIV models. The estimation of parameters leads to the well-known attenuation bias for the slope coefficient, i.e. the estimates of CAPM betas are driven towards zero, i.e. under the presence of measurement error the least squares estimates mimic a too small dependence on the market risk.

Moreover, the CAPM-RME yields positive intercepts, $\alpha_v > 0$. Thus in the absence of abnormal returns ($\alpha = 0$), the CAPM-RME mimics spurious abnormal returns, even if the CAPM holds true. Consequently, in the presence of measurement error tests on the existence of abnormal returns ignoring the measurement error are jointly testing the validity of the CAPM and the absence of measurement error.

The sparse parametrization of the standard CAPM model and the parsimonious parametrization of the measurement error reflected only by the unknown parameter $\sigma_v^2$ yields an overidentified model with only $N + 1$ unknown parameters compared to $2N$ identifiable reduced form parameters given by $\alpha_v$ and $\beta_v$. The strong degree of overidentification simply results from the fact that (i) the measurement error affects all $N$ equations in the same way through the reliability ratio and (ii) the asset specific intercepts are nonlinear functions of the reliability ratio and the true betas. Even without exploiting the nonlinear cross-equation restrictions the true beta and the reliability ratio can be identified by a single
equation estimate provided the CAPM holds true. In order to see this, consider
the nonlinear restriction for the model parameters for a single equation $j$ with
$\beta_{ij} = \lambda_i \beta_i$ and $\alpha_{ij} = \beta_j (1 - \lambda_i) \mu_m$. Then the reliability ratio is identified as the
solution of the two equations as

$$\lambda_1 = \frac{\mu_m (\frac{\beta_i}{\alpha_i})}{\mu_m (\frac{\beta_i}{\alpha_i}) + 1}.$$  \hspace{1cm} (16)

A simple estimate of the reliability ratio can be obtained by replacing the
unknown parameters in eq. (16) by the least squares estimates from eq. (15), while
$\mu_m$ can be estimated by the mean of the excess returns. Since this simple
procedure generates estimates for every equation $j$, it seems meaningful to take the
average over the single equation estimates in order to stabilize the results. Once
$\lambda_1$ is determined, $\beta_j$ and $\alpha_j$ are identified.

Obviously, the estimation of the system of equations (15) by GMM or Minimum
Distance estimation yields asymptotically more efficient estimates. In Section 4,
we present an empirical application of this identification strategy based on the
minimum distance estimation.

The CAPM-RME can be generalized to the case where only $M < N$ assets define
the market index and the remaining $N - M$ assets are ignored and do not enter the
market proxy with a weighting vector given by:

$$b = \begin{bmatrix} b^*_M + v_M \\ 0 \end{bmatrix},$$

where $b^*_M$ is the sub-vector of $b^* = [b^*_M, b^*_0]'$ of dimension $M$ and $v_M$ is the corre-
sponding vector of measurement errors. The relationship between the true market
return and the market proxy becomes $r_{m,t+1} = r^*_m + \nu_{t+1}$ with $E \nu_{t+1} \neq 0$. In
this case, the mean of the market proxy deviates from the mean of the true market
return. A linear projection representation is feasible, but identification can only
be obtained under additional assumptions. In the Appendix A.1, we show that if
(i) the ratio of the mean of the market proxy and the mean of the true market is
given and (ii) the correlation between the returns of the assets included and the
assets excluded from the index is small and/or the true index weights are small,
the bias resulting from the correlation between $\tilde{u}_{t+1}$ and $r_{m,t+1}$ is negligible.

\hspace{1cm} \hspace{1cm} 4 Full information ML estimation is not recommended, because this would require additional
distributional assumptions on $\xi_t$, the error term of the linear projection eq. (14).
2.2.2 Weights with fixed measurement error: CAPM-FME

Consider now the case where the differences between weights for the market index and the true market return are fixed such that

$$b = b^* + \Delta,$$  

(17)

where $\Delta$ denotes the vector of fixed deviations from the true weights. This case includes a number of interesting special cases. For instance, if the equally weighted index, $b = i_N \frac{1}{N}$, is used instead of $b^*$, the market proxy is simply the average over all return rates in the asset universe. If the proxy is based only on a subset of $M < N$ assets, the deviation of the weights of the proxy from the true weights takes the form $\Delta' = (\Delta_1, \ldots, \Delta_M, -b^*_{M+1}, \ldots, -b^*_N)'$, such that the first $M$ assets receive some positive (most likely erroneous) weights, while the weights of the remaining assets are ignored. The return of the observable market index takes the form:

$$r_{m,t+1} = b' r_{t+1} = r^*_{m,t+1} + \Delta' r_{t+1}.$$  

(18)

Replacing $r^*_{m,t+1}$ in eq. (8) by $r_{m,t+1}$ gives a system of CAPM equations based on the fixed error market proxy:

$$r_{t+1} = a_\Delta + \beta r_{m,t+1} + \omega_{t+1},$$  

(19)

with $\omega_{t+1} = u_{t+1} - \beta \Delta' \epsilon_{t+1}$ and $a_\Delta = -\beta \Delta' \mu$. Contrary to the random error case given by eq. (13), the observable system of CAPM equations contains nonzero intercepts, such that a test for the existence of abnormal returns would be misleading. Moreover, the market proxy is no longer orthogonal to the error term, $E [\omega_{t+1} r_{m,t+1}] = (I_N - \beta b') \Omega b \neq 0$. Therefore, estimation approaches based on the orthogonality assumption between the market proxy and the error term are inconsistent.

Replacing the latent market index by its linear projection on the observed index does not help, since the overall error term would also be correlated with the market proxy. Finally yet importantly, the size of the coefficient in the projection equation cannot be derived in the fixed error case, so that no ex-ante statements on the direction of the bias for the estimates of $\beta$ can be derived. In this sense, the case of misspecification of the true index weights is the worst case scenario. Its implications are fully congruent with the arguments of Roll’s critique.

It is important to emphasize, that the underlying idea for our model choice, on which our simulations are based, is to stay as simple as possible in all aspects of the CAPM and to investigate in depth, how close we can get with our
estimates to the true parameters in the presence of measurement errors. Thus our simulation exercise asks the very simple, admittedly puristic, question: “What if we know the true capital market (preferences of investors, underlying data generating process etc.) except for the weights of the market index (or in theoretical terms the correct specification of the supply side), how well do our empirical models perform and by how much does the presence of measurement errors in the market index bias our findings and lead to possible misinterpretations of market behavior including erroneous investment decisions?”

3 Monte Carlo evidence

3.1 Simulation design

By means of Monte Carlo simulations for returns generated from an artificial capital market, we illustrate below how and to what extent different proxies of the market index influence the quality of the CAPM parameter estimates. By simulating from a well-defined artificial capital market, for which the CAPM holds, we can define market proxies as the outcome of the true data generating process combined with misspecified weights rather than imposing arbitrary stochastic assumptions on the error process.

Our simulation study is based on 10,000 Monte Carlo samples of monthly excess return series for an asset universe of \( N = 205 \) assets over 10 years. The data generating process for the excess returns is given by:

\[
r_{t+1} = \gamma \Omega b^* + \varepsilon_{t+1}, \quad \text{with} \quad \varepsilon_{t+1} \overset{\text{iid}}{\sim} \mathcal{N}(0, \Omega).
\]

The variance-covariance matrix \( \Omega \) was chosen to be equal to the sample variance-covariance matrix calculated from monthly data on excess returns of 205 components of S&P500 index from January 1, 1974 to May 1, 2015. For these 205 stocks a sufficiently long time series was available to obtain a reliable estimate of the high-dimensional covariance matrix \( \Omega \). In order to use realistic values for the true weight vector \( b^* \) we use their empirical counterparts. More precisely, for each of the 205 stocks of the S&P500 index we compute the mean value of the market capitalization based on monthly data from January 1, 1974 till May 1, 2015 and define the true market weights as a proportion of the total market capitalization of the 205 stocks. Finally, the coefficient of risk-aversion \( \gamma \) was chosen to be equal to 0.4.

Following our baseline model, we assume a fixed supply of assets as assumed in eq. (2) with the true market index, \( r_{m,t+1} \) generated according to eq. (4). In a second
Table 1: Functional form of misspecified weights $b$ of market indices.

<table>
<thead>
<tr>
<th>$b$</th>
<th>Weight Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$b_{EW}$</td>
<td>$W^1$</td>
</tr>
<tr>
<td>$b_{RE}$</td>
<td>$b^* + v, v \sim N(0, \sigma_v^2 I)$</td>
</tr>
<tr>
<td>$b_1^I$</td>
<td>$b^* + \Delta$,</td>
</tr>
<tr>
<td></td>
<td>$\Delta' = (0, \ldots, 0, -b_{M+1}^<em>, \ldots, -b_N^</em>)'$</td>
</tr>
<tr>
<td>$b_2^I$</td>
<td>$b_i^* / \sum_{M} b_i^1$</td>
</tr>
<tr>
<td>$b_3^I$</td>
<td>$W^1$</td>
</tr>
</tbody>
</table>

Equal weights index, the asset universe is correctly defined
Weights with random error, the asset universe is correctly defined
Index with true weights, subset of $M$ assets is considered
Normalized version of $b_1^I$ such that weights sum up to unity
Equal weights index, subset of $M$ assets is considered

step, we generate proxies of the true market index under different types of measurement error. Table 1 summarizes the five different weighting strategies for the market proxy used in the Monte Carlo study.

For the case of random measurement errors, we consider three different choices for the variance of the measurement error, $\sigma_v = 0.05, 0.025, \text{and } 0.01$. For our analysis of the market proxies based on the subsets of the asset space, we choose subsets covering 18%, 25% and 50% of the total market capitalization. For these subsets, only assets with the largest weights are selected, so that the indices are more comparable to real-world market indices. We estimate the CAPM parameters for 15 randomly drawn assets by the seemingly unrelated regression (SUR) method. Table 2 summarizes our findings for market proxies based on the total asset space and random error in the weighting scheme, while Table 3 contains the results for indices based on specific subsets. Both tables summarize our findings by reporting the means of the estimates for 15 selected assets. The detailed results for each of the 15 assets are given in Table 6 in Appendix A.3.

For reasons of comparison, the second column of Table 2 contains the results of the CAPM, when the true market return is feasible. Since these estimates are obtained under the true data generating process, they only differ from the true model parameters by the sampling error. Therefore, these estimates can serve as a benchmark for the estimates using market proxies. Under the true data generating process, the CAPM alphas are on average close to their theoretical value of zero. The empirical rejection rate for $\hat{a}_i$ is close to the 5% significance level, which indicates that the sample size of $T = 120$ chosen for the Monte-Carlo simulations is sufficiently large to produce estimates that come close to the true parameters given the distributional assumptions and the true market index. We also report
Table 2: MC-results for the CAPM with random measurement error (CAPM-RME).

<table>
<thead>
<tr>
<th></th>
<th>( r_{m,t}^{*} )</th>
<th>( r_{m,t} )</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>( \sigma_v = 0.05 )</td>
<td>( \sigma_v = 0.025 )</td>
</tr>
<tr>
<td>( RR(r_{m,t}^{*}, r_{m,t}) )</td>
<td>0.1997</td>
<td>0.4995</td>
</tr>
<tr>
<td>( \hat{\beta}(r_{m,t}^{*}, r_{m,t}) )</td>
<td>0.5373</td>
<td>0.8101</td>
</tr>
<tr>
<td>( \hat{\lambda}_1 )</td>
<td>0.3042</td>
<td>0.7003</td>
</tr>
<tr>
<td>( \bar{a} )</td>
<td>0.0042</td>
<td>5.0205</td>
</tr>
<tr>
<td>( RMSE(\bar{a}) )</td>
<td>1.4249</td>
<td>5.6342</td>
</tr>
<tr>
<td>( ERR_{R}(0.05) )</td>
<td>0.0539</td>
<td>0.8134</td>
</tr>
<tr>
<td>( ERR_{F}(0.05) )</td>
<td>0.0505</td>
<td>0.9477</td>
</tr>
<tr>
<td>( ERR_{W,\Omega}(0.05) )</td>
<td>0.0536</td>
<td>0.9039</td>
</tr>
<tr>
<td>( \bar{\beta} )</td>
<td>0.9562</td>
<td>0.2856</td>
</tr>
<tr>
<td>( RMSE(\bar{\beta}) )</td>
<td>0.1429</td>
<td>0.7122</td>
</tr>
<tr>
<td>( \beta &gt; 1 )</td>
<td>5</td>
<td>0</td>
</tr>
<tr>
<td>( \bar{SR} )</td>
<td>0.1211</td>
<td>0.0485</td>
</tr>
<tr>
<td>( \bar{TR} )</td>
<td>9.0708</td>
<td>29.5380</td>
</tr>
</tbody>
</table>

Mean estimates of the parameters for 15 different assets based on 10,000 replications. The dimension of the asset universe is \( N = 205 \). Column 2 contains the average estimates based on the true (excess) market return. Columns 3–5 contain estimation results for the CAPM-RME with the proxies for market returns based on weights containing random errors. \( RR(r_{m,t}^{*}, r_{m,t}) = V[r_{m,t}^{*}] / V[r_{m,t}] \) is the theoretical reliability ratio of the market proxy. \( \hat{\lambda}_1 \) is the mean estimate of the linear projection parameter. \( ERR_{R}(0.05) \) denotes the average empirical rejection rate for the null of no abnormal returns (single equation t-test) for a significance level of 5 %. \( ERR_{W,\Omega}(0.05) \) denotes the empirical rejection rate for the Wald-Test of joint hypothesis of absence of abnormal returns using the true \( \Omega \) for a significance level of 5 %. \( ERR_{F}(0.05) \) denotes the empirical rejection rate for joint hypothesis of absence of abnormal returns based on \( F_{N,T-N-1} \sim \frac{\hat{\lambda}^{-1} \hat{\Sigma}^{-1} \hat{\Sigma} \hat{\Sigma}^{-1} \hat{\lambda}}{\hat{\Sigma}^{-1} \hat{\lambda} \hat{\Sigma}^{-1} \hat{\lambda}} \). \( \bar{SR} \) and \( \bar{TR} \) denote the mean Sharpe ratio and the mean Treynor ratio across all Monte Carlo estimates and assets. True values: \( \bar{a} = 0, \bar{\beta} = 0.9561, \bar{SR} = 0.1205, \bar{TR} = 8.8070 \).

The results for the joint test of absence of abnormal returns. Since the errors in the simulations are normally distributed, the F-test is the appropriate choice for a finite sample test. We also report the Wald statistics based on the true \( \Omega \) to avoid finite sample distortions going along with Wald test based on large dimensional estimated covariance matrices. For the true CAPM model without measurement error both tests show an empirical rejection rate close to the nominal 5 % significance level, so that we can conclude that two joint tests do not suffer from any
Table 3: MC-results for the CAPM with fixed measurement error.

<table>
<thead>
<tr>
<th>M</th>
<th>normalized weights $b_i^1$</th>
<th>equal weights $b_i^1$</th>
<th>M=N</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>4 (18%)</td>
<td>7 (25%)</td>
<td>20 (50%)</td>
</tr>
<tr>
<td>$RR(r_{m,t}, r_{m,t})$</td>
<td>1.0836</td>
<td>0.9732</td>
<td>1.0133</td>
</tr>
<tr>
<td>$\hat{\lambda}_1$</td>
<td>0.8281</td>
<td>0.9117</td>
<td>0.9792</td>
</tr>
<tr>
<td>$\hat{\alpha}$</td>
<td>3.5756</td>
<td>1.6645</td>
<td>0.7350</td>
</tr>
<tr>
<td>RMSE($\hat{\alpha}$)</td>
<td>3.8292</td>
<td>2.2044</td>
<td>1.6871</td>
</tr>
<tr>
<td>$ERR_t(0.05)$</td>
<td>0.6904</td>
<td>0.2296</td>
<td>0.0973</td>
</tr>
<tr>
<td>$ERR_F(0.05)$</td>
<td>0.9672</td>
<td>0.3932</td>
<td>0.1131</td>
</tr>
<tr>
<td>$ERR_W,\Omega(0.05)$</td>
<td>0.9162</td>
<td>0.2043</td>
<td>0.1199</td>
</tr>
<tr>
<td>$\hat{\bar{\beta}}$</td>
<td>0.7157</td>
<td>0.8170</td>
<td>0.9027</td>
</tr>
<tr>
<td>RMSE($\hat{\bar{\beta}}$)</td>
<td>0.3014</td>
<td>0.2068</td>
<td>0.1688</td>
</tr>
<tr>
<td>$\bar{\beta} &gt; 1$</td>
<td>1</td>
<td>3</td>
<td>4</td>
</tr>
<tr>
<td>$\bar{SR}$</td>
<td>0.0743</td>
<td>0.0988</td>
<td>0.1130</td>
</tr>
</tbody>
</table>

Mean estimates of the parameters for 15 different assets based on 10,000 replications. The dimension of the asset universe is $N = 205$. Columns 2–8 contain estimation results for the CAPM with the proxies for market returns based on weights containing fixed measurement errors. $ERR_t(0.05)$ denotes the average empirical rejection rate for the null of no abnormal returns (single equation t-test) for a significance level of 5 %. $ERR_W,\Omega(0.05)$ denotes the empirical rejection rate for the Wald-Test of joint hypothesis of absence of abnormal returns using the true $\Omega$ for a significance level of 5 %. $ERR_F(0.05)$ denotes the empirical rejection rate for joint hypothesis of absence of abnormal returns based on $F_{N,T-N-1} \sim \frac{T-N-1}{N} \hat{\alpha}^T \hat{V}[\hat{\alpha}]^{-1} \hat{\alpha}$. $\bar{SR}$ and $\bar{TR}$ denote the mean Sharpe ratio and the mean Treynor ratio across all Monte Carlo estimates and assets. True values: $\alpha = 0$, $\bar{\beta} = 0.9561$, $\bar{SR} = 0.1205$, $\bar{TR} = 8.8070$.

finite sample deficiencies that may distort the test results for the models based on proxies of the market index.

It is important to note, that in the case of the CAPM with measurement error the alternative hypothesis of non-zero intercepts is true, i.e. asymptotically the Type I error increases to unity and the power approaches unity as the Type II error vanishes. Therefore, the stronger the measurement error the more the model’s intercepts deviate from the null hypothesis, which explains why in Table 2 the empirical rejection rates increase with increasing $\sigma_\nu$.

Only for the case of a small measurement error, $\sigma_\nu = 0.01$, the CAPM-RME shows negligible distortions of the parameter estimates. The empirical correlation between the true market returns and the proxy is 0.96 and the attenuation bias
reflected by $\tilde{\lambda}_1$ is small. For this mild case of measurement error, we find an empirical rejection rate of the null of no abnormal returns of 8%. For the intermediate case with $\sigma_v = 0.025$ the correlation between true market return and the market proxy appears to be rather high with $\hat{\rho}(r^*_m, r_m, t) = 0.81$. However, for more than 47% of our estimates we find abnormal returns mimicking the existence of potential profits from trading of the average size of 2.7% per month. For the case of a large measurement error, the situation deteriorates even more, although the correlation between true market return and the proxy remains above 0.5.

All three scenarios demonstrate that the correlation between the true market return and the market proxy provides insufficient information to make any conclusion about the bias in the CAPM estimates. Contrary to Prono (2015), our results indicate that, after all, what matters is the coefficient on the linear projection $\lambda_1$, which consists of the product of the square root of the reliability ratio and the correlation coefficient. The situation does not improve when multi-factor models instead of the CAPM are considered. In multiple regression models with measurement error in one variable the distortions spill over to the estimates of the other parameters and produce size distortions (see Brunner/Austin 2009).

Moreover, the measurement error also has a considerable impact on the precision of the parameter estimates. Compared to the RMSE for the benchmark model, the RMSE for beta increases by 40% in the case of a small measurement error and almost doubles for the medium size measurement error. The loss in estimation precision has serious implications for concrete applications and interpretations of the CAPM estimates. For instance, the increase of the RMSE due to the measurement error also increases the risk of a faulty sorting into defensive and aggressive stocks. For example, in the case of the medium size measurement error based on the empirical rejection rate of the null hypothesis $\beta_j < 1$, we detect that only 2 stocks have a beta coefficient significantly larger than 1, while in the case of no measurement error we detect 5 aggressive stocks. A larger variance-covariance matrix of the parameter estimates also reduces the power of detecting cumulative abnormal returns based on the CART-test (see Campbell et al. (1997), Chapter 4).

Table 3 contains the results for the case of fixed measurement errors, where the market proxies are based on a subset of the asset universe. We consider seven

---

5 For the case of random errors this relationship is given by:

$$\lambda_1 = \frac{\text{Cov} \left[ r_{m,t}, r^*_m \right]}{\text{V} \left[ r_m, t \right]} = \left( \frac{\text{V} \left[ r^*_m \right]}{\text{V} \left[ r_m, t \right]} \right)^{1/2} \rho(r^*_m, r_m, t) = \left( \frac{b^*\Omega b^*}{b^*\Omega b^* + \sigma_v^2(\mu'\mu + tr\Omega)} \right)^{1/2} \rho(r^*_m, r_m, t).$$
different scenarios with fixed measurement errors. The first three cases (columns 2–4) capture the case, where the market proxy is based on the normalized true weights for the largest assets that cover the 18%, 25% and the 50% of total market capitalization, respectively. All indices are constructed such that they include only the largest fraction of assets, while ignoring the corresponding smaller assets of the asset universe.\(^6\)

In terms of the number of constituents, the indices are based on the 4, 7 and 20 largest stocks of asset universe. This rather small number of included stocks may seem unreasonable at the first glance. However, one should keep in mind that the size of the true market universe in our simulation contains only 205 stocks. In empirical studies, the proxies most often used are the Dow-Jones Industrial Average Index, the S&P500 index and CRSP index. Correspondingly, these indices cover 30, 500 and nearly 4,000 stocks traded on the U.S. stock market. In terms of market capitalization, the S&P500 covers roughly 76% of the total market capitalization of the 5,200 actively traded companies traded on the NYSE and the NASDAQ. This, however, is far from the capitalization of the entire true market portfolio.

The last four columns of Table 3 contain the estimates for models, where the true weighting scheme is replaced by equal weights. In the last column the estimation results are given, when the index is based on all assets but equal weights of size 1/205 are used instead of \(b^*\). These estimates come rather close to the ones obtained when the true market index is used. Both the reliability ratio as well as the correlation between the true index and the proxy are close to one. This particular finding, however, should not be overemphasized, because it is strongly based on the underlying Monte-Carlo design. The true weights and the equal weights of size 1/205 do not differ very much, so that on average the fixed measurement error turns out to be rather small. The results show the monotonicity of the quality of the estimates in terms of the number of assets used. The estimates with the index covering 50% of total market capitalization are slightly superior to the estimates based on the other two scenarios. If the index represents only the capitalization of 18% of the market, the estimates reveal the largest biases and mimic on average abnormal returns of 3.9%.

Our simulations based on the equally weighted index generate a specific correlation pattern between the estimated alphas and betas depending on the number of stocks included in the index. This pattern is depicted in Figure 1. When

---

\(^6\) The simulation results based on the non-normalized weights \(b_I^1\) are given in Table 5 in Appendix A.3. They do not differ substantially from those obtained for \(b_I^2\).
more than 60 of largest stocks out of the 205 stocks are included, we find a negative correlation between the estimated alphas and betas with a maximum negative correlation for the case when all assets are included with equal weights. What appears to be evidence for the low risk puzzle is in our case simply the outcome of the specific measurement error of the market index. In fact, Frazzini and Pedersen (2014) use in their study on low risk premium the same construction of the market index.

In Figure 2 the top left and top right plots give the empirical rejection rates of no abnormal returns for indices based on different subsets of the asset space. For the case based on fixed measurement error with normalized weights, the empirical rejection rates decrease the more representative the market proxy becomes for the entire market, i.e. the over-rejection rate for the CAPM alphas and the evidence in favor of (spurious) abnormal returns decreases with an increasing fraction of total market capitalization captured by the market proxy. For scenarios, where the market proxy captures 10% or less of the total market capitalization, the empirical rejection rate strongly exceeds the nominal 5% level. Note, that for the equally weighted index we do not observe such a strict monotonicity (see upper right panel). Here we find an optimal number of stocks that minimizes the difference between the empirical and the nominal rejection rate. For our design, this is obtained, if around 30% of the largest stocks are constituents of the index.
Equally weighted indices including more stocks turn out to be less representative and proxy the true market index less well.

The Receiver Operating Characteristics (ROC) curves depicted in the bottom right and bottom left plots of Figure 2 provide more insight into the relation between Type I error and power of the tests for absence of abnormal returns depending on crudeness of the market proxy. For the least representative index with $M = 4$ the probability of falsely detecting abnormal returns due to measurement error is substantially larger than for the other two cases.\(^7\)

### 3.2 Effects on performance measures

CAPM parameter estimates are frequently used to compute performance measures for single assets or portfolios. Obviously, the bias in the parameter estimates directly passes onto biases in these performance measures. Consider, for instance, the Sharpe ratio and the Treynor ratio for asset $j = 1, \ldots, N$:

\[^7\text{The plot of the empirical rejection rates and the ROC curve for the case of the CAPM with the market proxy based on the subset of the largest assets with non-normalized weights } b^1_I \text{ is given in Figure 4 in Appendix A.3. They do not differ substantially from those obtained for } b^2_I.\]
\[ SR_j = \frac{E[r_j]}{\sigma_j} = \frac{\beta_j E[r_m]}{\sigma_j} \quad \text{and} \quad TR_j = \frac{E[r_j]}{\beta_j} = E[r_m]. \]

In the last two rows of Tables 2 and 3, we report the estimates of average Sharpe ratios and Treynor ratios under the different regimes of misspecification. The attenuation bias for beta also leads to an attenuation bias for the Sharpe ratio, while for the Treynor ratio the attenuation bias leads to a strong upward bias, because the estimated beta enters the denominator of the Treynor ratio.

Figures 5a to 5c in Appendix A.3 depict the box plots of the Sharpe ratios for the 15 assets estimated from the CAPM model with market indices in the case of random measurement error. For \( \sigma_v = 0.025 \) and \( \sigma_v = 0.05 \), the true Sharpe ratio lies outside the interquartile range indicating that an estimated Sharpe ratio in the presence of measurement error is very unlikely to come close to its true value. Only for the case of minor contamination, \( \sigma_v = 0.01 \) the true Sharpe ratio lies within the interquartile range.

Figure 6 in Appendix A.3 depicts the box plots for the estimated Treynor ratio for each of the 15 selected assets. As implied by the theory the mean estimates are the same for all 15 assets and are equal to the true value of the expected excess return of the market indicated by the blue horizontal line. Figure 7 in Appendix A.3 contains the box plots for the Treynor ratio based on equal weights and weights with random measurement error. For the case of fixed measurement error the sign of the bias differs from asset to asset. But the distortions are not as severe as for the case of random measurement error \( (\sigma_v = 0.05) \). Note, for the latter case we find a large sampling variation of the Treynor ratio, which can only be estimated with low precision, even in the absence of measurement error. With measurement error in the market return we find an even stronger variation in the performance across assets although the CAPM holds true. The presence of measurement error mimics investment opportunities where none exist.

The consequences of measurement error in the market return for investment decisions based on CAPM estimates can also be seen for the security market line (SML). Figure 3 depicts the unbiased CAPM estimates based on the true market return (blue crosses) and the biased estimates based on equal weights (green dots).

If the market return is measured correctly, the estimates are scattered closely around the SML indicating no need for reshuffling the portfolio. However, with measurement error the estimates indicate investment opportunities due to the spurious abnormal returns. The slope of the true SML is given by \( \mu^* \). Since the weights of the equally weighted index are very close to the true weights in our simulation the sample mean of the excess return \( r_{m,t} \) is very close to \( \mu^* \). Therefore the estimated SML and the true SML in Figure 3 overlap. Only in the case of
Figure 3: Security Market Line and CAPM estimates with and without Measurement Error. Crosses: estimates based on true market return. Dots: estimates based on equal weights.

random measurement errors ($\mu^* = \mu$) can the sample mean of the excess returns, $r_{m,t}$, serve as an unbiased estimate of the slope of the SML. However, in all other cases considered $\mu^* \neq \mu$, and the mean excess return of the market proxy does not yield a consistent estimate of the slope. For these cases the CAPM estimates deviate systematically from the true SML.

4 Empirical evidence in the presence of measurement error

In the following, we present empirical evidence on the relevance of measurement error in market returns using our cross-equation identification strategy presented in Section 2.2. We use minimum distance estimation (see Appendix A.2 for details) to estimate and test for attenuation bias and the presence of abnormal returns for various datasets and alternative measures of the market index. The effect of different market proxies on the beta estimates provides insights into the robustness of CAPM estimates and the quantitative relevance of the measurement error problem. In the first stage, we estimate a CAPM system of regression equations by the seemingly unrelated regression (SUR) approach. We call this system of regression equations CAPM linear projection model (CAPM-LP) as it imposes
no structure on the parameters implied by theory and can be taken as a purely statistical concept. Alternatively, one may regard this model as a general one-factor model with measurement error and/or abnormal returns, since non-zero intercepts due to measurement error and abnormal returns are not separately identifiable. The CAPM-LP, however, parametrically nests the standard CAPM (no abnormal returns, no measurement error, \( N \) true betas) and the CAPM with measurement error (CAPM-ME) (\( \lambda_1 \neq 1 \), \( N \) true betas and intercepts resulting solely from the presence of measurement error).

In the second estimation stage, we impose the parametric structure implied by either the CAPM-ME or the standard CAPM. For all the second stage estimates we use the inverse of the first-stage variance-covariance estimates as an optimal weighting matrix, so that the distance statistics at the minimum are asymptotically \( \chi^2 \)-distributed (see Appendix A.2). The test statistics for the null hypothesis that the nested model holds true can then be obtained by comparing the distance statistics of the restricted model against the less restricted specification. Thus the difference in the distance statistics of the CAPM-ME against the CAPM-LP is \( \chi^2_{(N-1)} \)-distributed. It tests whether the intercepts can solely be explained by the intercepts of the CAPM-ME. Therefore, this test circumvents the problem of identifying the true from spurious alphas.

Assuming the CAPM-ME holds and imposing, in addition, the absence of any measurement error, \( \lambda_1 = 1 \), leads to the minimum distance statistics for the standard CAPM. The difference between the two corresponding distance statistics is a \( \chi^2_{(1)} \)-distributed test statistics for the null hypothesis that the CAPM holds against the more general CAPM-ME.

Finally, the \( \chi^2_{(N)} \)-distributed Wald test on the zero intercepts tests in the tradition of the CAPM against any alternative, which implies non-zero intercepts (CAPM-ME, abnormal returns, CAPM-ME including abnormal returns).

Table 4 summarizes the minimum distance estimates for two data sets consisting of different securities: (i) a set of 20 randomly selected stocks from the S&P 500 (ii) 30 stocks of the Dow-Jones Industrial Average Index (DJIA). Our estimates are based on three different definitions of the market return using monthly data from 2010:6 to 2015:5. In order to avoid estimation problems of structural breaks caused by the latest financial crisis, we decided to study the model on data that are likely to be unaffected by these distortions. The three market indices we use are (i) the value-weighted return of all CRSP firms incorporated in the US and listed on the NYSE, AMEX, or NASDAQ as provided on Kenneth French’s website,\(^8\) (ii) the S&P 500 value-weighted index and the (iii) Dow-Jones Industrial Average Index (DJIA). By construction, the CRSP index is the broadest index in terms of

\(^8\) see http://mba.tuck.dartmouth.edu/pages/faculty/ken.french/data_library.html
Table 4: Minimum distance estimates and tests under measurement error.

<table>
<thead>
<tr>
<th>Market Index</th>
<th>S&amp;P500 stocks</th>
<th>DJ stocks</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>S&amp;P500</td>
<td>DJIA</td>
</tr>
<tr>
<td>CAPM vs.</td>
<td>32.72</td>
<td>38.28</td>
</tr>
<tr>
<td>CAPM-LP</td>
<td>(0.04)</td>
<td>(0.01)</td>
</tr>
<tr>
<td>CAPM-ME vs.</td>
<td>26.23</td>
<td>26.12</td>
</tr>
<tr>
<td>CAPM-LP</td>
<td>(0.12)</td>
<td>(0.13)</td>
</tr>
<tr>
<td>CAPM vs.</td>
<td>6.5</td>
<td>12.16</td>
</tr>
<tr>
<td>CAPM-ME</td>
<td>(0.01)</td>
<td>(0.00)</td>
</tr>
<tr>
<td>$\lambda_1$</td>
<td>0.69</td>
<td>0.579</td>
</tr>
<tr>
<td>N</td>
<td>20</td>
<td>20</td>
</tr>
<tr>
<td>T</td>
<td>60</td>
<td>60</td>
</tr>
</tbody>
</table>

Minimum distance estimates of the linear projection parameter $\lambda_1$ and MD-based tests for different data sets and measures of the market proxies, p-values in brackets. N denotes here the number of assets in the regression model. Sampling period: 2010:06-2015:05 for all data sets.

the asset space covered, while the DJIA is the crudest proxy of the true market index. Therefore, we would expect the lowest linear projection coefficient for the DJIA and the strongest attenuation bias for the beta estimates.

Consider first the results of Wald test for the absence of intercepts (CAPM vs CAPM-LP). Our findings are in accordance with many previous empirical studies rejecting the null of no intercepts. Only for the case of DJIA stocks and the CRSP index as the market proxy the conventional CAPM with no abnormal returns and no measurement error cannot be rejected. However, note that in the presence of measurement error this test provides no information, whether the non-zero intercepts result from true abnormal returns or are spurious due to measurement error. More interesting are the outcomes for our test of the CAPM-ME against the CAPM-LP. We find that the measurement error specification is sufficient to explain the presence of intercepts. Our test results indicate that the rejection of no abnormal returns, often found for many data sets, are likely to be the outcome of measurement error, i.e. the old dog CAPM remains alive once we account for measurement error.

Note, that the linear projection coefficient $\lambda_1$ can only be interpreted as a reliability ratio in the case of the EIV model. Only for this case, the projection coefficient is bounded by construction between zero and one and implies an attenuation bias in the betas. Using the S&P500 and the DJIA as market proxies, we find for all datasets significant evidence for an attenuation bias. The situation for the CRSP index as the market proxy is somewhat different: The null of $\lambda_1 = 1$ for the Dow-Jones and the S&P500 stocks cannot be rejected.
5 Conclusions

In this paper, we take a closer look at the consequences of a misspecified market index in the capital asset pricing model. Our focus is on two major sources of misspecification: (i) the use of inaccurate weights and (ii) the use of only a subset of the asset universe to construct the index. The consequences resulting from the use of a badly chosen market proxy reach from inconsistent parameter estimates to a misinterpretation of tests on the existence of abnormal returns. High correlations between market proxies and the true market return are shown to be insufficient to indicate that the choice of a particular market proxy is negligible. What matters is the predictive quality of the market proxy for the true market index in terms of a linear projection.

The estimation problems arising from measurement error in the market proxy deviate substantially from the ones typically found in errors-in-variables models for linear regressions. Unlike the true market index, market proxies are no longer orthogonal to the error in the CAPM. Instrumental variable estimation generally becomes infeasible, unless additional identifying assumptions are introduced.

For the EIV-CAPM model, where the errors in the weights of the market index are assumed to be random, we present a new identification strategy and testing strategy. This strategy accounts for the nonlinear cross-equation identifying restrictions, which exploit the property that all CAPM equations are affected by the same attenuation bias for the betas. We do not claim that our approach is able to identify the measurement error under general assumptions. In our setting identification of the measurement error is only feasible under the maintained hypothesis that the CAPM holds true. What seems to be an important caveat, however, also applies to approaches which naively interpret any non-zero excess returns as being non-spurious. In contrast, our testing strategy allows us to test the linear projection based asset pricing model incorporating abnormal returns and measurement error against the EIV-CAPM as well as to test the CAPM with measurement error against the conventional Sharpe-Lintner CAPM without abnormal returns and measurement error. In this sense, the testing strategy proposed provides empirical evidence that the CAPM with measurement error can serve as a device to explain the cross-sectional variation of returns in cases, where it is statistically indistinguishable from the more general set-up with both measurement error and true excess returns.

Our empirical findings indicate for two different datasets and different market proxies that regardless of the assets under investigation the use of a more accurate proxy is rewarding and reduces the estimation bias and the risk of detecting spurious abnormal returns. In fact, our empirical study indicates that the existence of abnormal returns in the conventional CAPM is spurious and can largely
be explained by measurement error. In this sense, the empirical researcher should be cautious when interpreting non-zero estimates of alphas without checking for the possibility of spurious excess returns generated by measurement error.

Nevertheless, the claim of this study is a rather moderate one. We do not intend to give a final answer to the ongoing question of whether the CAPM is dead or alive. Our study simply points out that, if we want the CAPM to give a serious chance to survive as a workhorse in academic finance and business, we should take it more seriously and try to account for the latency of the market return as best as possible. In particular, this includes taking on a more skeptical view on the evidence for the existence of abnormal returns in the presence of measurement error. As was shown in this paper and in many preceding studies, the problem of measurement error in the market returns is just the empirical result of misspecification of the market supply. More general and realistic theoretical settings concerning the supply side may lead to the use of more accurate approximations for the true market index in empirical studies.

Future research should consider other types of measurement error (e.g. multiplicative errors) as well as the consequences of measurement error in other multi-factor asset pricing models. In the light of our findings it seems also rewarding to reconsider the construction of popular market proxies which generally are characterized by a local bias contradicting the assumption that a large fraction of the investors follow a global investment strategy and ignore returns from other important tangible or non-tangible assets.
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A Appendix

A.1 CAPM-RME with Subset of Assets in the Index

In the following we derive the consequences, if the market proxy is based on a subset of the asset returns and the weights of the included assets are measured with random errors. Let the proxy for the market index be based on \( M < N \) assets, where the disregarded \( N - M \) assets receive a zero-weight according to \( b = [(b^*_M + \nu_M)', 0]' \) as defined in Section 2.2. Correspondingly the vector of the true weights consists of the true weight subvector for the included and the true weight subvector for the disregarded assets: \( b^* = [b^*_m', b^*_0]'. \) The return of the market proxy is given by:

\[
r_{m,t+1} = b'r_{t+1} = r^*_m,t+1 + v_{t+1},
\]

with \( v_{t+1} = \nu_{M,t+1} - b^*_0'r_{0,t+1} \), where \( r_{0,t+1} \) denotes the subvector returns for assets disregarded in the index. Contrary to the case, where all assets are included measurement error \( v_{t+1} \) has a non-zero mean, \( v_{t+1} = -b^*_0\mu_0 \neq 0. \)

Assume there is a known constant mark-up factor \( \theta \) of the mean market returns over the mean of the market proxy, such that \( E[r^*_m,t+1] = (1 + \theta)E[r_{m,t+1}] \), the intercept of the CAPM-RME eq. (15) becomes \( \alpha_v = (1 + \theta - \lambda_1)E[r_{m,t+1}] \).

Finally, consider the correlation of the overall error term in the CAPM-RME from eq. (15) and the market proxy.

\[
E[\tilde{u}_{t+1}r_{m,t+1}] = E[(u_{t+1} + \beta \tilde{\epsilon}_{t+1})r_{m,t+1}]
\]

\[
= E[u_{t+1}r_{m,t+1}]
\]

\[
= E[u_{t+1}(r^*_m,t+1 + v_{t+1})]
\]

\[
= -E[u_{t+1}\tilde{\epsilon}'_{0,t+1}b^*_0]
\]

\[
= - (I - \frac{\Omega b^*}{b^*\Omega b^*}b^*\tilde{\epsilon}')E[\tilde{\epsilon}_{t+1}\tilde{\epsilon}'_{0,t+1}b^*_0]
\]

\[
= - (I - \frac{\Omega b^*}{b^*\Omega b^*}b^*\tilde{\epsilon}')\left[ \begin{array}{c} \Omega_{M0}b^*_0 \\ \Omega_{0}b^*_0 \end{array} \right],
\]

where \( \Omega_{M0} \) is the covariance between the returns of the included and the disregarded assets and \( \Omega_0 \) is the variance-covariance matrix of the returns of the
disregarded assets. If the empirical analysis is focused on assets which are included in the market proxy, if the CAPM is restricted to the first $M$ assets or a subset of it, the first $M$ elements of the $E \left[ \tilde{u}_{t+1} r_{m,t+1} \right]$ vanish, if $\Omega_{M0}$ or $b_0^*$ are strictly zero and consistent estimates of the first $M$ equations of the CAPM-RME can be obtained. Only a small bias is likely to occur, if the included and the excluded assets are only weakly correlated, $\Omega_{M0} \approx 0$ and the true weight of the disregarded assets is negligible, $b_0^* \approx 0$.

### A.2 Minimum Distance Estimation of the CAPM

Consider the stochastic form of the linear predictor equation for the $j$-th excess return on the (observable) excess return of the market $r_{m,t}$ including an intercept:

$$ r_{j,t} = X_t' \pi_j + u_{j,t}, \quad j = 1, \ldots, N, $$

(22)

where $\pi_j = (\pi_{j,1}, \pi_{j,2})'$ contains the reduced form parameters of a CAPM with measurement error and $X_t' = (1, r_{m,t})$. The collection of reduced form parameters into the so-called $\Pi$-matrix of dimension $N \times 2$ is given by:

$$ \Pi = \begin{bmatrix} \pi_1' \\ \pi_2' \\ \vdots \\ \pi_N' \end{bmatrix} = \begin{bmatrix} \mu_m(1 - \lambda_1) \beta_1 & \lambda_1 \beta_1 \\ \mu_m(1 - \lambda_2) \beta_2 & \lambda_1 \beta_2 \\ \vdots & \vdots \\ \mu_m(1 - \lambda_N) \beta_N & \lambda_1 \beta_N \end{bmatrix}. $$

(23)

With $Y_t = (r_{t1}, r_{t2}, \ldots, r_{tN})'$ as the vector of excess returns, the system of CAPM reduced form regressions is given by:

$$ Y_t = \Pi X_t + u_t, $$

(24)

where $\Pi = E[Y_t X_t'] E[X_t X_t']^{-1}$ is the matrix of linear predictor coefficients with its sample counterpart

$$ \hat{\Pi} = \left( \sum_{t=1}^{T} Y_t X_t' \right) \left( \sum_{t=1}^{T} X_t X_t' \right)^{-1}. $$

(25)
The Pi-matrix stacked into a row vector

\[
\pi \equiv \text{vec} (\Pi') = g(\theta) = \begin{bmatrix}
\mu_m(1 - \lambda_1)\beta_1 \\
\lambda_1\beta_1 \\
\mu_m(1 - \lambda_1)\beta_2 \\
\lambda_1\beta_2 \\
\vdots \\
\mu_m(1 - \lambda_1)\beta_N \\
\lambda_1\beta_N
\end{bmatrix}
\]  

(26)

relates the \(2N\)-vector of reduced form parameters to a vector \(g(\cdot)\) of nonlinear functions of the structural parameter vector \(\theta = (\beta', \lambda_1)\) of the same dimension, where \(\pi\) can be estimated consistently by single equation least squares without loss of efficiency:

\[
\hat{\pi} = \text{vec} \left( \hat{\Pi}' \right) = \begin{bmatrix}
\hat{\pi}_1 \\
\hat{\pi}_2 \\
\vdots \\
\hat{\pi}_N
\end{bmatrix} = \begin{bmatrix}
(X'X)^{-1} X'Y_1 \\
(X'X)^{-1} X'Y_2 \\
\vdots \\
(X'X)^{-1} X'Y_N
\end{bmatrix}
\]  

(27)

Under standard assumptions about the return process

\[
\sqrt{T}(\hat{\pi} - \pi) \overset{d}{\longrightarrow} N(0, \Omega).
\]  

(28)

In the case of a homoskedastic error term vector with covariance matrix \(V [u_t] = \Sigma\), the asymptotic variance-covariance matrix of \(\hat{\pi}\) takes the well-known form:

\[
\Omega = V [\hat{\pi}] = \Sigma \otimes \text{E} \left[ X_tX_t' \right]^{-1}
\]  

(29)

assumed for seemingly unrelated regression models. Generalizations of \(\Omega\) for the case of heteroskedasticity and autocorrelation can be easily derived.

The minimum distance estimator \(\hat{\theta}\) based on the restriction \(\pi = g(\theta)\) is defined by:

\[
\hat{\theta}(W_T) = \arg\min_{\theta \in \Theta} [\hat{\pi} - g(\theta)]' W_T [\hat{\pi} - g(\theta)],
\]  

(30)

where \(W_T\) converges asymptotically to the positive definite weighting matrix \(W_0\). The optimal feasible weighting is given by \(W_T = \left[\frac{1}{T} \hat{\Omega}\right]^{-1}\), where \(\hat{\Omega}\) is a
consistent estimate of the asymptotic variance-covariance matrix of \( \hat{\mu} \). Note, that \( g(\cdot) \) depends on the unknown parameter \( \mu_m \). In our empirical application, we replace \( \mu_m \) with its sample mean.

### A.3 Additional Monte Carlo Results

**Table 5:** MC-results for the CAPM with fixed measurement error.

<table>
<thead>
<tr>
<th>M</th>
<th>True weights ( b_1 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( RR(r_{m,t}, r_{m,t}) )</td>
<td>35.0071</td>
</tr>
<tr>
<td>( \hat{\rho}(\gamma_{m,t}, r_{m,t}) )</td>
<td>0.7967</td>
</tr>
<tr>
<td>( \lambda_1 )</td>
<td>4.7066</td>
</tr>
<tr>
<td>( \bar{\alpha} )</td>
<td>3.5756</td>
</tr>
<tr>
<td>RMSE(( \bar{\alpha} ))</td>
<td>3.8292</td>
</tr>
<tr>
<td>( ERR_t(0.05) )</td>
<td>0.6904</td>
</tr>
<tr>
<td>( ERR_F(0.05) )</td>
<td>0.9672</td>
</tr>
<tr>
<td>( ERR_{W}\Omega(0.05) )</td>
<td>0.9162</td>
</tr>
</tbody>
</table>

| \( \bar{\beta} \) | 4.0679 | 3.1571 | 1.8056 |
| RMSE(\( \bar{\beta} \)) | 3.2557 | 2.2774 | 0.9028 |
| \( \beta > 1 \) | 15 | 15 | 13 |
| \( \overline{SR} \) | 0.0743 | 0.0988 | 0.1130 |
| \( \overline{TR} \) | 2.1692 | 2.7744 | 4.8293 |

Mean estimates of the parameters for 15 different assets based on 10,000 replications. The dimension of the asset universe is \( N = 205 \). Columns 2–4 contain estimation results for the CAPM with the proxies for market returns based on the subsets of true weights. \( ERR_t(0.05) \) denotes the average empirical rejection rate for the null of no abnormal returns (single equation t-test) for a significance level of 5 %. \( ERR_{W}\Omega(0.05) \) denotes the empirical rejection rate for the Wald-Test of joint hypothesis of absence of abnormal returns using the true \( \Omega \) for a significance level of 5 %. \( ERR_F(0.05) \) denotes the empirical rejection rate for joint hypothesis of absence of abnormal returns based on \( F_{N,T-N-1} \sim \frac{T-N-1}{N} \hat{\Omega} \hat{V}(\hat{\alpha})^{-1}\hat{\alpha} \). \( \overline{SR} \) and \( \overline{TR} \) denote the mean Sharpe ratio and the mean Treynor ratio across all Monte Carlo estimates and assets. True values: \( \bar{\alpha} = 0, \bar{\beta} = 0.9561, \overline{SR} = 0.1205, \overline{TR} = 8.8070. \)
Figure 4: Empirical rejection rate of the absence of abnormal returns in the CAPM with the index based on the subset of the largest assets.
The CAPM with Measurement Error

\[(a) \ \sigma_\nu = 0.05\]

\[(b) \ \sigma_\nu = 0.025\]

\[(c) \ \sigma_\nu = 0.01\]

Figure 5: Box plots of estimated Sharpe ratios of 15 assets based market indices with random measurement error. The green line in each box plot indicates the true value of the Sharpe ratio.
Figure 6: Estimates of the Treynor ratio for 15 assets based on the true market return $r_{m,t}^*$. 

Figure 7: Estimates of the Treynor ratio in the case of known asset universe and equally weighted market index (left) or with random measurement error with $\sigma_y = 0.05$ (right). The blue horizontal line indicates the true Treynor ratio.
Table 6: MC-results for the CAPM with measurement error.

<table>
<thead>
<tr>
<th></th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
<th>10</th>
<th>11</th>
<th>12</th>
<th>13</th>
<th>14</th>
<th>15</th>
<th>Mean</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>CAPM</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>True $\alpha$</td>
<td>0.907</td>
<td>0.728</td>
<td>0.994</td>
<td>0.887</td>
<td>1.246</td>
<td>1.664</td>
<td>0.926</td>
<td>0.484</td>
<td>1.346</td>
<td>0.658</td>
<td>1.168</td>
<td>0.858</td>
<td>1.401</td>
<td>0.800</td>
<td>0.743</td>
<td>0.956</td>
</tr>
<tr>
<td>$\beta$</td>
<td>0.000</td>
<td>0.000</td>
<td>-0.003</td>
<td>-0.010</td>
<td>-0.012</td>
<td>0.005</td>
<td>0.000</td>
<td>0.004</td>
<td>0.035</td>
<td>0.001</td>
<td>-0.012</td>
<td>0.001</td>
<td>0.069</td>
<td>-0.014</td>
<td>-0.003</td>
<td>0.000</td>
</tr>
<tr>
<td>$r_{m,t}$</td>
<td>0.908</td>
<td>0.729</td>
<td>0.995</td>
<td>0.889</td>
<td>1.247</td>
<td>1.663</td>
<td>0.927</td>
<td>0.485</td>
<td>1.344</td>
<td>0.858</td>
<td>1.169</td>
<td>0.449</td>
<td>1.336</td>
<td>0.802</td>
<td>0.743</td>
<td>0.956</td>
</tr>
<tr>
<td>$\sigma_r$</td>
<td>0.152</td>
<td>0.116</td>
<td>0.135</td>
<td>0.175</td>
<td>0.092</td>
<td>0.076</td>
<td>0.114</td>
<td>0.133</td>
<td>0.130</td>
<td>0.141</td>
<td>0.122</td>
<td>0.118</td>
<td>0.064</td>
<td>0.160</td>
<td>0.089</td>
<td>0.121</td>
</tr>
<tr>
<td>$T\alpha$</td>
<td>0.907</td>
<td>0.729</td>
<td>0.995</td>
<td>0.889</td>
<td>1.247</td>
<td>1.663</td>
<td>0.927</td>
<td>0.485</td>
<td>1.344</td>
<td>0.858</td>
<td>1.169</td>
<td>0.449</td>
<td>1.336</td>
<td>0.802</td>
<td>0.743</td>
<td>0.956</td>
</tr>
<tr>
<td><strong>CAPM-EIV</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\sigma_r$</td>
<td>0.058</td>
<td>0.047</td>
<td>0.054</td>
<td>0.070</td>
<td>0.038</td>
<td>0.032</td>
<td>0.046</td>
<td>0.053</td>
<td>0.052</td>
<td>0.056</td>
<td>0.051</td>
<td>0.047</td>
<td>0.027</td>
<td>0.062</td>
<td>0.036</td>
<td>0.049</td>
</tr>
<tr>
<td>$\hat{T}\alpha$</td>
<td>0.143</td>
<td>0.079</td>
<td>0.118</td>
<td>0.118</td>
<td>0.062</td>
<td>0.052</td>
<td>0.077</td>
<td>0.091</td>
<td>0.088</td>
<td>0.096</td>
<td>0.082</td>
<td>0.081</td>
<td>0.043</td>
<td>0.108</td>
<td>0.060</td>
<td>0.082</td>
</tr>
<tr>
<td>$\theta$</td>
<td>0.058</td>
<td>0.047</td>
<td>0.054</td>
<td>0.070</td>
<td>0.038</td>
<td>0.032</td>
<td>0.046</td>
<td>0.053</td>
<td>0.052</td>
<td>0.056</td>
<td>0.051</td>
<td>0.047</td>
<td>0.027</td>
<td>0.062</td>
<td>0.036</td>
<td>0.049</td>
</tr>
<tr>
<td><strong>CAPM-IV</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\sigma_r$</td>
<td>0.152</td>
<td>0.116</td>
<td>0.135</td>
<td>0.175</td>
<td>0.092</td>
<td>0.076</td>
<td>0.114</td>
<td>0.133</td>
<td>0.130</td>
<td>0.141</td>
<td>0.122</td>
<td>0.118</td>
<td>0.064</td>
<td>0.160</td>
<td>0.089</td>
<td>0.121</td>
</tr>
</tbody>
</table>

(continued)
### Table 6: (continued)

<table>
<thead>
<tr>
<th></th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
<th>10</th>
<th>11</th>
<th>12</th>
<th>13</th>
<th>14</th>
<th>15</th>
<th>Mean</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>True β</strong></td>
<td>0.907</td>
<td>0.728</td>
<td>0.994</td>
<td>0.887</td>
<td>1.266</td>
<td>1.664</td>
<td>0.926</td>
<td>0.484</td>
<td>1.346</td>
<td>0.858</td>
<td>1.168</td>
<td>0.449</td>
<td>1.401</td>
<td>0.800</td>
<td>0.743</td>
<td>0.956</td>
</tr>
<tr>
<td><strong>ERR(0.05)</strong></td>
<td>0.584</td>
<td>0.662</td>
<td>0.937</td>
<td>0.839</td>
<td>0.838</td>
<td>0.938</td>
<td>0.710</td>
<td>0.239</td>
<td>0.963</td>
<td>0.742</td>
<td>0.932</td>
<td>0.258</td>
<td>0.824</td>
<td>0.428</td>
<td>0.482</td>
<td>0.690</td>
</tr>
<tr>
<td><strong>M = 4(18%)</strong></td>
<td>0.851</td>
<td>0.550</td>
<td>0.644</td>
<td>0.729</td>
<td>0.878</td>
<td>1.032</td>
<td>0.727</td>
<td>0.471</td>
<td>0.958</td>
<td>0.693</td>
<td>0.794</td>
<td>0.411</td>
<td>0.616</td>
<td>0.797</td>
<td>0.584</td>
<td>0.716</td>
</tr>
<tr>
<td><strong>p_M</strong></td>
<td>0.109</td>
<td>0.067</td>
<td>0.067</td>
<td>0.110</td>
<td>0.050</td>
<td>0.036</td>
<td>0.069</td>
<td>0.099</td>
<td>0.071</td>
<td>0.087</td>
<td>0.064</td>
<td>0.083</td>
<td>0.027</td>
<td>0.122</td>
<td>0.054</td>
<td>0.074</td>
</tr>
<tr>
<td><strong>True β</strong></td>
<td>0.867</td>
<td>1.601</td>
<td>2.365</td>
<td>1.387</td>
<td>2.133</td>
<td>3.342</td>
<td>1.700</td>
<td>0.496</td>
<td>1.960</td>
<td>1.305</td>
<td>2.490</td>
<td>0.542</td>
<td>2.635</td>
<td>0.821</td>
<td>1.324</td>
<td>1.665</td>
</tr>
<tr>
<td><strong>ERR(0.05)</strong></td>
<td>0.122</td>
<td>0.251</td>
<td>0.436</td>
<td>0.271</td>
<td>0.230</td>
<td>0.327</td>
<td>0.234</td>
<td>0.084</td>
<td>0.285</td>
<td>0.202</td>
<td>0.396</td>
<td>0.094</td>
<td>0.233</td>
<td>0.130</td>
<td>0.150</td>
<td>0.230</td>
</tr>
<tr>
<td><strong>M = 7(25%)</strong></td>
<td>0.861</td>
<td>0.582</td>
<td>0.772</td>
<td>0.777</td>
<td>1.068</td>
<td>1.367</td>
<td>0.782</td>
<td>0.456</td>
<td>1.197</td>
<td>0.756</td>
<td>0.942</td>
<td>0.412</td>
<td>0.899</td>
<td>0.753</td>
<td>0.630</td>
<td>0.817</td>
</tr>
<tr>
<td><strong>p_M</strong></td>
<td>0.135</td>
<td>0.087</td>
<td>0.098</td>
<td>0.143</td>
<td>0.074</td>
<td>0.059</td>
<td>0.090</td>
<td>0.118</td>
<td>0.109</td>
<td>0.117</td>
<td>0.092</td>
<td>0.102</td>
<td>0.047</td>
<td>0.141</td>
<td>0.071</td>
<td>0.099</td>
</tr>
<tr>
<td><strong>True β</strong></td>
<td>-0.510</td>
<td>0.674</td>
<td>0.773</td>
<td>0.656</td>
<td>1.302</td>
<td>2.112</td>
<td>0.561</td>
<td>0.273</td>
<td>0.844</td>
<td>0.053</td>
<td>1.685</td>
<td>0.162</td>
<td>1.830</td>
<td>-0.212</td>
<td>0.822</td>
<td>0.735</td>
</tr>
<tr>
<td><strong>ERR(0.05)</strong></td>
<td>0.081</td>
<td>0.084</td>
<td>0.095</td>
<td>0.101</td>
<td>0.118</td>
<td>0.157</td>
<td>0.071</td>
<td>0.063</td>
<td>0.092</td>
<td>0.054</td>
<td>0.204</td>
<td>0.056</td>
<td>0.136</td>
<td>0.060</td>
<td>0.087</td>
<td>0.097</td>
</tr>
<tr>
<td><strong>M = 20(50%)</strong></td>
<td>0.998</td>
<td>0.674</td>
<td>0.937</td>
<td>0.860</td>
<td>1.135</td>
<td>1.472</td>
<td>0.893</td>
<td>0.469</td>
<td>1.294</td>
<td>0.881</td>
<td>1.010</td>
<td>0.445</td>
<td>0.968</td>
<td>0.852</td>
<td>0.671</td>
<td>0.903</td>
</tr>
<tr>
<td><strong>p_M</strong></td>
<td>0.162</td>
<td>0.104</td>
<td>0.123</td>
<td>0.160</td>
<td>0.081</td>
<td>0.065</td>
<td>0.106</td>
<td>0.125</td>
<td>0.121</td>
<td>0.140</td>
<td>0.102</td>
<td>0.113</td>
<td>0.053</td>
<td>0.164</td>
<td>0.078</td>
<td>0.113</td>
</tr>
</tbody>
</table>
Mean estimates for the single assets based on 10,000 replications. First panel contains the mean estimates based on the true (excess) market return. Further panels contain estimation results for the CAPM with the proxies of the market returns based on weights with fixed or random errors. $ERR_r(0.05)$ denotes the average empirical rejection rate for the absence of abnormal returns (single equation t-test) for a significance level of 5%. $\hat{S}R$ and $\hat{TR}$ denote the mean Sharpe ratio and the mean Treynor ratio across all Monte Carlo estimates. True values: $\bar{\alpha} = 0$, $\bar{\beta} = 0.9561$, $\bar{S}R = 0.1205$, $\bar{TR} = 8.8070$.

| $ERR_r(0.05)$ | 0.752 | 0.763 | 0.958 | 0.887 | 0.859 | 0.953 | 0.836 | 0.362 | 0.981 | 0.826 | 0.951 | 0.373 | 0.867 | 0.686 | 0.577 | 0.776 |
| $M = 4(18\%)$ | $\hat{\beta}$ | 0.762 | 0.480 | 0.598 | 0.686 | 0.850 | 0.979 | 0.628 | 0.416 | 0.883 | 0.634 | 0.752 | 0.356 | 0.561 | 0.680 | 0.526 | 0.653 |
| $\hat{S}R$ | 0.100 | 0.060 | 0.064 | 0.106 | 0.050 | 0.035 | 0.061 | 0.090 | 0.067 | 0.082 | 0.062 | 0.074 | 0.025 | 0.107 | 0.050 | 0.069 |
| $\bar{\alpha}$ | 1.147 | 1.780 | 2.243 | 1.402 | 1.771 | 2.760 | 1.936 | 0.723 | 1.676 | 1.347 | 2.273 | 0.737 | 2.212 | 1.337 | 1.416 | 1.651 |
| $ERR_r(0.05)$ | 0.176 | 0.293 | 0.401 | 0.276 | 0.181 | 0.250 | 0.139 | 0.229 | 0.150 | 0.349 | 0.121 | 0.185 | 0.247 | 0.163 | 0.123 |
| $M = 7(25\%)$ | $\hat{\beta}$ | 0.861 | 0.582 | 0.772 | 0.777 | 1.068 | 1.367 | 0.782 | 0.456 | 1.197 | 0.756 | 0.942 | 0.412 | 0.899 | 0.753 | 0.630 | 0.817 |
| $\hat{S}R$ | 0.130 | 0.084 | 0.100 | 0.143 | 0.077 | 0.062 | 0.111 | 0.112 | 0.095 | 0.090 | 0.129 | 0.050 | 0.129 | 0.070 | 0.097 |
| $\bar{\alpha}$ | -0.393 | 0.421 | 0.400 | 0.607 | 1.072 | 1.740 | 0.223 | 0.430 | 0.659 | 0.183 | 1.429 | 0.254 | 1.541 | -0.252 | 0.872 | 0.588 |
| $ERR_r(0.05)$ | 0.067 | 0.067 | 0.065 | 0.094 | 0.097 | 0.123 | 0.058 | 0.074 | 0.077 | 0.057 | 0.164 | 0.062 | 0.110 | 0.062 | 0.090 | 0.084 |
| $M = 20(50\%)$ | $\hat{\beta}$ | 0.942 | 0.673 | 0.938 | 0.809 | 1.111 | 1.450 | 0.892 | 0.431 | 1.258 | 0.869 | 0.994 | 0.415 | 0.958 | 0.820 | 0.636 | 0.880 |
| $\hat{S}R$ | 0.160 | 0.109 | 0.128 | 0.161 | 0.083 | 0.067 | 0.111 | 0.120 | 0.123 | 0.145 | 0.105 | 0.110 | 0.054 | 0.165 | 0.077 | 0.115 |
| $\bar{\alpha}$ | 1.455 | -0.421 | 0.158 | 0.188 | -0.345 | -1.097 | -0.118 | -0.663 | 0.502 | 0.727 | -0.684 | 0.005 | -1.055 | 0.605 | -0.491 | -0.042 |
| $ERR_r(0.05)$ | 0.233 | 0.066 | 0.056 | 0.062 | 0.059 | 0.059 | 0.086 | 0.055 | 0.064 | 0.068 | 0.095 | 0.083 | 0.053 | 0.082 | 0.093 | 0.065 | 0.081 |
| $M = N$ | $\hat{\beta}$ | 0.744 | 0.778 | 0.978 | 0.867 | 1.286 | 1.791 | 0.942 | 0.493 | 1.292 | 0.777 | 1.247 | 0.449 | 1.266 | 0.733 | 0.799 | 0.963 |
| $\hat{S}R$ | 0.124 | 0.124 | 0.132 | 0.170 | 0.095 | 0.082 | 0.116 | 0.135 | 0.125 | 0.127 | 0.130 | 0.118 | 0.071 | 0.146 | 0.096 | 0.119 |