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FORMAL REPRESENTATION S OF

SUSPENDED JUDGMENT

Abstract

This work investigates various theories in Formal Epistemc
in order to observe their capacity of distinguishing suspen
judgment from ignoranceBesides, it suggests how eve
theory in formal epistemology could be changed ¢

improved to represensuspended judgment properly.

After an inquiry about the nature of suspended judgment :
introducing its characteristics, | observe and ssggome
improvement in various theories in formal epistemolc
namely AGM belief revision, Indeterministic belief revis
Bayesian Epistemology, Dempster Shafer theory of evide

and Ranking Theory.

The text also suggests a new theory, Ateeptance
Revision, which can properly represent all doxastic attitud

namely belief, disbelief, suspended judgment and ignoran



FORMALE DARSTELLUNGEN VON

URTEILSENTHALTUNG

Zusammenfassung

Diese Arbeit untersucht verschiedene Theorien der form:
Erkenntnistheorie, um ihre Leistungsfahigkeit dahingehen
beurteilen, ob sie die doxastische Einstellung

Urteilsenthaltung von bloRem Nichtwissemterscheiden

kdnnen.

AuRerdemwerden in der Arbeit Vorschlagegemacht, wie
jede Theorie in der formalen Erkenntnistheorie geandert |
verbessert werden kann, um die Urteilsenthaltu

angemesseabzubilden.

Nach einer Untersuchung des Phanomens

Urteilsenthaltung und einer Einfihrung in ihre Charakterist
schlage icleine Verbesserung verschiedener Theorien in
formalen Erkenntnistheorie vor, namlich AGM Belief Reuvis
Indeterministic Belief Revision, Bayesian Epistemol

Dempster Shafer Theory of Evidence und Ranking Theor

In meiner Arbeit schlage ich aueime neue Theorie vor, di
ich Acceptance Revision nenne, die alle doxastis
Einstellungen richtig darstellen kann, namlich Glat

Ablehnung, Urteilsenthaltung und Nichtwissen.






Introduction

Ideasand perspectiveselatedto the suspension of judgment are scattered like an
archipelago. This text giveadetailed mamndinsight into the meaning of suspension
of judgment and its formal representation in various prevaléebties in formal
epistemology! found thatreachinga unified account of suspended judgment is not
achievabl€it was not acheivable regarding bebsfwell) Duringthe inquiry, | tried to
keep the plurality of varioysossibleapproaches, written and unwritterto help the

reader to form her idesif she does not agree with the conclusion.

In the first chapterthe nature of suspended judgmestdiscussedrhere ardive
key questiors which shed light on thenature of the suspensionof judgment

(suspension) This inquiry leads us intoten formulae which hold in the entire



Introduction 2

dissertation.This chapter contains thmain assumptionsthe adopted philosophical

approachesand the definitions obasicand primary concepts.

From the second chapter, we play the game of mathematest-epistemology
to find the proper formal representation of suspensidihe starting point of the
chapteris the preliminary report of the belief revision theory which consitles
gualitative notion of belief to represent our doxastic stafEse inadequacyof the
belief revisionin distinguishing ignorance arslispensioncompef us toturn to
indeterministic belief revisionThisversioncan represent formally all four possible
doxastic states namelypelief, disbelief, suspensipand ignoranceFor a better
interpretation of theindetermiristic belief revision, the fouvaluedlogic byBelnapis
applied Thechapterplaysan instructiveole in understandinthe issues related to the

formal representation of suspended judgment.

Chapterthree addresss the quantitative notion of belief bgiscussindayesian
epistemology. Bayesian probability and the development of probability theory by
Kolmogorov helped epistemologi$h constructa formal representation of degrees of
belief. Bayesian epistemology is the received view in formal epistemology. @se of
pillars isthe Dutch book argument. give some counterexample to invalidalke
theory. Alsq it fails todistinguishsuspension and ignorancéhe problem arises

because of the principle of indifference.

We learn about Dempsteghafer theory of eslence as a generalizationof
Bayesian epistemology chapterfour. The principle ofindifference would nobe
appliedin thetheory of evidence. It createsn opportunityto distinguish thedegrees
of suspension from ignorandgy adoptindhe Lockean thesis, the Lottery paradox and
the relationship between degrees of belief and fbasicdoxastic attitudes, namely
suspension, belief, disbelief, and ignoraace solved As this theory is a general
version of Bayesian epistemology, we couldtsaythe longlasting problem irthe
formal epistemologywhich is thdottery paradoxis not a paradoany longerThe idea

of the movable oradjustablethreshold, which | introduced in this chapter, is an



innovative achievemenh the field of formal epistemolognd it shifs the research

guestionsfrom some opertheoretical questioa to somepracticalpuzzles.

Rankingtheory comes inchapterfive. Rankingheoryis a unique theorybecause
it is ableto representthe qualiative and the quantitative belief, disbelief, and
suspensiomt the same timeThe notion of degree of neutrality on-opinionatedness
inspired me tointroduce thenotion of the adjustablethreshold. There isa nice
relationship between this degree and the degree of susperRamkingheory is open
for various accounts about the nature of ranks. | tried to give one of the possible
accountsand interpreations based on the notion of the degree of contradictian (
surprise). In the last section of this chaptgeneralversion ofthe rankingtheory is

introduced It helps us to represent ignorance as well as suspension.

At the end of the journey, chapteix we have the map of the pathwidgesand
islands that w passedFor gaining aroverall viewof the researchwe comparethe
variousformal representatiorof belief and suspensidoy mentioning their common
assumptionstheir different approaches, and their unwanted issues teatainopen
for further investigtion. At the endof the chapter, | introducemytheory, Acceptance
Revision, which captures the intuitions behindhe Belief revision, Bayesian
Epistemology, DS theory of Evidence, and Ranking THA&eracceptance revision

couldbe considereds the formal conclusion of the dissertation.



2SS dzAS WL gAlGKK2tR laa¢
say which of the alternatives proposed | ought
08t ASBS YR gKAOK L 2dz
the matters appear equal to us as redm credibility
FYR AYONBRAOGAEAGEXES YI
withholding assent [epoche] is so called from
intellect's being held back [epechesthali] in such a\
as neither to assert nor deny, because of 1
equipollence of the matters in qties.

Outlines of Pyrronism X>3kextus Empiricus

Suspension of Judgment

Belief, as a doxastic attitudés central to epistemolodyThiscentralrole hasbeen
exterded to formal epistemology and consequentlythere is anatural tendencyto
define all epistemic stasebased on belieflor degrees ofbelief), e.g., defining

disbelieving as believing 6.

The central role obelief in mainstream epistemologwas connectedto the

tripartite analysis of knowledggigtifiedtrue belief)and itsinconclusivelebateabout

1 Heil, J. 2010. Belief, in A Companion to Epistemology, edited by Dency J., and Steup-M., Wiley
Blackwell. Page: 254 also Huber, F., 2016, SEP, plato.stanford.edufentradelief
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skepticism andknowledge The widely accepted view is thah&n an agent knows,

it entails that she believe§ . After Gettier counterexample$, the debate on
knowledge and skepticism started astied light @ the notion of kowledge
justification,and belief; e.g.we learnedthat our beliefs are fallibleand we should
always be prepared to revise our beffeWe learned thathe wordknowandbelieve

are context sensitive and vary from one context to anothiweverwe learned a lot
about belief, but the quantitative notion of belief, degrees of belief, and doxastic

attitudes like ignorancerere neglectedn traditional epistemology

The importance cduspending judgment and its role in the scientific investigation
is neglectedin epistemolgy and philosoph of sciencefor the same reasan
Unfortunately, the focus omelief has distraced us from other primary doxastic
attitudes A column in the New York Tismshows thathe importance of suspending

judgmentwas acknowledgebly a columnisbn 2 Oct 1876

If there is one quality of mind more than another which ce
said to be scientific in it bearing, it is that which is known &
power of suspending judgment. Almost every writer
scientific subjects lays it down as a necegs@nequisite fo
successful investigati¥

In contrastwith many researciprojectswhich neglect the role of suspension of
judgmentin formal epistemologyl agree with thiscolumnist inthe 19" century.
Suspension glidgmentplays crucial roles iour epistemicctivities and itdemands
a detailed investigation ® shed light onthe nature of suspendegudgnent as a

doxastic attitude.Same questions about beliefould be asked about suspended

2Gettier, E., 1963. Is Justified True Belief KnowleflgaBsis23(6), 121123.

3Haack, S. 1979. Fallibilism and Necesytythese41(1), 3763. P: 37

4New York Times, Retrieved fohttp://www.nytimes.com/ref/membercenter/nytarchive.htrbly
search. Keyword: suspension of judgment
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Suspension of Judgment 6

judgment as wellQuestionabout its object, its qualitative and quantitative notions

and their relationship, and its relationship with other doxastic attitudes are all relevant.

During my researdnto formal representatiogof suspended judgmernitcame to
the conclusiorthat the answesto the followingA-Equestions could bring us enough

chalk to write about the possible formal representation of suspended judgment
A. How todistinguishsuspensiorand ignorance?

B. Isnot-believings (failing to believe) and not-disbelieving (not-believingnot-

6 or failingto disbelieve)anecessary condition fauspension?

C. Could an agent rationally suspengl and believe (or disbelieve$

simultaneously?
D. Is suspensionegationinvarian®? Ordoessuspending entail suspading 6?
E. Do we have degrees sfispensiomr quantitative notion of suspension?

Asthisinquiry is restrictedio the above questionst remainsneutral aboutother
possible epistemologicabpecs of the notion of suspension as far as it does not make
change in its formal representatiddly answeringuestions mentioned aboyéreach
someformulae which are valid in the entire teandthey are independefy valid in

the various theories whichdiscuss.
1 Thedistinction between ignorance and suspension

Whatdoessuspended judgment meanS®me assert that suspensionjofigment

isnon-belief attitude whichis not-believingd andnot-believing &6. If this suggestion

5 Salmon applies the same terfailing to believein his paper but his account abdhe relation
betweensuspensioandfailing to belietliffer from me.

Salmon, N. 199%Being of two minds: Belief with Douligus, 29(1), 20, p: 1

8 Chisholmas Friedman says, asserts the position that withholliaghot accepting\and not
accepting noA. She took acceptance abdlief, and withholding and suspension of judgment the
same.

Friedman, J., 201 8uspendedudgment Philosophical studies, Mate 162, issue 2, pp 1481
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works then the notion of beliefcould play its central roleflawlessly because
suspension will be defidebased on the notion of belief. Unfortunately, it is too
simplisticto portray suspension aa non-belief attitude, and it could nb capture
suspensiomroperly. Letd ‘Qald be he agentd believesthat 6 and"Yo B be

the agentd suspendsvhether6Q

Yo Dh { 6Qam -~ 6Qah 6 (1)

The formula(l), proposes thathe non-beliefattitude (not-believings and not-
believing 6 ), is asufficient condition fodefining suspension. is flawed beause it
could not distinguisbuspesionand ignorancelhe rmain reason is thagiling to grasp
6, should not entaibuspending . Besides, onavho is ignorah aboutd, is not
suspending whethed. For instancel do notbelieve thatyour desk i®ak | do not
believe that your desk is noaik | simply do not knowhether you have a desk or not.
| have never thoughtf that before | cannot say that | suspendhetheryou have an
oak deskl am simplygnorant Another example is the cavemen examplecording
to (1), cavemen suspesdwhether Quarls exist because they do not believe or
disbelieve that they exisObviously, (1 flawed Here comes the first question: how

to distinguishsuspension frongnorance?

Formaking a distinction betweeanspension and ignoranpee need toapplythe
operation.0  isan action that entails the acceptancedofActionsike asserting
0, or doing something that needihe acceptance ofb . Notice thatthe term
acceptanceis not necessarily theechnical termwhich was coined by Cohem

epistemology. 6 isdoablefor a rational agentif and only if she believebat & or

andChisholm, R., 197&erson and ObjedRoutledge (2013), P: 27

7L FANBS gAGK Yiryeée ARSIA Ay [/ 2KSyQa RAAGAYOGA2Y 0 ¢
not fully believe thaP can nevertheless justifiablge@ept thatP.The most important difference

between Cohen and my account is that he ignores the fact that someone can accept a proposition and

its negation at the same time. Besides, he disagrees that an agent who bBlielsesacceptB. The
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suspends whethed. A rational agent does nalisbelieved while sheis performing

6 . She should at least firtddpermissibleand she shouldhink that the possibility
that 6 is true,is notepistemicallyignorable.In contrast to thecavemen, acientist
who suspendwhetherQuarks exisbr not, mightagree (by considering agreement as
an actiond ) with another scientistwhosaysi K lgdzl N¥| & Shé dgyreemiitHoub
believingthat Wuarks exig2(l think this accountluminates the meaning of the word
agreemen). Letd o @B be W acceptsd Q Thend o & entails"Yo DR ~

6 C amd . (0 is a rational agenb will not dod  while she is ignorance about it or

disbelieve®). Now, we are ready to distinguishspensiorirom ignorance:
Yo B boam - dowdh 6 )
"0°Qb boaw - doah b ®

Acceptingd means being committed thatd is appropriate to be used for
reasoning The agent is committed because she has evidence in favor of the
LINBLI2AAGAZ2Y® | OOSLIiI yOn§gS @R RAAROGMeannsl v af | |
having enough evidence forto use it foreasoningNotice that smeone can accept
0 without believingd . For example, a scientist may accept that light is particle without
believing that it is a particlé®Other words can be used instead axceptinglike

endorsng oradmiting.

Suspensioris the acceptancef both side, 6, and ", while ignorance ibeing
unable to accept eveane side.lgnorance isot-accepting(failing to acceptp and
not-accepting 6.0One can also define acceptancalbwybt If an agent doubt whether

0, then she accepts 0. Therefore,suspendinga proposition entails doubting the

problem isthat he assumes that the notion of commitment is related oncteptancend notto

belietb | S al&a W!H OOSLIIIFyYyOS AYLI AS®PX O2YIYRIWS yYi2 i 22 (R §
Ff2y3 gAGK GKS LINRPLRAAGAZY & | LINBYAaSa XQ

There is not enougspace here to discuss these issues. The meaning of acceptance regarding to the
distinction between ignorance and suspension, make it enough clear for further appi{tatpe)

Cohen, L. J. 198Belief and Acceptanchlind, OUP, new series, Vol. 98, R91, pp. 36889,

retrieved from http://www.jstor.org/stable/2254849
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proposition and its negation. So, the acceptance of a proposition necessissate the
doubt of its negationAnd if a proposition is unknown (ignorapdhen the agent does

not doubt the propositioras well agts negation.
2 The necessity of nabelief for suspension

Isnon-beliefanecessargonditionfor suspensiofFriedmarsaysthat the ansver
isno®. I think her argument is natonvincing She showed that some fitéitionswhich
endorse thatnon-belief isthe necessary conditioof the suspensionare flawed |

detailher thoughtprovokingobservationthenwe seek the answeo the questionB.

Thehypothesis thathe state of norbelief isa necessary condition for suspension

could be writtenby thefollowingformula

~

Yo DR Y dQoad - 6 Qoah 6 (4)

Being in the state of suspension necessghteng inthe state oinon-belief There
are someproposals that they add a condition to Rbaliefto capture the notion of
suspensionAnoticeableideain this framework is that Bis suspendedhen it should
be consideredor it shouldbe entertainecby 6 °. Leté ¢ M bed is considered by

0QThenthe second proposal is the following formula:

Yo Y 6Qaéw T 6Qah 6 T 6 ¢ H (5)

8 Friedman J. 2011Suspended Judgmerhilosophical studie¥olume 162, issue 2, pp 1681

9 Wedgwood, R. 200Zhe aim of belieNous, Vol. 36, Issue s16, p: 227:

G!'a LASKIKS WBNXYI 2yS WadzalLISyRa 2dzZRAYSYHiQ | o2dzi LI
YEAGKSNI 68t AS0Sa y2N) RAA0SEASOSa Lo 6¢2 WO2yaARSN
200dzNNBy i GKAY(1Ay3Iodoé

Hajek mentioned the same idea whichti& OSA SR FTNBY 5FyASt {G2t2FN» | S
and add it as a condition in order to avoid accepting that cavemen were gnostic whether Quarks exist.

Hajek, A. 1998\gnosticism meets Bayesianjshmalysis, Vol. 58, No. 3, pp. 298, P: 205



Suspension of Judgment 10

(5) saysthat an agent@, suspends whethd¥, only ifsheis considering andis
in the state of norbelief. Friedmansays thatonsideratiorplus nonbeliefis no help
to capturethe concept ofsuspensiomecause an agemntho consides something and
then sheignores that issuehave no attitude (and consequently she does not
suspend). For instance, | considatethertomorrowthe library is operor not, and |
am in he state of norbelief, but | check mgalendarand | seghat | should go to the
doctortomorrow. | gop thinkngabout the lilvary.l consideredvhethertomorrowthe
library is open or natbut | do not suspal it, | simply just ignore all thimgbout
whethertomorrow the library is open or not. did not form anydoxasticattitude. |

cannot say thait is a suspended judgment.

Another idea is thatuspensioris related tdbelief resistance.etY Q bhd  be ¥

is in the state of belief resistancecath 6 QAnother nonbelief account is the following:

YO DR Y 6 Qo - 6 Qoh 67 YQbR (6)

(6)saysthat ¢ is suspended and only i© is in the state of noibeliefand belief
resistance Friedman says thain arachnophobichasa reasonto stop forming any
belief about spiders but we could not say thashe does suspend her judgment
Consider a mposition likea spideris aninsect | do not think that she suspends her
judgment towardspider is an insecCriticismseems compelling6) like (5) is not
acceptableRejecting (5and (6)leads us to the third idedaybe suspension happens
because of havingn epistemic reasonAn agent who suspends wheth&r have
epistemic reason to suspendsLetOr) &0 bed hasepistemic reasoto suspend

whether6. The last notbelief account is:

Y6 Bho Y 6Qam - 6Qah 6~ On & @)

P Friedman, J. 201 8uspended Judgmethilosophical studies, Volume 162, issue 2, ppl8&5:
169
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A class otounterexampleis those inwhich the agent suspend®er judgment
because ofan epistemicreason and then loss her reasont!. Imagine an agent
suspend whether there idife inKepler 438lor not becauseshethinksthat shecould
not know it at least in hdifetime. Onedayshelearnsfrom the radiothat the Harvard
Smithsonian Center, which is one of the largest astrophysstiélitionson our planet,
is doing new researdbout Kepler 438b and they thittkat they will find an answer.
After hearing this nesfrom one ofher reliablesourcesof knowledge she loses her
reason to suspend whether therelife in Kepler 438b or not, butill, sheisin the

state ofsuspension

| think the abovecounterexample(and similar examplesjannot play its role
properly. The firstcriticalissue ighe assumption thaan agent who grasm anddoes
not know it is true or false, is in the state of suspen! As itvas statedbefore she is
not in the state of suspensidmecause she could be ignotafgnorance does not
necessitate¥ y-grasping Having zero evidence about the truth of a proposii®n
closer tognoranceand notsuspensionf the agent knows that Kepler 438lthe most
Earth-like planet (ESIarth similarity index)88), and also knows thatadiation
superflares make this planehinhabitable andthussuspends her judgmenthen it is
rational to say she suspentesr judgmentbecause she thinks ESI=.88 incredise
likelihood and it is not ignorable possibility howeske findsthat the fact about
radiation isalsonoticeable But an agent that just knows thikepler 438hs a planet,
without further informationis simplyignoran. Graspingand having no information
should be called ignorance and rsatsparded judgment Another issue is thafter
receiving the announcement froradio shdosesher epistemiaeason but she haa
new epistemigeasonto suspend her judgment. She knows that in the following days,
the new reports willgive her more information and still she has all of those

contradictingevidence

11 Friedman, J. 201 8uspended Judgmerthilosophical studies, Volume 162, issue 2, pal8&5 175
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There is anotheproblem that requires a plausible answerThe problem of
forgotten evidence is a famous problem in traditional epistemolégydman raised
the problemofforgottenevidencd 3+ Ay aild SOARSYGALIfAaYD | S
are ones for which an agent once had adequate evidence that she subsequently forgot.
At the time of epistemic appraisal, she no longer possesses adequate evldsrise
retrievable from memor§}?. In parallel fashionwe could make a new kind of
counterexample. An agesuspend her judgmentbecause of thespistemic reason
(ER)at the timeo, and then she forgot that epistemic reasanthe timed p while
she is still in the state of suspensilime askthe agentwhyshe issusgendng whether
0, then she sayshat shedoesnot have anypecificreason.Shejust knows that she
had a goodeasonto suspendher judgment.It seems one with zero evidence can
suspend her judgmenBut there is a questiommaginean agent who believes that
She does not have amyvidenceand she knows that she formed this belief wvieliable
beliefforming process. Sheceivesnew infaomation againsé from a reliable source.
She thinks it is compelling for an ignorant agent to disbebebecause of the
evidence She tries to remember hewridenceput she cannot. Thereforshe cannot
compareher evidenceto form the right doxastiattitude. Shas wondering whether
to suspend,disbelieveor believed . | think she should disbelieve because she is
committed to what she knowblow, imaginelse receivenew evidencéor 6, and she
does not know whether this is the same evidence that convinced her to beleve
not. If the answer is yes, she knows that she should suspend her judgment, if no, then
she will believ® . What should she dd&he will suspend because sheommitted to
what she know. | think the forgotten evidence or forgotten epistemic reason is not a
problem for this account. However, | know many might find my explanation

inadequate.

Qx

L GNASR (2 SELX I agdinsCodkbekefavchbwyitQaf spensidghdzY Sy i &

Even if we accept that all above Roelief accounts are flawed, it does not follow that

another nonbelief account cannot capture suspenspyoperly. We can assume that

12Goldman, A. 1999nternalism exposedournabf philosophy, Vol 96, No 6, P: 2793
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nonbelief is a necessary condition, or we can continue our investigatmut &ie
relationship between suspension and Haglief. | think nonbelief is a necessary
condition for suspension and ignorance. Notice that Friedman was interested to prove
that suspended judgment &1i generisand in her paper, | think, she was deglvith

the phenomena and not with the rationality of suspending judgment. | think it is not
rational to suspend a proposition without being in the state ofinelief. Also, it is not
rational to believe and disbelieve a proposition at the same tngher investigation

demands a clear answer to the questigmd@ich is also an answer to the question B

Before going to the next sectiohneed to distinguistthree ways thatpeople
mostly usethe expressiorsuspended judgment. First notion is the static suspended
judgement, which means the agent has conflicting evidence for and against a
proposition and she cannot believe or disbelieve the propositibis what | am
interested. The second caseaboutupdating. If someone asks me about whether you
will believetomorrow thattHumans are causing global warnfridiave to sathat | do
not know because it is indeterminate, and it dependshemew information At any
time 01 cannot tell that ab & whether | believe that humans are causing global
warming or not. | think this does not means that | should suspend my judgment for
ever. | can believe, disbelieve or suspend my judgimased on my evidence that |
have while | know that | might change my chin future. Third case is when an agent
does not have enough evidence. If an agent grasps a proposition but she does not have
enough evidence about the proposition, then she is ignorance. Ignorance and
d4dza LISYRSR 2dzZRIYSYy G IINBE yndo6 ankBhadnyS® CN
information aboutd Qdoes not follow that | susperid | call the first and the last case,
respectively suspension and ignorarRegarding to this text iall theories in formal
epistemology that they have updating rule, la@e ®nsidering the seconadotion of
suspension, and there is no problem thdriound that | shouldnvestigae into the
first and the third notion of suspensiowhich with belief and disbelief are four basic

doxastic attitudes



Suspension of Judgment 14

3 Believing and suspending thie same time

One of the motivatiors for rejecting the ideahat the state of norbelief is a
necessary condition fosuspensionis that sometimes it seems thatan agent
simultaneouslysuspends anbelieveqor disbelieves). If an agent could believe and
suspend at the same time, then nbelief is not a necessary condition for suspension,
because the agent is not in the state of Amelief. We could split thexamplesn two
groups The first one relateto the difference betveen sense and referena@nd it
opens the discussion about the object of doxastic states second one relates to
what our action says about our doxastic attitudesl itleads us to th definition of

rational agent and the notion of accepitce.

3.1 Twomindeds

isnot the largest lake ikurope' 6 believess and suspends. Unlikeus, shedoes not
know that Bodensee is the Konstanz lgkke learnedrbm areliable source that
Konstanz isot the largestLake.She has contradictory evidence ab&atdensegand
she suspends whethér Stould we considerthis case as a counterexample &oron-
beliefaccount?The short answer is ndhe long answeis thaté andé may refer to
the same lakebut for the agentp, theymay betwo different lakesAlsq notice that
this is nota problem just for suspension.rtay happenthat an agent believes and

disbelieve s 14,

BHowever,dzZa SR G KS GAGES 2F {lfY2yQa LI LISNE L (GKAY]
puzzle.
Salmon, N. 1995. Being of two minds: Belief with Doubt, Nous, 22Q), 1

4 One might argue that the objeof belief and suspension are different in nature. The conjunction of
0StAST | YR & dza LISogliavethaBld NBSIRRENTsTvBetBBY @ Y2 @ dza S (KS
whether. The conjunction whether is just a sign that the epistemic nogmahktor is not truth
aSyarirds mknéws whetheBQ &l R WA (i AkaowsSviheti@riB Bknéivs 1 S W
whetherBQ Y SAlbglieves or disbelievegand is not doubtful.

Assumes A &akeWonstanis not the largestlake inEuropands A & W. 2 RSy a S

i K

g 2
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3.2 Suspendingvhile havinga high degree of belief

Sometimesit seems thabur action contradicts owtoxastic statelmagineA has
losther pen while sh&vas climbing a tree nexb the river. Shehinksthat it ishighly
more obable that it is in the rivethan it is in the mudSheknows that if it is in the
water, then shecannot find it anymorand it is goneShestartsto probethe mudto
findthe pen.Vasech?, her friend, asks hedo you belieg that your pen is in theud?

Sheanswes: no. Shasls:why are you probinthe mud so?

The above examplgemands our explanation. It seems the agerih the states
of belief and disbelief, or suspsnand disbelief at the same tim&or finding the
answer, v need to come badk the relationbetween actiorandthe doxastic states.
6 isanaction which entails the acceptance®fLeto¢ors  be Ais doings

DoingB requiresacceptingB.
0¢df  © B &M ®)
It is interesting to find the relationship betwe&n®d & and basicdoxastic
states (belief, disbelief, suspension, and ignorante)the formulas (2) and (3%
relationshipwith suspension and ignorance have been illustrategoufagree that

belief entails acceptance, then you finthe following formulasconvincing. Let
0Qb6M beAdisbelieves. We have:

b Odh 6 9

0"QOM O "0 hdh 6 (10)

BLYF3AYEFNE OKIFNIYOGSNY LG YSIHya fAGSNrfte WC2N gKI
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From (8) and (9) follows that

6 Qan 0Qdh 6 (11
The above formula does not mean or entail thét ‘Q & 0"QOM or
another similaooking formula 6 Q& 6 ‘Qah 6 . Not believing B might

be disbelieving B. When a proposition is not believed, then the agent might be in any
other doxastic states namely disbelief, suspension or ignorahd@&h ~
6 'Qah 6 is nota tautologyin formal epistemologybut the formulad Qé&h ~

6 Qo s clearly @autology.

Now,from (2), (3),8), @) and (10)we can reach to the formula whidluminates

the answerto our question:

0éd O 6 Qo ~ Yo bid (12)

The above formula says thain agent is doing , then she believes that or
she suspends whethér. In our exampled is doingd ,andBA & Wt Sy A& Ay 0
According to the formula (12), she believes thadr suspends whether. As she said
to Vasechi thashe desnot believe that it is in the mud, we can conclude that she
suspends whether it is in the mud or nbta rational agentioes6  and she does
not believed, then sheis in the state of suspensio@learly our action may have
conflict. An agentn the one sidegan assert that she disbeliev@sandon the other

side, can d® . Ithink we know that it is not an ideal agent that eiscuss

Another candle that shed light on the issudas the differewe betweenthe
guantitativeand qualitative notion of belief. In many cases that the agent suspends her
judgment and it seems that she believes or disbelieves that proposition simultaneously,
in fact, she just has very high very bw degree of belief. Ithe examplethe agentA

thinks thatit is highly probable thahe penis in the riverandit is not in the mud. So
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she hasavery lowdegree of belief that it is in theud. Havinga low degree ofbelief

does notguarantee that the agent is in tis¢ate ofdisbelief.

The way that we apply the wodisbeliefis tricky.lt should not be confused with
Hot believeQ [BvNdedtee obeliet’ The answeto the question (C) iloQarational
agent could not be in the state of suspension and beliafigbelief) at the same time.
Consequently, | prefer to agree with people who think-belef is a necessary

condition for suspesion of judgment.
4 |s suspension a negatigmvariant operator?

Is suspensiona negationinvariant 16 epistemic operatd®® "Yé Bho P
Y6 Dhx6 Does suspendin entail suspending 6 ? Anepistemic modal operation,
O f) @ could be called aegationinvariantoperator, if and only ify 1} ‘@R
0 ) @h 6 .Beliefanddisbeliefare not negationinvariant If an agent believe® she
could not believe 6.Assumehat suspension isot negatiorinvariant Then we have
three possibilitiesi) Yo B ~ " Adh & .The propositiord is suspended and its
negation is believedhiscannot happen. Because if an agent believés then she
disbelievesd and as we showed before a rational agent canimbielieve and suspend
B at the same time.ii) Y6 B = O'Qdh &6 . This isalso rationallyimpossible
because disbelievingd entails believing and an agent could not rationally believe
and suspends wheth&at the same timeNotice that justapplied the formula (11).
i)Yo B T "O"QHh 6 .Having evidence anformation about , entailsthat we
have information and evidence aboub. Therefore, we could not be in the state of

ignorance about a proposition while wespendts negationConsequently,

Yo b9 P 3 606h 6 (13)

16|t was hard tdind a proper term for this property. Spohn suggested that negatizariant might be
a suitable optionlt was one of many suggestions from him. | thought this term is the best option.
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'0Qe P "O'Qdh 6 (14

The argument for (14) like (13). The formula&2), (3), (9) and (10) which says about
the relationship between acceatce and four doxastic statendorse(13) and (14)we

could consider it as an alternative proof

5 Degrees of suspeled judgment

Do we have degrees stispensioror a quantitative notion of suspensiofrhe
simplest case for illustrating the degrees of suspensusigending our judgmeiais
per the objectivechances. Imagine we have two dices. The first oae égghtsided
dice and the other one iafour-sideddice.An agent suspends whether it will be three
in both cases. In the first cas¢he chance isl25andin the second case i85. (if we
ask the agent that there is dice that we just know that it iSmatsided. She will not
suspend her judgment whether it is sevemot because she thinks seven might not
be a possibilityShe thinks if it @sixsideddice then there is no sewn). Eight and four
sided dice gives the agent two different degrees of belékiouslythe degree of
suspens, when the dice is a fotsideddice is higher than the eigkdided dicdbecause
as perthe relationship between acceptance and suspensiangddgree of acceptance
(commitment)is higherAccording ® (13), suspension is gatiorrinvariant we could
conclude that the agent spends her judgment whether it comap three or not as
well. The degree of belief for fosrded dice is75 and for eightsided dice is875.
Which one could be the degree of suspensig@ddr .25? 1250r 875? How could we
calculate the degree of suspension hereXd@&me back to the defition of the
gualitative notion of suspensianThe sispensionis about having contradictory
evidenceand if the degree of belief or acceptance, represdrg weight of evidence,
then the degree of suspension could be the degree of contradictory evidehosh
in this case, is the minimum thfe degreeof belief and disbelief. For fosided dice is
.25 and for eighsided dice is .12Briefly,the degreeof suspension is the degree of
contradiction which is the degres bilateral acceptancelhe maximun degree of

bilateral acceptance in fotgided dice is .2%ndit is the degree of suspensidriound
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some standardifor definingthe quantitativenotion of suspensiowhich helps us to

avoidsome obviousnistakes:

i) If we make a model teepresent suspended judgment, then the agent should be
able to turn from one doxastic attitude to another when she updates her epistemic
state. This standard looks obviousnyArepresentation of doxastic attitusehould
guaranteethis possibility. Thisandard is important because there is a representation
by Van Fraassénthat could not satisfyhis standard and it is a crucial problem as
Hajekalready observe®. Van Fraassen proposes tHat representing suspended

judgment one can use interval or gae probability functios

i) In case thatthe agent is in the state of nebpelief (not believing and not
disbelieviny the higher degree of suspension entails the lower degree of ignorance

and vice versa.

iii) The degree of suspension f@ and its negation is theame However, their
belief functionsmight be different.One can say the same thing about degrees of

ignorance.

As | saidin this text,the degree of suspension is the minimum degree of
acceptancédor bdief) of a proposition and its negation. For example, Dempster Shafer
theory of evidence cawork withthis definition by defining the degree of suspension
as the minimum degree of belief and disbdlieshow it in the chapter 5). There might
be other sugestions which aréke the notion of quantitative suspended judgment
Forexample,one might sayhat the degree of suspension is the degree of evidential
support that an agent ignores to stay suspended. | explain it in the chaplee 6.
threshold that @fine how much evidential suppashouldbe ignored is called the

degree ofheutralityor neutrality threshold as we havaeritranking theordf. | think the

17in Van Fraassen, B. C. 19Bi8e agnostic subtly probabilified, Args, 58(3), p: 21220
18 Hajek, A. 1998. Agnosticism meets Bayesianism, Analysis, 58(3)6199
¥ Spohn W. 2012. The laws of belief, OUP, P: 76
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degree ofignoringis not the degree of suspension. It seems the tédwgree of
unopinionatednesds a properterm as Spohn appliec?it | try (chapter 6) to show
how degree of suspension and unopinionatedness are conne@edree of
unopinionatedness is very helpful wayegplainingsome epistemic phenomena. For
instance, | have noticed that all cases that the degree of ignoring is high, people use
the terms like suspension of belief or suspension of disbelief. Because in theia mind,
high degree of belief and belief are interctgeable.In this text, as it should be a
technical text, dighdegree of belief and qualitative belief are not interchangeable.

discuss later in chapter 6 about ranking theory and these standards.

[ SG1 Q& FTAYAAK (K ihbse thidasindagdy whizhishodloeMa&dLIS | G A Y
and the definition of the degree of suspended judgménagent should be able to
turn from one qualitative and quantitative state to anotherlrithe state of non
belief, a higher degree of suspension entadslower degree of ignorance andice
versa iii) The degree of suspension of a proposition and its negation is the Isame.
addition, the quantitative suspended judgment is the minimum degree of acceptance

of a proposition and its negation.

~ ~, ~

"YOid [ EO0GOMMooxd (15)

6 Qualitative and Quantitativepistemic states

Ason the one sideve haveadegreeof belief, disbelief, suspensi@ndignorance,
and on the other side we have belief, disbelief, suspenaimmhignorance;t seens
reasonable to sk about the relationship between quantitative and qualitative doxastic
attitudes. Which one is prior? Theaee three possible answsrand everyanswer
seems in some aspect reasonable. i) thditpteve notion of belief (and other states)

is prior, ii) quantitative notion of beliefs prior, iii) neither. It means they are two

20 Spohn W. 2008. A survey of ranking theory, P: 23
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independentonceptf belief andwe cannot explain one of them with the other one

but we mightbe ableexplain their interaction.

From believingd follows that the agenhas adegree of beliefl mean in the
presence of belief, always there is a degree of b&igfan agent may havadegree
of belief, andno basicqualitativedoxastic attitudeThis fact may convince many to

think that quantitative belief is prior.

The priority of quantitative notion dieliefleads us to two key questian) How
to represent degregof belief?Which one could represent degrees of belief better:
sharp or impreise probability Singleor multiple probability functios? Additive or
nonradditive probabilityfunction? And ii) What is the relationship betweehe
quantitativeand qualitative notion of belief? A narrower question asvhan agent
takesa doxastic attude, based on her degreef belief?In the following chapters, |

will discuss these issues.

There are cases that an agent watlow degree ofacceptanceprefersto accept
gualitatively a propositionLikeacceptinghe logical consequence of scientific findings
that looks counterintuitivdike BanackTarski paradoXn contrast to Banacharski
paradox, there arenathematiciaswhodo not accept to changéeir option inMonty
Hall problem' howeverthey know that mathematicallythey should Another case is
when a person knows it is very likely that she loses her money in lottery, but she
accepts to buy the tickeBuying the ticket in lotteryometimes means that slaecepts

that she is winingThese cases lead ug the notion of the degree of commitment.

21 The problem is stated as followsssume that @om is equipped with three doors. Behind two are
goats, and behind the third is a shiny new car. You are asked to pick a door, and will win whatever is
behind it. Let's say you pick door 1. Before the door is opened, however, someone who knows what's
behind the doors (Monty Hall) opensie of the othetwo doors, revealing a goat, and asks you if you

wish to change your selection to the third door (i.e., the door which neither you picked nor he opened).
The Monty Hall problem is deciding whether you de. ddrrect answer is that yalo want to switch.
Wolfram Math World: Retrieved frohitp://mathworld.wolfram.com/MontyHallProblem.html
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For assigning theéegreeof commitment or acceptanc® a propositiorbased on
aqualitativeset of updateg thought Ineed to definealogic of possibilities. The degree
of each possibility will béefined based on the degree of contradiction, or degree of
surpriseafter receiving new informatiorrhe degree is computable in different ways
like usingvarious sorting algorithm® sort pasibilities | made the theory to give an
interpretation about what ranks in ranking theory meahswever it was not

completely successtul

The thirdpositionis neither. The lottery paradox is one of timeotivatiors for
saying that quantitative and qualitative notion of beheé independent.l think a
normative theory in formal epistemology should show their relationship. There are lots
of assumption that we could revise to solve problems like lottery paradoxnptssos
fA1S WLHEf LINRPLRAAGAZ2Y A Oor@KRKEE RSKABST miKSISEI
0S KA 3K Swdsdiutioh i wotkingon degrees of acceptance and the qualitative
notion of acceptance instead of belief. As accepting a propositiorisandgation at
the same time is possible (suspension), an agent can accept qualitatively a proposition
0, however her degree of acceptancedois less than the degree of acceptancex6f
This approach allows me to revise the assumption that the amueptthreshold

should be higher than .5.
7 Doxastic attitudes: definitions and relationships

I, almost, like many researchers in formal epistemolagyee to takethat the
object of belief is a proposition. Besides, | assumedattlavingd is equivalehwith
disbelieving 6. By assuming those assumptiohdtied to answer some questions
about the nature of suspended judgmemturing my researchreached toeleven

formulae, from (Al) to (All), which arevalid inthe entire dissertation
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Now, here is the problem. People often he
inconsistentommitments. The persons whose beli
are @nsistent is, in fact, @arity. [sic]Yet it is absurd
to suppose that a person who has inconsist
commitments is thereby committed to everything.
by oversight, | believe both that | will give a talk
campus at noon,ui also that | will be in town at noon
this hardly commits me to believing that the Battle ¢
Hastings was in 1939.

Paraconsistent belief revision, Graham Priest

Belief Revision

Even though belief is a matter of degree, the binary beliedgmion)playsa crucial
role in our daily lifeDoyle*? who couldbe considereds the founder of &liefrevision
follows Dennetin distinguishing between binary judgmental assertion (op&)iand
graded underlying feelings (belief) many caseswve assertthe conclusion of an

argumentthat its premisesare all believedthough we find the conclusiamlikelyor

22Hansson, S.0., 2011, Logic of B&liefision, retrieved from
WKGGLIYKKLIE F (2 0& G kbylietNRE DS Rézy 6 QR EIHEEABRO W
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counterintuitive. We cannot describe ttassertionwithout distinguishinglegrees of

Belief from opinion (oBelief)

Doylein his paper where he introducdus Truth MaintenanceSystem explains

w

why Wpinion revisiord & & (m&yM Bethe moreaccurate nene:

IKF @S dzZaSR GKS UGSNY WwWoStASTQ
YAIKG GKAYy|l GKS GAGES Ww. StAST
' YOAGAR2dzAaZ (GKIFYy WeENMHMziK al AydsS
people carries with it a condepf grading, yet the TMS has no n
trivial grading of beliefs. Perhaps a more accurate label wou
W2 LIA Y A 2 ya & BB @@ X ®ibw Dennett in distinguishi
between binary judgemental assertions (opinions) and gi
underlying feelings (beliefs).

In belief revision offruth Maintenance System (TSM3, itwas calledn Al and
computer science, we start with beliefs or opinions per se. The epistemicistate
representedby a set of sentencesghich the agent believe3hese beliefs are notly
those beliefs that wdelievein, or explicitly believée should also caider beliefs
which we are implicitly committed tobelieve Obviously,in belief revisionthe

qualitative notion of belief plays the key role.

Briefly, the epistemic state of an agent cobé&representedy a beliefset this
belief set is &et of serences that an agent mommitted tobelieve As the(rational)
agent shouldbelieveall logical onsequences of her beliefall those consequences
belong to her belief set as wéllTheabove property, the epistemic closyo®uldbe

based orclassic or nofwlassic logic.

2Doyle, J., 1979, A Truth Maintenance System, Artificial Intelligence 12723. 268

24Hansson, S.0., 2011, Logic of Belief Revision, r&rieleNR ¥ WK G G LIY Kk k LI F G2 & y T2
belietNS A AA 2y K Q ! OOSEAASRY ModAnHDPHAMPSE | Fyaazy KIFa (
distinction
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There are various belief revision systentsoriesdiffer intheir assumption about
the cansistency of the belief set, theefinition of epistemic closureand allowing
multiple belief sex. The question is how we could regent suspended judgment in
belief revisionOnemayfind two promising approacheideterministic belief revision

and paraconsistent belief revision.

Indeterministic belief revision allewepreseningthe epistemic state by multiple
(possiblebelief ses whileit applies theclassic logito define the epistemic closure for
eachpossiblebelief set. Paraconsistent logim the contrary, disagreethat the belief
set slould beconsistent,and it applies paraconsistent logic to define the epistemic
closure.lt might lookimplausiblebut it is not.Priestsays that there are good grounds
for supposing that an ideally rational agemisthave inconsistent beliefs It seems
that he isin sane respectgight. It seems having inconsistent belief or information, is
the reason formany inquiries | prefer to replae the word belief with accepted
propositionsor endorsed propositiobecauseof the definitions of belief (1.9) and
disbelief (.10 3ISYySNI tf ez L LINBFSNI G2 | @28 R (KS
belief set,and a belief basshould be consistent, butnheed to capture the intuition
that a rational agent might hawtbe same nomeutral doxastic attitude towdrtwo
conflicting propositionsAs these two theorigsindeterministic andParaconsistent
BeliefRevision, arboth acontradicton-tolerant model, they look plausiblelowever,

they need some amendmestor the sake of uniform terminology

There are twaritical questions to answer. If we work with Indeterministic belief
revision,we need to find a way to define the acceptance set based on the set of all
possible belief set¥vhen we work with paraconsistent bélset, we need a solution

for defining theepistemic closure.

25 Priest, G. 200Paraconsistent Belief revisjdrheoria 67; 21-228. P: 218
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In this chapter]| start with the traditional belief revisiofhGM) and | follow the
inquiry with Indeterministic Belief évision (IndBR, and eventually paraconsistent

belief revisionQualitative acceptanaevisionQAR?S.

1 Traditional Belief Revision (TBR)

We start with traditional belief revisiolt.provides enough intuition about hcav
belief revision theorynight look like. There aretwo fundamentalassumptions with
regards tothe project, the formal representation of spended judgment. First, the
belief set should be consistentSecond, we apply classic lodgitcom the second
assumptionfollows that the ex contradictionequodlibet(ECQ or the principle

explosioris validin TBR.

A reason that some think that a belief set should be consist&@@lt says that
all sentencegeverything)follow from a single contradictioff. an agentbelieves a
contradictionor two contradictionsentences then sheis committed to believeall
possible sentences (the whole langupgedbelieving everything is absurdls TBR
applies tassic logicit endorsesthat a contradiction leadthe agentto the triviality.
Paraconsistent logic rejects EE@n unwanted epistemic result dBRis that all

inconsistenepistemic stateare the same!

Traditional belief revision assumes that a belief set should be consistent and after
learning newnformation we shouldstay consistent. In mamasesit seems plausible.

For instanceémagine thatan agenbelieved that all animals taste with theiouthpart

26\We could make morthan one paraconsistent belief revision as there are many paraconsistent
logics. See

Priest G,Routley R.andNormanJ.(eds.),1989. Paraconsistent Logic: Bssan the Inconsistent,
Munich: Philosophia Verlag

27 Priest, G., Tanaka, K., Weber, Z. g@gbrevision)Paraconsistent LogiSEFAccess 16 Jan 2017].
Retrieved from https://plato.stanford.edu/archives/win2016/entries/lgggraconsistent/
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(6). Qurprisingly shelearnsthat a butterfly tastes by touching something with its feet
so shelearrs that 6. After learning 6, she should revisener belief set which
contairs 6. Sheshouldgive upher belief that all animia taste with theimouthpart If
sheadds 6 without giving u@, thenshe iscommitted to believawo contradicting
sentencesnd consequently their conjunctions which atradiction(0 @ 06). Ifshe
believes a contradiction, thenbased onex contradictione quodlibe(ECQ) that

anything could be inferred from contradicti@heshouldbelieveall sentences
1.1 Logical consequence operator

Let0 be the set of all sentences aidbe a subset of). Then the functiond €0
givesthe set of dl logical consequences of. The functiond &is aTarskianlogical

consequence functioff it satisfieghe followingthree conditions

Inclusion @

0 P 6D

Monotony

@

OGP OO 680 POED

Idempotence 5 &0 5¢6 D (3)
As per(1), the set of all logical consequence) gfcontairs all members ob .
(2)sayghat the logical consequence of a set is subset of the logical consequence of its
superset. (3) says thatd €is an idempotence operatoand the set of logical
consequence ofa set which is clogk under logical operatignd € 6 €0, is
equivalentto the setd €0 . In other wordsjf a set is a deductive closuttgen the

iteration of its logical consegnce remains invariant under iteration.
1.2 Belief set

Now, one can define the belief set based @nTarskian logical consequence

function:
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LetD be the set of all sentences or the whole language
U be asubset of), thenv is a belief set if it is consistemtd
closed under logical consequences.

If anagent believes all sentencestinthen she is committed to beliede& L .

Whendi 0, it means) is accepted i, and when 61 0, it meanghat 6 is rejected

in V. In contrast to the main line, there is another variant, which is presented by Pearce
and Rautenberg. The idea is thafieving 6 does not entail the rejeiin of 628, As

it allows tobelievea proposition without rejecting its negatidrdo not invetigate on

all possible variant in belief revision. As per (A.7) believing a proposition entails
disbelief of its negatiorNotice thatthe definition of belief is accepting a proposition
and not accepting its negatioMherefore,one cannot believe and shelieve a

proposition at the sametm¢ SGQa 3I2 o6 01 G2 GKS ¢.wo

A set of propositions is a belief set if and only ifsatisfestwo conditions:

Consistency o UU 4

Epi. Closure ObUB O & b0 5)

28 Gardenfors, P., Rott, H., 198slief Revisigrn Handbook of Logic in Artificial Intelligencd hagic

Programming, Volume 4, Edited by Gabbay, M., Hogger, C. J., Robinson J.A., Clarendon Press: P. 47

The main idea is that the negative information should be distinguished from positive information. They

have started the paper by Gardenfors epistemazielling of intuitionistic propositional logic, and the

definition of proposition as an element of a class of function ¢oK As | understood, the key

assumption in Gardenfors paperBis accepted if and only if the acceptanc®&ddads to

contradiction. Pearce and RauteahB K| @S LINBaSyGdSR | Y2RSt GKFG AdG U
FGGAGdzZRSas (G261 NRa LINRPLRAAGAZYA ¢gAGK2dzi € SFRAYy3I i
The paper which you find the idea is

Pearce D., Rautenberg W. 19Ptopositional logic based on the dynamics of disbiligFuhrmann A,

Morreau M. (edsThe Logic of Theory Changiecture Notes in Computer Science (Lecture Notes in

Artificial Intelligence), vol 465. Springer, Berlin, Heidelberg
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The reason fothe assumptior{4), whichassert thathe set should be consistent,
is thatbased orexcontradictionequodlibet( 6h & U 6, for allé and®), from an
inconsistent belief seanythingfollows you can infer all sgences. Notice thads per
(5), Epistemic closuréhe agent is committed to believe all sentences,iand it is

irrationalto believeevelything.
1.3 Beliefbase

Notice that it is possible to have two different setgéh the same logical

consequences, foexample, the logical consequesaa U 6 6 6 andv
6ho are the samed ¢80 =6 &0 0). We call a seb a belief basefor 0, iff
0 &L 0 . Obviously, based on the logic that we amplpur philosophical account

of epistemic closurghe relationship betweendbef set and belief baseries

There arevarious inconsisteribelief base and only one incasistentbelief set
Again, aper the definition of belief] prefer to say that belief base should not be

inconsistent, and an acceptance base can be inconsistent.
1.4 Update rules

AGM or traditional belief revision works based on a beliebsettthe agent revise
her belief when she receives new informatiénsystem that after recéng new
information loses minimum informatida stay consistentis called by DoyleRxoblem
solveror a Truth Maintenance SystéPn Theproblemmeansincompatibleinput. The
problemappears because new information is not caifle with what agent believes
Ly 52&fSQa g2NRay

How a problem solver revises its beliefs influences
acts. Problem solvers typically revise their beliefs whel
information (such as the expected effectanfactionjust
taken or an observation just made) contradicts pre\

2 Doyle, J., 1979, Auth Maintenance System, Artificial Intelligence 12-232. P: 231
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beliefs. These incsistencies mape metby rejecting the
belief that the action occurred or that the observa
occurred®

The new information does not always contradict our old beli&ifso, smetimes
we simplyretract our belief without learning new informatioffhis case happens
mostly when we learn that the source of knowledge is not reliaiibe most
complicated belief change is in fact revision, where we ask ourselves how we should
restoreconsistey agairt. In general, there are three different changesim belief

set: Expansion, Contraction, aRelision.l explain them in detalil.
1.4.1 Expansion

When we learn new information, which is not inconsistent with our beliefs, we
simply add the sentence to our belief set. It is cadguansionFor exampld,leamed
that Kiwi is an animal that lives in New Zeal&ddl not know that before, sbsimply

add this sentence toy belief set.

If onelearns new informationd, andsheobserve that 6 is compatible witther
belief setv,thend 6 0 €0 C 0 ishernew belief setBesidesif U is a belief
basefor 0, thenv C O isabasefob 6. Notice that during expansiahedoes
not reviseany old belief andshe does not, lose information. This isone of the core

assumpionsin TBR.

Che&ing consistency is Nldmplete.When we have huge amount oflata, and

we receive new informatiqiit is hard to check the consisted&yEven in our daily life

0 Doyle, J., 1979, A Truth Maintenance System, Artificial Intelligence 12723R: 259

31 Concerning to the belief change, | find TBR unsatisfactory and unrealistic. Sometimese®e qiroc
revision takes time. During that process, we suspend our judgment. When we focus on belief for
representing our epistemic states, then in the dynamic we should define learning as believing! The
noticeable part of learning is wondering and suspendurgudgment without making new hasty

belief.

32More information about Nfeomplete problems:
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we learn and add new information to our bebet, and after avhile, we learn that we
are inconsistent. When there is a huge amount of ddtas likelyto have an
inconsistent belief setThis likelihood of having inconsistent beliefis another
motivetion for acceptinga paraconsistent logic and working with a paraconsistent

belief revision modét.

1.4.2 Contraction

Contraction is the second possible chari@@nmetimawe retrad a belief from our
belief setAssume thatbelieve that there is an interior pathway between the building
A and the buildingV in Konstanz Universit{fmeone told me that fronthe fourth
floor you could reach tthe buildingV fromthe buildingA) However unfortunately,l
cannot find any wagt the fourth floorto reach the building A. This experience cannot
convinceme that thereisor thereis notany internal way from V to A. Soetractmy

belief that there is an internal way between building A aatikbnstanz Universif.

If an agentbelievesd, and then she learns thatcould betrue or falseand it is
not only true(like having conflicting evidence for and agatstthen she should
retracto from herbeliefset As theagent,should retract the least information fmo
her database, aftethe contraction she should be certain that her belief set is the
largest subset of her last belief set whicboes not belong to ifThis constraint is a

core assumption in TBRhere is a problemhts policy does not support thenique

Weisstein, E. WWRComplete ProblenMathWorld-A Wolfram Web Resource.
http://mathworld.wolfram.com/NPCompleteProblem.html

More information about Nommonotonic reasoning and Nfdmpleteness of consistency check:

Strasser, C. and Antonelli, 2001. (2016 last revision) Mdalemonotonic LogicSEP, Retrieved from
https://plato.stanford.edu/archives/win2016/entries/logi@nmonotonic!

GXAY 2NRSNJI 02 RSOGSNN¥AYS 6KSGKSNI I RSFlLdzAE G A& GNRXR3
perform a consistency chetk I Yy R & dzOK OKSO1 & INB y2i O02YLlzil 6t Sdé
B SS aSO0GA2Y aaz2iA@lF GA2YaB! NUATFAGALFE AydSttAaSyos
Priest, G., Tanaka, K., Weber, Z. 2016(last reviBam@consistent LogiSEP. [Access 16 Jan 2017].

Retrieved from https://plato.stanford.edu/archives/win2016/entries/lgggraconsistent/

34]magine an agent who believB®ecause of the evidende loses her evidende then she should
ignore her belief without being in the state of disbelief. A sirndacept withcontraction could be
found in LawRepeal without replacemeptovide an intuitive understanding of contraction.


http://mathworld.wolfram.com/NP-CompleteProblem.html
https://plato.stanford.edu/archives/win2016/entries/logic-nonmonotonic/
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outcome it needs another constrainin some cases, there are more than one logical
possible retraction. For instanassuma) 6 &€ 6™ 6 . If anagent wants to
retractd” O, she has at least two options: retractin@r 6. Notice thatby deleting

just6™ 6, the set 6hd entaik8™ § as its logical consequence.

The agent mighthink that0 is more importantpreferableor valuabg) thano,
and it worth to keep instead of0. Therefore, shekeepsl . In traditional belief
revision, the agertancompare all sentenceandshe could ordethem based on their

importance or based on how much they are entrenched.

There are some postulador contraction in TBR. LeétD 6 be thecontraction

of U byd. Then 0 D 6 should satisfiesll sixfollowingpostulates:

Closure VD6 6EODO (6)
Success bed&n 0 81 680DS S
Inclusion VD61 0 (8)
Vacuity ©

6e6eh © UDG O

Extensionality (10)

62 61 6&n © UD6 UDG

Recovery 11

vl VD6 6
The Closure(6) saysthat after a contraction the belief set shoulgatisfythe
epistemic closure (5The Success postulat® cays thatf we retract a sentence and

the sentence is not a tautology, then it should not belong to the nédwflset. 8) is

Inclusion A contraction should not produce namformation and the new belief set
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should be a subset of the old belief set. Vac(#ysaysthat the contraction of a
sentencewhich does not belong to thad belief set, could nahake a new belief set.
The postulate {0) guaranteesthat the contraction of two equivalent sentences
reaclesto the same belief seAndeventuallythe recovery postulatemaybe the most
controversial postulatesaysthat the contraction and then expaisi of asentence

reachkes usto the old belief sebr a richer one

There are various counterexampkegainst recovery, and it &ill open for new
developmens. As a counterexample, imagine an agent believes\4ht arewarm-
blooded,and they arebirds.' Then the agent learns that they are not waltinoded.
She retract$oth because she knows if it is a bird, then it is whtooded as well.
Again, the agent learns that Bats axammas and sheendsto addthe sentence that
\Bats arewarm-blooded' to her belief set. Based quostulates §) - (11), the agent
should undo ad reach to her last belief seh bther words, she should believe tlzat
batis a birdandtherefore awarm-bloodedanimal® Thestructure ofanexamplecould
be the following Addingd to a belief set which contairis- 0 leads to believing;
naturally when we retraad, we tend to retrac as well, because we believed it

because 06 ; while, TBR suggests to believeven after retractiorof 6)

The operationD is calledPartial meet contractionf and ory if it satisfies
postulates §) -(11).

Conjunctive Inclusior 12

61 VDO - LUDO@ 1 VDO

Conjunctive overlap 13

OD6 £A£0DS 1 UD 636

35 For nore similarexample see the sectioRecovery and its avoidarioe

Hansson, S.0., 2014gic of Belief Revisioei NA SPISR FTNRBY WKOIGLIYKkKkEX F 20801
belietNS A AA 2y Kk Q &! OOS&A4SRY Mo®dPnHDHAMPB

For see an interesting idea to solve the problem see

Rott, H andPagnuccoM. 2000,Severe Withdrawal (and recoverdgurnal of philosophical Logic, 29,

501-547
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(12), Conjunctive Inclusiopronounceghat if a sentence does not belong to the
contraction of the conjunction of two sentences, thiea contraction of that sentence
is a superset of the contraction of the conjunction of that sentence with another
sentence.The reason is clear. The contractiond @ could lead us to three possible
results.l) Retractingd and 6 both, Il) retracting justd, or lll) retracting just. If 6
does not belong to the contractidoy 6 @0, thenthere are twopossibilitiesiaumber (1)
and (1) because by retracting justo is still there. In bth casathe consequence of

the conditionaln (12) will hold.

(13), Conjunctive overlggronounces that the intersection of the contractiondy

and the contraction by, is a subset of theontraction byd @6.
1.4.2.1 Entrenchment

If an agentshouldretract abelieved propositiofirom her belief set, she should
retract the least important ond=or examplel, am in thelibrary, and| believe that Ali
has a black headphori@). And,| believe that see the world like other people, if | see
something white, other people will see it white as wel). My friend, Nils comes
toward me and says: a moment ago, | saw Ali in the library with his white headphone,
GKAOK KS |tftgleéa oSFNaR® L fA1S G2 o0dz2 GKS
GKFG ' fAQa K SthRR a2 ghSuldrettact@oKO\ BeSadse® ando
entail that Nils should observe that the headphone is whiseems rational to retract

0, instead of); becaus® is a general hypothesimd it is morevaluablethand.

Rott defines epistemic entrenchment the following statement:

A sentenceais epistemically less entrenched in a belief ¢
kthan a sentench, if and only if a person in belief stki@ho
is forced to give up eitharor b, will give u@and hold orb®.

36 Rott, H., 1991Preferential Belief Change Using Generalized Epistemic Entrengimént
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Why are some beliefsnore importantor entrenchedthan other beliefs2etme

explain iin Gardenforsaand Makinsorwords

Certain pieces of our knowledge and beliefs about the
are more important than others when planning future acti
conducting scientific investigains, or reasoning igeneral’

Letw wa be the value or the importance 6f Thenw @& WO a , means
0 is less entrenched tham. w @& ¢ W OO meanso is asleastasd entrenched

Ando ®a G wda means they are equally entrenched.

There are five postulates for epistemic entrenchment:

Dominance BUS- GO toha (14)
Transitvity i d cahd BoOa todd - ooactone I
Conjunctivenes - g ¢ oa @6 U oOa ¢ dod a6 (16)
Minimallty 81 o - "# God Coda )
Maximally v e coma - 6f #1 (18)

The postulatg14) is Dominance. Ib is the logical consequence ®@fthen¢ is
equal orlessentrenched thard. If an agent is about to retracdt, then she has to
retract alsod . Becauseetractingd brings 6 again to the belief set, and it means the
problem is not sole The agenshouldretractd. Forexampled U6 is equaly or

more entrenched thaid. It seems somehow counterintuitive, because we thénk

37 GardenforsP. andvViakinsonD. Revisions of knowledge systems using epistemic entrenchment.
Moshe Y. Vardi, editoProceedings of the Seco@bnference on TheoreticAkpects of Reasoning
About Knowledgepages 8895, Monterey, California, March 1988. Mord€éaufmannP:88
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contains more information tha® U&. Number (5) the transitivity guarantees that
epistemic entrenchment is transitiveAs per the (14) we can mfer, that
WOaZo twwd andw W& do ¢wwa . From this inference and ) we can
concludethato G @ W OA Unoa  «dad . It simply guarantees that
after the contraction, one of the sentenag®or 6 will be retracted from belief sefis
per these three postulateél4) -(16), there is notany room for indeaion3 For any
arbitrary sentences, &are always ableo decideto give upd or 6 or both. Becase
for any two norautology sentences we have WG ¢wOa”

6 Un®d ¢wwad 6 .Incase oo @@ ¢Cwda 6 ando®d®d@ Mo ®da™

0 , we reach tow®a& wa and we should retract . In the case of
WA ™ 6 Twda tCOOa 6 we reach tow®a Gwda , and

we should retracboth.

(17) isminimality, and it says that if a sentence is not in oalidf set, then it is
less or equal entrenched than all sentences in our beliefRsat. mentionedan
unpleasant result of this postulate whigbudo not have any graduation for sentences
that they do not bong toyour belief set’. Moreover,the last postulate(18), states
that a tautology is equal or more entrenched than all sentences in our beliafst,
Rottarguesthatasperi KA & L2 &adGdz I S WAG A& FT2NDBARRS)H
degree of istemic entrenchment which is as high as the degree of lagitiat#Q

The following is the definition dfie entrenchmentbased contraction

38 Rott, H., 1991Preferential Belief Change Using Generalized Epistemic Entrenclonemal of

Logic, Language and Infmtion, P:45r y = t Y nyY WXAO Aa F2NDBARRSYy (2 a
2F (G662 FINDAGNINE aSyidaSyo
¥LOARY WXAG Aa T2NDARRSY
0StAST asSid YXQ

40bid

K¢S + aNIRIFIGAZ2Y 2F
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6 0D6 & 610D 6 AS 19

WWaus Uoi 6 en

In the right side of theabove formula, notice that fro Ad @ O & US
follows6 Ad | wdaUS . It means thatd and its logical consequendeU 6
belong to the belief sai D 6. Notice if6 Ad G w ®& US then weshouldretract

0 ando both.
1.4.3 Revision

Thelast possible epistemic changehs revision Sometimesve cannot simply
add whatwe havelearned becauseur belief set will be inconsistent/e should revise
our belief set. Foexample| learn that®. dzil G SNFf A Sa @l Belie$ed 6 A (1 K
that butterfliestaste with theirproboscisand | believed that Butterflies do not taste
with their feet ¢. After learningd, first, I1shouldretract a sentence which it is
inconsistent with my new informationé from my belief setand then) canadd what

| have learnd.

By applyingsterisk as a symbol for revision, we havé 6 0D 0 0.

This formula is called Ledentity, which it shows the connection between contraction

and revision.
Levi Identity 28 0D & 5 (20
Besidesthere is another formula which it is called Harper identity:
Harper Identity (21)

OD6 vz 6 A&S
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The Levi identitf20) and the Harperidentity (21) reflect the relationship between
revision and contractiorLike partial meet contractionwe havethe partial meet

revisionby following six postulates:

Closure 026 QMO QA IQQ® (22)
Success b zs (23
Inclusion 0zl o B (24)
Vacuity 51 0- 026 0 & (29)
Extensionality 5a & - 0zd 0zo (26)
Consistency 5UU - 026Uy 27)

Theclosurepostulate (22), is clearSuccesg23), says that if a sentence is nat
tautology, then the sentence belongs to the revision of thelief set with that
sentence(24) statesthat a revision retrastand adda sentence but expansion always
add a sentence to the belisét Therefore the outcome of revisingpy a sentences

always a subset of the expansiortly same sentence

Vacuity 25) pronounces that if a sentence does not belong to a belief set, then
the revision of the belief set by that sentence is equal to the expansion of the belief set
with that sentenceExtersionality, (26) says the revision of a setith two logically
equivalentsentencs, leadngto the similar belief seMoreover,(27) says the revision

of a belief set with a consistent sentence, is a consistemtrgeif we consider2Q), it
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means they botlyuaranteeghat the new set is a belief set and it satisfi@sand b).

Besidesywe havetwo supplementary postulates:

Superexpansior . (28)

bz 6@61 0z8 &

Subexpansion (29

6168026 - 026 61 0z 686

The formula (28), Superexpansigrand @9), Subexpansignare related to the
contraction supplementary postulatdstmefinish this section by Hansson words. He

explairsthe relationshigbetween themby the followingtext:

Let * be the partial meet revision defined from the partial r
contraction + via the Levi identity. Then * satic
superexpansioif and only if + satisfies conjunctive over
Furthermore, * satisfiesubexpansioif and only if + satisfie
conjunctve inclusiof.

1.4.4 Two general rules

In addition tothe condition(4) that we should sta@onsisént, andthe condition
(5) that we should accept all logical consequences of our belieivsiety are two
constraints of belie$et, therearetwo constraints for belief changkenagine thereare
¢ possible wayof updaing a belief set aftereceivingnew informationand we need
to pick the best possible updateall each possible way like0 ,0 ,andetc
LeQé& wa be the epistemic value af , which shows how much a belief is
entrenchedor is epistemically valuable, and be the best possible updat&hen

two constraintsof belief updatesire the following formulae:

T wSgraAaA2y:I NBIUNASOSR FNRY
Y HCcPAMOPHAMT B

41 Hansson, S.0., 2011, ho® 2 F
belieEtNBS A &A 2y Kk Q ! OO0

puli
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Preservation ,, .

9 Ustd | Os (30

Entrenchment ,, (31

e , 08 O |, VSO wwa 0

RYAL VI

The principle30) says that we should minimize the amount of informaliza
0 preserved equally or more than any other possible belief upd@®ssays that
if we should retract a belief, we should retract the least important one because we
should keep more d@renched belie$*3. Therefore ) is epistemicallyretracts less
valuable sentencegbove formulae (30) and (31) are not necessary for understanding

of this section. They are only two general condition for belief change.
2 The representatiorof doxastic attitudesin TBR

As TBR represenbur epistemic states by a belief set, the question is how we
could representinknown disbelievd, andsuspen@&dsentencedy just a simple belief
set The disbelief setould be made based on the belief:gbe set ofthe negation of

all believed sentences the disbelief set.
2.1 Disbelief set

As per(A.7)*, an agent disbelieves if and only if the agent believes . For each
belief set, we can define a set of sentenésuchthat for all sentences in, the
negation of thesentences in$. For examplgf the belief set i® 6ho , we have

$ 6h 6 . By assuming this symmetry between belief and disb@i&, the

42The value of a set is the sum of the value of its members

43Rott, H. 2000Two Dogmas of Belief Revisidhe Journal of Philosopl97(9), 503522
Rott considers both principles are dogmas.

“6 Qah 6 0"QdM
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representation ofone of them;+ or $, is enougho represent the other oneA model

whichdoes not reflect this relationshiprobablycould not endorseA.7).

Thedefinition of a disbelief set (32) and the Y3Biows the relationshipeween
belief anddisbelief set ar¢he following:

$ "s "I+ (32)

croria s 9

2.2 Suspensioand ignorance

A sentence which belongs t9, is believed if ibelongs to the betf set+. If its
negation belongs to the belief set, then it is disbelielféde sentence and its negation
do not belong to the belief set, then itssispendeglor the agent is ignorardgbou the
sentence.How to knowthe epistemic ditude towardsa sentence which is not
believed or disbelievéds it suspension or ignorancBy suspended sentence, | mean
a sentence which is not believed or disbelieved but the agent has conflicting evidence
for and against it. Imagine an agent recénermation about a sentence, and she add
it to her belief set, then she receives information against it, while still she finds first
received information reliable. Then retract the sentence without believing or
disbelieving the sentenc@®n the other sid, there are sentences which are unknown.
The agent does not have any information about them. For making a distintttiok
TBR cannot distinguish them. One may say,veee to distinguishsuspension and
ignorance, is definingas a set of sentencesichthat the sentence or its negation is
acceptedby the agent®. Then, contairs all believed, disbelieved and suspended
sentencegor there is no unknown sentence in the langualyeyv, any sentence that

does not belong tq is unknownto the agent. Anaher way for distinguishing

45| thinkif we look at theRanking theory as the general account of TBR, then this is how it defines the
language. For ranking theory, the language contispended, believed and disbelieved sentences.

The interpretation of suspension is an open topic. We will come back to the issue when we are working
on Ranking theory.
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suspension and ignorance is by anotiegrnativedefinition of, suchthat, is the set

of all sentencesuchthat the sentence or its negation is not acceptable for the agent.
Then, contairs all unknown, believed, and disbelievshtencesand any sentence
that does not belong to is suspendedUnfortunately, TBR does not say anything
about this issueexplictly. We could infer from the definition of contractiand
expansion that any sentence that belongs toand it is retracted isan unknown
sentencedor the agentBesidesexpansion says that we learn new information that we
did not know, and we add it to our belief set. Thereforeis the set ofunknown,
believed, and disbelieved sentencdfese solutions clearly do not make sense
because it is not how TBR was introdid&e know that, is simplythe set of all

sentencesand above suggestions are meaningless.

Letmeillustratethe problem of representing suspended and unknown sentences

by an example:

Ali dees not have any idea what Phaistos Bfiss. He just knowthat it isa
historicalobject inthe museum He does not believe that Phaistos Disc was from Crete.
Alsq he does not disbelieve that Phaistos Disc was from Crete. We can say that he has

non-beliefattitude towards the sentence that Phaistos Disc was from Crete.

1. Phaistos Disc

46 Surprisingly | learned that this disk might be a fake historical object.
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On the other side, we have Sara. Slamercheologistand she resear@son this
object. There is a controversial debate whether Phaistos Disc was from Crete or not.
Sara can easily convince Ali that it was from Crete or it waSaratis capablesbause
she hasconvincingevidence for both side#\li and Saraare epistemicdly different.
Sarasuspend her judgment whether Phaistos Disc was from Crete or not, and Ali is
ignorant that it was from Crete or not. Is it possible to representdistinction in

traditionalbelief revision?

Unfortunately,no. Because there is noay to define them both at the same time
by our TBR modeloFeach sentence in tHanguagethere are thregoossibilitiesit is
in the belief set (belief), its negation ighe belief set(disbelief), othe sentence or
its negation is not in beliekés(ignorance or suspension of judgment). We need four
possible states for each sentence in our model to distinguish suspension of judgment
and ignoranceThe sentences that are out of the belief and disbséétould play one

role, and it is not suffient.

TBR like many other simple theories in formal epistemology could not make any
room for suspension and ignorance at the same tilheonsides suspension and

ignorance the same thing.

3 System ofPheres” and Indeterministic Belief Revision

Groveproposed the systems of spheres which is related ta B8R postulates for
the belief changeletd be the set of alpossible belief sef®. For any belief set,
define 0 as QI 0 v I "Q which are all interpretations that maketrue. If it is

aninconsistent belief set, them ‘Q .In the same way and for the simplicity, for

any sentence liké, we could write¢ instead of 6

47Grove, A.1988,Two Modelling for Theory Chandeurnal of Philosophical Logic, Vol. 17, No. 2, P:
157-170
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For any subsetYof 0 , which could be called an sphem,Y gives the
intersectionof Z GY "Y. Notice thato Y is a belief set. In case™f 1,0 "Y will be

an inconsistent belief set.

There are five propertiesf the functionodg - L:

O+ + (34)

5YUU &y s (35)
rv3l o O3E" 03T 9
"3mBi- 313 - 03103 S
"t T E o+ T+ -+ 1+ 38

(34)says that the set of formulas all interpretation of a beliefetis that belief
set.(35)sayshat the formulas ofYare consistent if and only if it is not the empty set.
The formula®3 7" On (36), means the smallestelief setcontainirg both O3 and",
which is #¢' © #¢ 4 or# 103 ° " . (37)says that forthe formuas of the
superset of any sphere is a subset of the formulas in the sphere (@Isayshat
the set of the interpretations of a belief set is subset of the set of the interpretations

of its superset.

Letq be the the collection o§omesubsets of) , then we callYa system of

spheres centeredon @ if it satisfies the following conditions:

5f61 - 51 6 U615 (39)
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" 5{ 1y 81 5) (40)
-0y (41)
(42

"UiB5i nr6i g 5&" 0 G6E" .0 - 516

2. A system of spheres centered ¢4

The first condition (39) says that for any two spheres in a systephefes, one
of them is the subset of the othérhe second conditiof@0)isaboutthe centerof the
system If a system adpherescentered on, thendis the subset of all sphes@ the
system. (41) simply shows that always belongs to the system. The fasmula (42)
says thatf the intersection of all interpretations of a sentence arsglaere in'Yis not
empty set, then there is the smallest spharévthat intersect withall interpretations

of that sentencés.

The revision of a belief setwith 6 belongs to the intersection ob and U .
The diagram (3) illustrates how the system of spheres explains revision. The revision

belongs to thestripesarea.

48Grove, A., 1988,wo Modelling for Theory Changeurnalof Philosophical Logic, Vol. 17, No. 2, P:
159
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3. The diagram oK+* B

3.1 Indeterministic Belief Revisioitom spheres to ellipses

Traditionabelief revision is deterministic. For a belief set and a given dnpmé
have one outcomendeterministic belief revision proposes that we should allow for
there being several equally reasonabévisionsof a theory (belief set) with a given
proposiion.Consideb as a belief set, an@l a proposition. The agent is going to revise
0 with 6. Each fallback is a subsetiofvhich it is consistent with (we can call ia 6 -
permittingsubset of0 ). As we said in the last section, we have a family of sphare
possible fallbacks such that they are nest§dSgA &4 Qa &LIKSNBE aSy|
O2dzy 6 SNF I OGdzr £t & A& OSy i SNEBR,theyaretentgredy 3t S 4
on a theoryln diagram 3), the stripearea is the strongest-permitting fallbackof v

expanded by .
3.1.1 relational belief revision

Indeterministic belief revision proposes a relational belief revision instead of
functional belief revisionin TBR,annectedness is guaranteed @) - (19). If we give
up connectedness, which it means some sentences are incomparable, then the belief
revision will not be functionainymore Instead ofa family of spheresas we have in

TBR we will have a family of ellipses. When we giveaqmectednesswe have a
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family ofellipses and we could have more than one outcome from the revision of a

belief sety byd.

4. The diagram oKz B
In the figure(d) if you revisa) by 6, then you havéwo possible outcomes and

U . LikeTBR we have postulates fdhis relational (in contrast to functional) belief

revisiorf®:

Take0 | O z 6 asO is a possible revision 0f with 6:

Seriality $0 No (o 268 (43)
Success oo 26 - 800 44
Expansion 6T 0 @Oi0 28 -0 0 & (45)
StrongConsistency V 8@ Ud by 26 - Aq O (46)
Substitutivity Usa 6 - 0 286 0 26 (47)

49| indstrom S., Robinowicz W., 19Bfijstemic entrenchment with incomparabilities and relational

belief revisionin The logic of theory changédited by Fuhrmann, A., Morreau, M., Springer Lecture
notes in Artificial Intelligence 465

Notice thatl change the way that they have presented in their paper, in order to connect it to the

main line
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Revision bgonjunction

( oio 8@ 810 - o sioz 9

6 @6

o 49
bliv zo@d"v vl v 2 (49)

606 - 6T 0 -

$0 0i 0 zéeWb @O O O

Seriality (43) says that for any belief set and a proposition, there ismvhisétis
the possible revisioof that set by the propositioisuccess, (44), says tlaaty possible
revision ot  with 6, should havé as its memberThe formula(45)is expansion
andit says that if a belief set is consistent with a proposition, then the revision of that

set with that propogion is simply their expansion ar U 6 UL z0.

Strong consistency postulate (46) says thatha case of revising a set by a
consistent proposition, the result is consistent as @ibstitutivityor extensionality,
(47)says that if two propositions are equivalent, then texasion of a belief set with

those propositions reach treameoutcome.

The famula @8) isthe revisionby conjunction The expansion af a possible
belief setof 0  with 6 while & does not belong to , is the possiblebelief set of
the revision of) with 6 5. Obviously as is the revision ob by 0, we know that
0 is its membefsuccess postulate), so, when we expand it Wjths it is compatible
with 6, we reach to a new set thatand6 belongs to that set4@) says that this set

is the possible revision of tmeain belief set with the conjunction 6fando.

The last postulat€49), says thaif all possible revision of a belief set with the
disjunction o and0 does not have 0 as their member, then among them there is

a belief set which its expansioithw# is the revision of the first belief set with
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By simple step, we can define functional belief revision basehli®relational
belief revision. The belief revision fisnctionalwhen 0 | 0 26 @O | 0 z
0 - 0 U.ltmeans, every two possible revision® ofwith 6 are the same and
there is justone outcome forthe revision function ofa belief set and an input

proposition
3.1.2 Epistemic Entrenchment

There are five postulates for IndBR epistemic entrenchnidrgconnectedness
cannotbe derivedfrom these postulatedn case ofo W@ ¢ w W& we say thab
epistemically is as entrenched@sThe axioms (50§54) is the rationality requirement

for a logically omniscient agent.

Dominance BUS- 0Oa Cood (50)
Transitvity o & ¢ ob BOOE CHOB - GO CHO® 1)
Comunetve 4 id ca®ma POhE CHOD - GdE ChLaZo O
Closure

Bottom AV - 610 & (valB) e Vval(h)) ®3
Top (54)

6 AT ¢valg)- (B

(50)and (51) are respectively likd4) and (5). Conjunctive closure (53)iffer
from (16) and it is the reason that the connectednasgdnot hold anymoreAs per
(52) if a proposition is lessntrenched than two other propositions, then it is less
entrenched than their conjunctioiVe could not derive that for any two propositions
one of them is equally entrenched their conjunctionrhis postulate says thet have

(16) for two propositiors, the agent should be able to compare them (or they should
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be connected)By adding the following postulate IndBR epistemic entrancement is

equivalentto the TBR epistemic entrenchment:

Connectedness (55)

WOd ¢Od Uoda toha
By accepting(55), we could infer (16). For the proof, first, assume
Woa ¢wdoa then you havell), after that, assume» @ ¢ w W& and again

you can inferX6), therefore theirdigunction gives uslg) as well.

Any two possiblebelief ses of an agent,have one of these three possible
relationshifs: one of them may bethe subset of the other one. This case cannot
happenin Indeterministic belief revisiohecause of preservatioii one possible belief
set is a superset of anothpossible belief set, then the agent should take the superset
and ignore thesmaller oneSecondthey are disjoint set3.hiscannothappenbecause
all possible belief sets contain all tautologigsrd, they are overlapping seti® this
casewo possible belief sets interseandthere are some sentences that thieglong
justto oneof the possiblebeliefsets. So, if an agent hasore than one possible belief
sets, then for any two possible belief sets of the agent, their difference cheribe
empty set. Now, by thidescription | illustrate that indeterministic belief revision

allowsconflicting possible belief sets.

As an examplemaginedi 0 @61 0 andél 0 @61 O . If the agent revise
them with 68U #, then she couldhave #l 0 @6l 0 and6iv @ "1 0 .
Thereforean agenhascontradicting possible belief seNotice that, fom thisresult,
it does not follow that # and# are not connectedFor any possible belief set a
proposition and its negatioas per the revision postulate should be connected. The
proof is simple. According to the strong consistency, a proposition does not belong to
the belief set, or its negation does not belong. Therefore, at least is as entrenched as

the contradictionlf the otherone belongs then we could compare, if not, they are
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equally entrenched. Obvioushan agent always can compare thepistemic

entrenchment of a proposition and its negation

An agent may find it possible to believe a proposition in a possible belafdset

disbelieve it in the other one. Cowle call it suspended judgment?
4 The representation of suspended judgment in IndBR

Imagine we have a set of possible belief sets. ¢tmhd wesay thata proposition
in generaljs believed or not? In thexamplewe had #i 0 @61 0 , isd suspended?
May | say that it is believed and disbelieaéthe same time | prefer to sayno. so,
for the sake of uniform terminology,seems compelling to say thetery member of
a possible belief set as an accepted proposifitlen, we could say thatand # are
accepted. Andas per the definition of acceptance, accepting two contradjcti

propositions at the same time, is permitted.
4.1 Accepted proposition

It seemsthat we couldhave a definition for acceptanae INndBRA proposition is
accepted if and only if there is a possible belief set that contain that proposition.

IndB n w 7 & . ywoToe
dBRacceptance 50O& 2 $0 &1 U

(56)
In other word, (56) says that a proposition is accepted if and only if the agant
accept it in a&onsistentacceptable theoryOr if it is possible to believe a proposition,

then it is accepted.

In the above exampjémagineOis unknown or % 0 @A 0 . The proposition
like & @Oisnotacceptedand its negation is acceptedinbecause #i 0 . It follows

that © @Ois disbelieved.
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4.2 Basic doxastic attitudes

Four doxastic states belief, disbelief, suspension, and ignorancebeodélined

asfollows:

indBrBelief 606 2 $0 610 @ $0 61 0 57
IndBRDisbelief 0'0p @ $0 610 @%0 61 0 (58)
ndBRgnorance .y & o 610 @ S0 61 0 9
IndBRSuspension (60)

YoB & $0 610 @%0 o610

All aboveformulas are clear enoughmaginean agent suspend8 and does not
know aboufO, what should be her doxastic attitude ab@@0O? We could find the

answeraccording (56)(60) also we could do it with an epistemiddtiice.
4.3 Epistemic blattice

We can apply a #attice toexplain how this model workEhere are tw axesthe
horizontalaxiswhichis the truth axis and the vertical axis which is tbemmtment
axis. In the truth axis from left to rightt we had
0 "Qo ‘0°Q6 AYO B 0 Qa . It simply means thatf an agent
disbelieves) , she thinks thathe proposition is not truelf she thinks that it is
unknown, then at lest it could be possibly true, therefore its place is after disbelief.
The same could be said for suspensfomd in the right side, an agent who belieties
thinks thato is true. In the verticahxis,which iscommitment axisve have another
inequality’0"Qé 6 Q& HO"Qb "Y6 B . When an agent does not

know aboutd, she does not have any commitment. When she suspends, she is fully
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committed to both side. And when she believes or disbelievess stoenmitted just

to one sideln this text, in generafour basic doxastic statese illustrated by the

following diagram:

—
Commitment

Truth
-

Ll

6. Epistemic Blattice

For the conjunction of two propositisnwe could apply minimum (meet). For

exampleif 0 is believedandOis unknown, their conjunctiod@Ois unknownlf one

of them is disbelieved, their conjunction is disbelieveal. the disjunction of two

propositions we could apply maximum (join). For examptejsibelievedandOis

unknown, their disjunctioBU Ois believed It is easy to observe thalidity of the

following table:

0] Bel Dis

Bel Bel Dis

Dis Dis Dis

Ign Ign Dis

Sus Sus Dis

Dis

Ign

Sus

Sus

Dis

Sus

Bel

Dis

Ign

Sus

Table 1

Bel

Bel

Bel

Bel

Bel

Dis

Bel

Dis

Sus

Ign Sus
Bel Bel
Ign Sus
Ign

Sus

Dis

Bel

Sus
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There are foudarksquares which demand more clarificatidmo squares (*), say
that the conjunction of a suspended proposition ard unknownproposition isa
disbelieved propositionWe could simply investigate this atain wo different ways.
First we apply (56}(60) to prove it. Assume thab is suspended an@is unknown.
We know thaty 61 0 @$0 61 O .If0 contains 6, we are certain that

(6@0 belongs ta) . Therefore$v (6@O 1 U .On the other sidas there is no
possible belief set that contaii® we could infer that there is no possible belief set
that containgd@Oas well. Therefor&gd @O is disbelieve or in the other words$u (

6@01 0 @30 (6@OI 0 .Second, we could reach to the same conclusion with

the bi lattice. A® is suspended, it means thaD "Qo Yo b , if we addhe
conjunction of O"Q® we haveO Qo F'OQO Y6 b @'0"QD we have
(a) 0 Q6@O Yo B @0QD . On the other hand, we have
0QO 0"Q0 : and in the same way
00O TYO6 B 0"QD @"Yo6 6 , and eventually we reach to the second
part (b) 'OQD F°Y0o b 0"Q0PO . From (a) and (b), we haveould
conclude thail0 "Q6 @O 00O Yo b 0" Q60 . It means that

the conjunction ofa suspended andan unknown proposition is disbelieved.

VQOTYO6 b - O QOO .50The argument for two squares ** is the same.

4.4 Someunwantedresults

As perthe above theory and the way that we define doxastic states-(G@)we
could reach to some epistemic states tklagy are not intuitively convincingn our

examplewe observed that i is suspended an®is unknown, their conjunctiod@O

50 The same idea nad theories could be find here

Anderson, A., Belnap, N., Dunn, M., 18#ailment, the logic of relevance and necesBityceton
UP,P:506

Also. St y I LJQa LJ LIS NJA aséful o@valied légic:yHaw acomp&er should thifike
section in the book has the same title. Section 81. Belnap introduce thigaloed logic for an agent
who has inconsistent information. They are not logiaales, they are epistemic values, because
Belnap defines {T}=told true, and {F}=told false and so on.
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is disbelievedIf 6 is suspended 0 is also suspended. @is unknown,then Ois
unknown. With same calculation thaé did ford @Owe could say that 630, 6 O,

0@ Oall are disbelieved because one of them is suspended and the other one is
unknown. Now, we have four propositioh€0, 630,63 O, 6@ Othatthey are
all disbelieved but theidisjunction is believed 6@0 U ( 6@0 U 6@ O U

0@ 'O =T because it is tautology.It seems that the Hiattice does not work

properly. | think that believing the disjunction of some disbelieved propositions is an
unwantedresult butbelievhg the disjunction of two suspended propositisnnot
irrational. My first attempt to find a solution by working withdeterministic belief
revisionand a bilattice, doesnot work properlyandit is not satisfyingl tried to do
some amendments,then Ithought | can start with an acceptance base instead of
possible belief set@nd | found it less complicated and more plausiibtenk that we

could do better.
5 Qualitative acceptandgevision

As TBR and IndBR were satisfactory,] made a new theory whichcall it
Qualitative acceptancRevisionThe idea is thanstead of more than one belief set
we could start with an acceptance bastmweverfirst| need tomention some similar

ideas in the literature for morelarification.

For representing suspensiometre aresome suitabledeasin the literatue by
people who adhere paraconsistebtlief revision ParaconsistenBelief revision
accepts that sometimes it is rational to have an inctarsisoelief set.My theory
differsfrom Paraconsistent Belief Revis{®BR)I prefer to calimy theory qualitative
acceptanceevision becausethink an agent should not believe a contradiction and
also an agent should not believe a proposition and its negation at the samé&tme.
there is a clear distinction betweeQualitative acceptanc&evision(QAR)and

Paraconsistent Belief Revisidn.SG Q& a il NI 6 A ( PresiabdtiS | NH dz
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Paraconsistent Belief Revisamd then discuss the difference betwe®@ARand PBR

Priest giessomereasors why a rational agent must haaainconsistent belief?

Further, theeare, in fact, good grounds for supposing tha
ideally rational agent must have inconsistent beliefs. Su
agent would not believe something unless the evid
supposed its truti-ence, every one of their beliefs,.g an,
is rationally grouneld.Butthe rational agent also knows th
no ore is perfectand that the evidence is overwhelming t
everyone has false beliefs (rational agentluded:
rationality does not entail infiddility). Hence, they believe
(a1- ...~ an). Sqtheir belids areinconsistent.

| prefer to paraphrasethe above text by replacing belief with acceptardeave
two reasors:. first, belief is stronger than acceptance. Accepting two contradicting
propositiors does notseemirrational. In many cases in our ddife, we find two
people that they disagree each other, and we think that they are both right and their
argument look convincing. So, we accept both ideas without believing one of them.
Second] prefer toapplya uniformterminology and it seemsmostly what Priest calls

belief, is, at least inmy terminologyacceptance?.

| do not agree withPries in some cases:irst a rational agent should nbielieve
a contradiction.Second, a rational agent should no¢lieve two contradiction
propositions at the same timély claim is that a rational agent couddcepttwo

contradiction propositios

| callmy theory qualitative acceptanceevision because geemsto methat the

model idike our dailyepistemic activitiegndthe model isntuitively comprehensible.

51 Priest, G. 200PRaraconsistent Belief revisjdrheoria 67: 21-228. P: 218
52Maybe | can add the third reasdihile belief update works on a fixednceptual framework,
acceptance update can change the conceptual framework or set of possibilities.
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There areat leasttwo differences betweenqualitative acceptanceevision(QAR)
and indeterministic belief revision(IndBR): firsQAR the epistemic state of an agent
will be represented by an acceptance base which is not necessasigtentandit is
not closedunder logical consequenseSecond the definition of an accepted
propositionin QARIs different from IndBRVioreover,it does not producehe same

problemasindBR.
5.1 Acceptane base

When an agent learns thét she had to believalso6 UOandéU O. TRB and
IndBR, treat , 6UQ, and6U ‘Oequally.Epistemicallyhey are different. Therefore, |
thought that starting with an acceptance base (or even a belief base) is a better
strategy. On the other side, | thought thawe, at leastsometimes, have some
contradicting accepted proposition$ we represent the epistaic state of an agent
with an acceptance basiédoes not lead to trivialitylhe only key question is how the

closure should be defide] S 8t&tawith the acceptance base:

Anacaceptance base is a set opropositionswhichan agent acceptasher basic
accepted proposition®. To put it differently, an acceptance bases a set of
propositions whicltheir epistemic value is more than zefidve acceptance baseis
not necessarilya consistent set:

0 8D Gi T 1)

Anacceptancéaseis the result ohn inquiry An inquiry is also a set of received
information through the investigation. Sometimes, we receive contradicting
information. The positive side of this definition is that we could distinguish various

inconsistentacceptance sets. We could not distinguish various inconsistent belief set

because they were all the sarf)g.

53 Any other accepted proposition is derived from this set.
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5.2 Inferable set¥

The tosuredoes not hold for the acceptance baBeit,it could be appliedo any
consistent subset of the acceptance sétb. daily life and even in scientific
investigations, we do the same thingiysicist OOSLJia G KIF &G WiEAIKGE A3
is nota particle(Dependng on the situation, she applies one of them and not both at
the same timeSo, an argument based an acceptance base is valid, if and only if it
couldbe derivedfrom a consistent subset of the acceptance $&e outcome of an

argument is conditionally accepted.

We could have some possible belief sets inferable set$® (which hold
consistency and closure) based on any acceptanc&sé¢hat endfirst, we need to
define' , maximally consistergubsets of . It playsa crucialrole inQARThe set ,
is amaximally consistersubset of . We could call it maximally consistent inferable

acceptance bas

it @ urgt biogt ¢ty sl s O

For every , let's defineits correspondence possible belief set # 1' . As
the logical consequence function is Tarskiansatfies (1} (3), we could conclude

that a possible belief set satisfies (4) and (5) exactly as a belief set does.

(63)

“INBIfAT SR GKIFG WRSNA@GIotS asSiaQ O02dAZR o6S Fftaz +y
55| prefer to avoid this term, but | think it provide some intuition. Please do not consider the word

belief as epistemologists consider.

56 We could define the degree of triviality as the number of maximally consistent subset of the

acceptance set.
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The formula §3) says that+ isthe set ofthe logicalconsequence dof . As' is
consistentthe set+ couldbe a possible legitimate belief set which satisfies (4) and
(5). 1t might be helpful ifoulike to compare thishteory with IndBR. In botheories
we have a set of possible beliefs@nd we define accepted proposition based on this

set of possible belief sets.
5.3 Accepted in

A propositior!' is acceptedn' ,if and only ift follows from' .Let! AAH be
W is accepted inh QWe say' is acceptedn’ if and only if it follows frorh :

P

5HER 1 Ub (64

5.4 Assessable proposition

Howdoes an agent knothat a propositioris acceptedn’ ? We need to define
the conceptof assessabilitp define accepted mposition iNQAR A proposition ian
assessablpropositionif and only if the agent can decide in'allvhetherit is true or
false.In other word, a proposition is assessabfeand only if from every the
propositionor its negation coulde inferred Let! O'Gi  be" is assessable In

then:

oi BR a | ABH U1 AA"RA (69)

Now we could define assessable proposiéisra proposition that is assessable in
any maximally consistent acceptance base. It means that the agent could always decide
that it is true or false in a specific maximally consistent acceptance base:

61 BA 2 "' bi BHA (66)
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5.5 Accepted propsition

| found thatif we agree that being asses#als a necessary condition fire

acceptedproposition, then we will not have the same problem that we had in fdBR

6O&H - 61 BA 67

. (69)

(68) says that a proposition is acceptable if and only if it is assessable and there is
a' thatitis acceptedn' .If we compare it with (56)ve could se¢hat there is a big

difference between the definition of acceptanceélARand IndBR.
5.6 Basic doxastic attitudes

We have four doxastic statéd/e could defineghem bythe followingformulas

NAR Belief b .Qa a " ,Ob (I) g)ﬁo (69)
NAR Disbelief 006 2 "08 & OSKO (70)
NAR Ignorance 008 2 $O 61 BRO (72)

NAR Suspensiol s 5 a  $0p & &R0 B$06 & wsko @o i sio (2

571f we do the same thing in IndBR then they are somehow equivalent. The definition of acceptance in
IndBR looks nice and | had to present my olagon.
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(72) looks complicated, but it simply says that a proposisasuspendedf and

only if it is not disbelieved, it is Notlieved.and it is not unknownr ignorancé®,
5.7 Conditionally accepted propositions

We could find some propositions thiadve a more complicated situationl can
illustrate these propositions by an examglmagineO 6h 6h6- 6 . There are
two maximally consistent inferable subset O The first one D 6h6- 6 and
the second one i© 6hd- 6 . The propositiord is accepted ifOand it is not
accepted inO. Also,it is not assestble because its negationd is not accepted
anywhere. Obviouslyo is not beleved, isnot disbelieved, is not unknowand is not
suspended. On the other handiowever the prgosition 6 is not accepted
anywhere, it is not unknowar ignorancgnot assessablePne might think that this is
a big disadvantagettink this is not. The propositidghis a conditionally accepted
propositionand its acceptance depends on what agent ignore iadugptance base.

We could call it acceptidgy-retracting or acceptingy-ignoring.

Letd ¢ @HHO bed in"Ounder the conditiord is acceptableThen

~ o o~ ~ o~

6 6 &BRO 2 "0 b HEHO - b EFO (73

A propositiord is accepted ifflOunder the conditior® if and only i© is accepted
in allmaximally consistent subset'@which¢ is accepte€?.
5.8 Epistemic charg

During annquiry,an agent might learn and accept a proposition, and she might

decide to contract her accepted proposition. We do not need to defwesion

58|gnorance, unknown, neassessable are interchangeable.

59 According (73), we have various kinds of conditionals in NAR.

60 Another difference between IndBR a@é&Rss that in IndBR if an agent accepts a proposition under
the condition C and accejts negation under conditonngt = G KSy &KS adza LISy Ra
hold in NAR.

Al o
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because when an ageatceptsa proposition, she should not be necessarily worried

about inconsistency.
5.8.1 Expansion

If an agent learns thdi, then she simply adds it to her acceptabase Even if
the proposition is accepted, she should add it. Becasspger(68), an agent might

accepta proposition which does hbelong to the acceptance set.

06 OC 8 74

5.8.2 Contraction

Cantracting the propositio® could be reduce to the question of which subset of
"Oshould be the new acceptance deiaybe someone asks why not just adadl to the
acceptance set. It does not work because if an agent ac@eptd then she thinks
that 6 is not acceptable, then it is not suspended. Suspension is accepting a
proposition and its negationyway, the contraction does not entail accepting new
propositiorft.

“oDé 1 O (75

Obviouslyafter contractingd, the sentence should not be acceptable anymore.

6 & &hoD 6 (76)

61\We could define the contraction by following®C 6 0 .
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The contraction should not retract propositions that do not play any role in
acceptingd . In other word, the agent should be conservative to keep accepted
propositions as much as she can.

"'"d'0 OV @ 6 ®&io - TODGEO 79

In other words, the formula (77) says that if we could add a proposition T@im
the outcomeOD 6, and stilld is not acceptable, then that propositibelongs to the
outcome:

6 "00 6 GETODEC & - 81 0D (78

(77)and(78) are equivaleniThis constraint iske (6).

Now, we need another constraint which relates to the epistemic Vidlae.agent
could have more than one possible acceptance base which satisfi€ggy,5hen she
should choose one which is more véliga The epistemic value of the outcome is
higher than all other possible outcomes:

OO® B 0Oa (79)

G0 OVAD b GO0 - woons 6 A1 0

The epistemic value of a set of propositions is the sum of its methbers

62 Noticethat we could make even more satisfying theory of acceptance revision. For example, we
could in the same way define conditional contraction (not acceptingler conditionQ). It has the
same constraints. QAR is very fruitful theory, it is not justideifar representing suspended
judgment, it seems interesting for people who do research into conditional evétued logic. The
best way to calculate the outcome of epistemic value is introduced in the last chapter.
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Besidesif we apply the degree eaguenesgnumber ofthe inferablesets of an
acceptance bagethen someone might be interested to find the relationship between
the vaguenessnd contraction. Is a legsagueoutcome always better thattie vaguer
one? Is the goal of contractiphaving a lessagueoutcome?The answer is not.
Sometimes an agent might prefer a vaguer acceptance base, because she like to keep
some propositions even if it cost higher degree a@fuemess. It all depends on the

epistemic value of the sentences in the acceptance base.

The epistemic value of a proposition which is in the acceptance base, shows the
guantitative acceptance. This chapter is all about the qualitative nature of acceptance
and all doxastic attitudes. Fortunately, QAR works better than TBR when it comes to
0KS NBLINBaSyidalridAzy 2F adzalLISYyRSR 2dzZRIYSY i«

IndBR+Belnap proposélere is howQAR works when there are two propositions:

@ Bel Dis Ign Sus U Bel Dis Ign  Sus -

Bel Bel Dis Ign Sus Bel Bel Bel Bel Bel Dis
Dis Dis Dis Dis Dis Dis Bel Dis Ign Sus Bel
Ign Ign Dis .- Ign  Bel Ign .. Ign
Sus Sus Dis .- Sus Bel Sus .. Sus

Table 2

If two propositions are believed, then each is accepted in all inferable bases,
therefore their conjunction is believed as well. If a propositids believed, and is
disbelieved, then in all inferable basésand x 6 are accepted, therefore their

conjunctiond @6 is not accepted, andxd U x4 is accepted in all inferable bases
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because x 0 is accepted. If both propositions are disbelieved, then their negation are

believed, therefore their conjunction and disjunction is disbelieved.

Generaly, disbelief is dominant when it comes to conjunction. The conjunction of
a disbelieved proposition with another proposition is always disbelieved. Besides,
belief is dominant when it comes to disjunction. The disjunction of a believed

proposition with anther proposition is believed.

There are eight cells that they need specific argument and clarification. The cells
*, is the conjunction and disjunction of two propositiodsand d which are both
unknown (ignorance)When a proposition is unknown, thehete is at least one
inferable base which the proposition is not assess&ie 6 { RO . There are two
cases: (I) 6 i B@HO , from this follows that@b is unknown as well. Or (ll)
b i BARO , then necessarilp o 6@ RO , becauseif 6 G GZBHO , then
® @ @O , butd was not assessable. Cooldd & 6@ RO happen? Yes, a simple
example is the case tha&@d . Therefore, for two unknown propositions, their
conunction could be an unknown proposition or a disbelieved proposition. With same
pattern, one can prove that their disjunction is either an unknown proposition or a

believed proposition.

The cells *** when both propositions are suspended, their conjunction could be
suspended or disbelieved. The result could not be a believed proposition, because then
both propositions should be believed as well. The result could nanheknown
propostion, because for any inferable base, both propositions are assessable,
therefore their conjunction is assessable as well. The result could be a suspended
proposition, a simple example is the case that both propositions are equivalent. Also,
the result cold be a disbelieved proposition, whe@ . With same argument,

the disjunction of two suspended propositions is suspended or believed.

The cells ** and *** are the same: one propositiorsispendedand the other
proposition is unknownTheir conjundbn could not be a believed proposition,

because then theynustbe believed. The result could be a disbelieved, suspended or
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unknown propositionFor a disbelieved proposition, an exampl®@@ ~ . For
having an unknown proposition as the result,;@be the inferable set that is not
assessable in it. Then, dfis accepted inO, then their conjunction cannot be
assessable. 6@ is accepted, them is accepted and therefore is assessable. If
x 0@ is accepted, themd should be acceptband therefore be assessable, which
cannot happen again. Therefore, if there is an inferable set whigmot assessable
and¢ is accepted in the inferable set, thé&b is unknownA simple example could

be an acceptance base containing angnd x0. The inferable base which contdin
maked @6 unknown.At the endthere are cases that the conjunction of an unknown
proposition and a suspended proposition is suspended. As an example, let the
acceptance base containg® and 6@ . Then thee are two inferable bases, one
contains onlyx0, which entailsx 6@ , and another inferable set containsb
which entail®@5. So, the conjunction of a suspended proposition and an unknown
proposition, could be a disbelieved, suspended, or unkn@gwoposition. Same
argument for their disjunction could be appliddheir disjunction could be a believed,

a suspended or an unknown proposition.

@ Bel Dis Ign Sus U Bel Dis Ign Sus -

Bel Bel Dis Ign Sus Bel Bel Bel Bel Bel Dis
Dis Dis Dis Dis Dis Dis Bel Dis Ign Sus Bel
Ign Ign Dis I/D D/SII lgn Bel Ign 1I/B B/S/I Ign
Sus Sus Dis D/S/I  S/D Sus Bel Sus B/S/I S/B Sus

Table 3
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In contrast withIndBR that the conjunction of a suspended and unknown
propositionis only adisbelievedproposition in QAR their conjunctioncould be an
unknown, a suspended or a disbelieved proposiflétus, we will not reach to same
unwanted result as we observed in IndBBpended judgment could be represented

suitably inqualitative acceptanceevision,QAR without any specific unwanted result.

The research about the representations of suspended judgment, could be divided
into two parts: the representation of qualiteé doxastic attitudes including qualitative
suspended judgment, and the representation of quantitative doxastic attitudes. The
first part is finished here. Now, | begin the second part, which is about quantitative

doxastic attitudes and their relationshifth qualitative doxastic attitudes.



On mondays, Wednesdays, and Fridays, | call mys
probabilist (much like Earman). In broad outline
agree with probabilism's key tenets: that (1) .
agent's beliefs comes in degrees, which we may
credances; and that (2) these credences are ration
required to conform to the pbability calculus.

But on the contrary days of the week | am more crit|
of probabilism. A number of w&hown arguments
are offered in its support, but each of them

inadequate.

Arguments For_Or Against_Probabilism? Alan Haj

Bayesian Epistemology

| am confident that tomorrow our 24-days library is opemam less confident that
is rainy. Thus, tomorrowgbto the library, but am not certain thattke ax umbrella
tomorrow. | know that tomorrow the library is not, necessarily, open. Theesome
possibilitiesthat, for somelegitimate reasos it might be closed For instance, they
might havedecidedto repairsomething Notice thatthis kind of possibilitiedoesnot

affect my thought to check gain and again their website for sorpessible new
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announcemerg. | can say that believe that tomorrow the library is opé@Qualitative
belief) Moreover, | believe with .68 thait is rainy (Quantitative beliefhowever,
concerning the library, | catso sayhat | believe .99 that tomorrow the library is open.
When an agent has auglitative beliefone can conclude thahe has auantitative
belief. But from havinga quantitative belief does not follow that the agent has

gualitative belief.

Letgoback to(A.4) and (A.8)(A.4)saysif an agent is dointhe actioné |, like
endorsings when somebodystate it; then hehasacaepteds. (A.8 says thatfrom
accepting follows that the propositiénis belieed or it issuspenéd. The question is
what about degrees of belief? How could kv@w or measure her degrees of belief?
Onée* maybelieve that oubetting behavor and our degree of belief are connected.
Bysayng thatour degree of confidencer beliefcould be measured by our betting
ratio. If an agent accept bet at odd=f 1:4 that ¢ is true then her degree of belief is

at least.2. If it is her maximurodds then.2is her degree of belief.

The connection between our betting behavior and our degrdeeéf naturally
leads us to the mathematics of gambling: probability thebinis theory could help us
to model our degrees of belief. The idea that uncertainty or degree of belief about
the occurrenceof an event can be expressiegla probabilityfunction, couldbe tracel
back to Pasc&.Therefore the probabilityis notall about frequencies andtatistics
We can talk about our judgmesivy usingprobabiliies, e.g, | believe that tomorow
is rainy with .6Subjectivissgo one step furtheby saying tha't NP 6 | tite defgriell &
of belief’ Even vinen an agent saytbat the probability ohavingTailwhen weflip a

fair coinis .5, she is talking about her degrees of belief.

Not everyoneis happy withthe subjectivistinterpretation There aredifferent
interpretatiors of probability The probability of havingailis the same for all agents.

But different agents have different probabilitiger Wesley Sdeingthe next chess

63 ike Ramsey ale Finettj see

Talbott, W, Bayesian Epistemologhhe Stanford Encyclopedia of Philosophy

64Gabby, M., Hartmann, S., WoodHandbook of the Logi2011. Volume 10, Inductive Logic, The development of subjective
bayesianism, by James M. Joyce, North Holland

A a
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champion ofUnited Sates of America Why should we assumethat they are
categorically the same? We can trace back this issuth@odebate between
Conceptualis, like de Morgan and Quetelet, whdheredthat probabiity is strength
of belief;and Materialis$, with the idea that probability is a measure of te&tive
frequencyfor repeating everd. Peirce was againsbnceptualistsand he believethat
applying the odds of the event for measuring the degree offlisliegitimatef it is

determinedby the objective relative frequency of the event

We hae somehowthe same debate inthe 20" century but with different
umbrella terns: Subjectivists vs. ObjectigdDeHRnetti, is atypicalsubjectivist who has
presented acompletdy subjective interpretation of probabilitide describetiow he

found this interpretation convincing:

X while reading a book by Czuk
Wahrscheinlichkeitsrechnung that book briefly pointed t
the various conceptions of probabili¥/| cannot recall wé
GKS 02y GSyd 27T ton&lstitan2niiohed B
Morgan as the representative of the subjectivistic poir
viewX | seemed to realize that every other definition '
meaningles¥ ! f {lfogndzBrfatural to give to the distin
sidesoft y I LJILJ NByidfe G&aLSNFSO
could not see how one could give an objective meani
probability on these grounds. The physical symmetry of ti
looked tome as a circumstance that could explain velagh
individualattributes thesame probability to the various sic
of the die.

Butt Ithoughtt there could be a thousand reasons to m
an exception. For example, if one discovered that there w
imperfection in the die, or if one were influenced by the
that after casting the die, frequencies distant frof6 have
been recordedascribing this to some alleged imperfectiol
the die rather than to chance. Examples of this sortbee
subjectively interpreteds situations in which one tries to g

8 Burch R.Charles Sanders Peirsen mn @ w S (i N&A S @ Splato. StanBraed|/chtries /piNK GracBI¥ed 20.11.2014]
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an objective justification for subjective opindasubjective
component is alwaysresenik®®

As you can observe, Subjectivists in thedpecificinterpretation of probability
maintain thatrobability isdegreeof belief' 2 NJ WR S 3 NB &Q 2 F NJORIY NIA RISy
of suitable agent. One of heir reason is thathe subjective componens always

present

We could adopt various approahto apply the probabilistic model for
representingdegrees of beliefThe main line in subjective probability is Bayesian
epistemology. Byesian epistemologgpells outthat a rational or ideal agent should
obey probability laws (Kolmogorov axion#g30,Bayesian epistemologists agree that
Fy 3SyidQa SLAadildSyY kdy asinglelp®bahil@ydahcRoAtdhlss NI LINS
point, the subjective probability camg splitinto two cams. The dilemma ighat our
probabilities should be sharp, or it is rational to have imprecise, indeterminate, or
intervalvalued probabilities.Some think that indeterminacy is compatible with
rationalitys. The frstcampwhichadherestdheA RS (G KIF § WLISNF SO0 NI
one to have sharprobabilities' is the received view. It is important to mention that
sharp does not necessarily entail uniqueffesiscouldbe observedvhen an agent
thinks that there are twasharp possible probabilities or degree of beliefs for a
proposition andboth are acceptableLike a kased coin and some evidence that
propose it will be .@il, and another reliable source which says .54A&b, we could
make examples based on having wasiand legitimate reference class for our
probability. The second camp says thlaé probability might be imprecise. Ligeoin

that all agent knows is that it is not unfair more than .8 tail or head. Then her interval

% De Fnetti, B., 2008Philosophical Lectures on Probahiliglited by Mura, A., Springer

¢ Hajek, A.2011.Interpretations of ProbabilifyRetrieved from SEP,
http://plato.stanford.edu/entries/probabiliynterpret/ [Accessed 20.11.2014]

\Walley, P., 199%tatistical Reasoning with Imprecise Probabilitieelon, Chapman and Hall.

(1.1.4. arguments for inmpcise probabilities)

© Elga, A., 201Gubjective probability should be shariK A f 2 a2 LIKSNE Q LYLINARyYy Gz +2¢d
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is [.2, .8].There is no precise poability here.Also,the agent mighevenfind .41it

comeshead more plausible than .21 head, because .21 is closer id.the

In this chapter] investigate into Bayesiapistemology(sharp)andin the next
chapterDempster-Shafertheory of evidencékind ofimpreciseprobability). DScould
be observedisa generalization dhe probability theory It can represent ignorance or

lack of knowledge.

First, | explain how Bayesian Epistemology wptken | show why it is not
sufficient forrepresentingthe suspensiorof judgment because it canndistinguish
suspension from ignorance becawse has to say thd&8Ecannot represent ignorance,
or BEnecessitategqualdistribution ofprobability for all pssibilities andthis move,
or generdly, anykindsof distributionbrings extra information without justificati@md
then we will have a similar probability function for two different doxastic attitudes

explain in detail these issues in this chapter.
1 Preliminary

In this section | introduce BE norms and their corresponding argumeBits.
proposes amodel to representepistemic state and some norms to illustrate the
rationality constraintsThere are two kinds of norms/nchronic norms andiachronic
norms. Synchronic norn{five norms) concern the rationality constraintsabelief
function ata given time, and diachronic normsng norm) concern the rationality
constraint ofa belief function at different timedesides,Here are variouarguments
for rationality constraints but | introduce the main linewhich is the Dutch book

argument ° The Dutch Book argument (DBA)sheonvinced many formal

PC2NJ GKS 2NAIAY 27F (K SHisiofy NYhE terbn duiteh RoQRedi@vgdYrom, | { { SNE t
Weople.few.eur.nl/wakker/miscella/dutco | PKiGY w! O0OSdaSR HMOMMPHAMNBY Q3
1987 that the term Dutch Book had been invented when Dutch insurance companies for ship in the

19" century would organize and combine insurance in such a way as to make money whatever

contingency ocddNB R X Q
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epistemologist that rational credencegare probabilities. For example, Hartmann has
LRAYGSR 2dzi GKIFGY W5dziOK . 221 ! NHdzYSy i
GKFGO NFXradA2y Lt ONBRSyYyOSa | N idedhiRdwith dex £ A

a
A P ~
betting prices; its then showrthat sheis susceptible to sure losséfsthese prices do

not conform toKolmogorowl E A 21Y & ® Q

DBAcouldbe tracedd  O1 G2 wl YasSe Of Pagabliywdcd N & Ay
gl a +y FNBdzYSy G | 3 Ay aRrobabifitg lyiSahothéribdy > W! ¢
exampleof debate between subjectivists and objectivists. Ramsey died on 1930 (at the

age of 26), antlis manuscrigtwere acquired by Nicholas RescHer

Three years later, 193%olmogoro¥ Ay KA & 02213 WC2dzyRI (2
Probability’ presented the first axiomatization of probability thedty Thanks to
Kolmogorov axioms, we can define a suitable or rational agent, as an agent that her
degree of credence or belief shodatisly the axioms of probability This criteron is

the first synchronic norras coherence constraint.

For qualitativebelief, | applyd Q& , andlapplyd ‘Q® to illustratequantitative
belief BE start with a belief functiat the give time:t
6 o - Tip @
¢ ,isthe power set ofw, set of all possibilities, and tldgebra of propositions

which is closed under conjunctions, disjunctions and negafibesfiunctiond ‘Q isBE

model.For simplicityvhen time is not our concern | write Q.6Also,when | need to

7 Hartmann, SBayesian Epistemolagy H amn® ! Sy iNE Ay W [/ 2YLI yAz2y ;:
Dancy, J., Sosa, E., and Steup, M., \Blegkwell

2 Autograph manuscripts documenting works of Ramsey: digital.library.pitt.edu (search keyword:

Ywlk YaSe Qo

3 Kolmogorov in his book mentiekion Mises and Brenstein who propose postulational system not by

basic concept of probability, but by other concepts.

“Vineberg, S., 2011. Dutch Book Argument, Retrieved fromtSERato.stanford.edu/entries/dutckook

[accessed 21.11.2014]
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mention a theory distinguish them by subscripts liked dor 6 ‘Q & In each chapter

the defaultisthe theory that | am presenting. Here 8yQ imeant 'Q a.
1.1 Probabilism

Probabilism is theoherenceconstraint which says that aagent should obey

probabilty lawg®:

6 Q% 2m @
6 dio @
8/ A- 60@Cs 6Q® i @

(2) saysthat our degree of belief couldot be a negative numbefhe formulg3)
saysthat the probability ofo , or all tautologies, i&. The third axiomd4), says that the
probability of adisjunction otwo mutually exclusive propositionsaqual tothe sum

of their probabilites The third axionsaysthat our probability theory is additive.
1.2 Regularity

The second synchronic normtige regurity norm. If a proposition is noa
tautology, then its degree of belief couldlways belessthan 1. As perA7), a
proposition which is not a contradictionutd not have zero as its degree of belief.

Ué - 6dd p ©)

 Kolmogorov, A. N., Foundations of the theory of probabitaystated by Morrison, N.,Chelsea
Publishing Company, New York
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1.3 Principle ofndifference

The pincipleof indifferenceaddresses the problem of the pridegree of belief
whenanagent does not havevidence The principle proposea uniform distribution

over possibilitiesCastell* explairs this principle as follow:

Each member of a set of propositish®uld be assigned tl
same probability (of truth) in the absence of any reasc
assign them different probabilities.

The pinciple of indifferencdorcesthe agent toassignequaldistribution of the
degreeof belief when she does not have any informatioftom the Fnciple of
indifferencefollows thatif an agenhas no reason to prefer possibility over another
then she should assigime samedegreeto all of them We know that as per (Z3)the

sumof all degrees of possibilitishould bel.

Letw be the set of all possibilitie® . Thelemmaderivedfrom the principle of

indifference is the following forafa:

g g g (6)
" s 0w 6w - 671 -

The problem is thawithout information about possibilitieand using the principle
of indifference, we encountgraradoxedike Bertrand paradox.However there are

proposals tsolve these paradoxgsut always thereare more paradoxs™

Concerning our project, representing suspension and ignorance, those paradoxes
are not the main problemThe problem is that BE cannot represent ignoraite.
following example shows the prebh.Imagine a coin isboutto be tossedandthere

is noinformation thatthe coin is faior not Letd bethe proposition thati lands head

s Tabott, W.Bayesian Epistemologg008> wS{i NASPHSR FNRBY {9t > WKGGLIYKkKLI
/epistemologybayesiar [Rccessed 4.12.2014]
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upQAs the agent does not have any information alble@tcoin it might be even a tail
tail or headhead coinAs there is no information in favor or agaidsind its negation,
therefore as per@) they have the same degree of belief isdegree of belief is

equal to the degreef belief ofanagent whoknows tha the coin is fair!
1.4 PrincipaPrinciple

The next norm is therfcipalPrinciple. Imagine a fair coin was scheduled to be
tossed at noon yesterday. We do not have any information about the outcome. To

what degree shoulgloubelieve that the coin falls hd@ The answer is simply .5.

Let6" Q6 be the chance ob. Then principal principle is:
6 IBOBEQS & & %

(7) showsthe relation between objective chance and credence. It says that our
degree of belief is equal to our objective chance if we accept that the chance function
is valid andDis compatible evidence with the chance function and admissible. This
norm reverss the direction of inference regarding the subjective and objective
understanding of probability. Peirce, as an objectivist, had proposed that applying
probability for thedegreeof belief, is legitimate, if it ultimately rests on quantities
obtained adopihg an objectivist understanding of probabilitpbjectivists like Peirce
have theirown problems. For example, suppose you livBlonacqg and you meet a
person who lives in this city. If you know that, in Monaco, one in three people
millionaire then you cannot say that your degree of belief that the person is a
millionaire is 1/3. But if you consider other classes which she belongs (and not just

living in Monaco), like she is a teacher, your probability would be different. The

7 Burch R.Charles Sanders Peir@®14w S G NA SPOSR FNRBY {9t WKGOLIYKkKLIF Q3
KLISANDSKQ ! O0OSaa4SR HpDOMHDPHAMNDSB
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problem is called # problem of the reference class. In axample the person
belongs to different referencelassesand in manyasesthe frequency information
couldbe relatedto the incompatible reference class, such the set of students, illegal
workers, etc. There arsome solutions about the reference class. For instance,

Reichenbach has stated that:

If we are asked to find the probability holding for an indivi
future event, we must first incorporate the case in a sui
reference class. An individual thing or event nie
incorporatedn many reference class€gve then proceed k
considering thenarrowest reference class for which suite
statistics carbe compiled

Solutions including Reichenbach were not convingéiflge question of reference

class problem is still open.

In contrast to frequentists, Lewis has reversed the directionerente and in his

LI LISNJ W! {udePS OIS\ @lix@aS / Kl yoSQy

Given two kinds of probabilitysedenceand chance, we ce
have hybrid probabilities of probabilities. (s&cond orde
LINPOFOAETAGASEAQY G6KAOK adz
appled.) X to the believer in chancehanceis a propel
subject to have beliesbout Propositions about chance \
enjoy various degrees of belief, and other propositions v
believed to various degrees conditionally upon tf#em.

Here, the agent should not have any inadmissible information abaut
Information abou® is inadmissible if it is aboatand it has effect o Q Beyond

chance. One cannot apply Principal Principle when there is an inadmissible

s Pollock, J., 1990, Nomic Probability and The Foundations of Induction, OUP, P. 110

©Thorn, P., 2012, Two problem of Direct Inference, Erkenntnis 76(3)

olewis, D., 180,! adzo2SOGA QA &l Qa ,mBmdRSin IidActivie bogiSaddi A S |/ KI y OS
Probability Vollume I, edited by Jeffrey, R., University of California Press, P. 263
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information® Lewis,at the end of his paper about Principal Pringiptentionsa

Humean speculation:

XIFOO0O2NRAY3I (2 2%spdcuathdi® (aril fth
Principal Principle) if | were perfectly reasonable and kn
about the course of history up to now (no matter what -
course of historgctuallyis, and no matter what time iw)
then there would be only one credence fundtioould have
Any other would be unreasonaXléshall not attempt tc
decide between Humean and the artimean variants ohy
approach to credence and chance. Pirecipal Principle doe
not.

As far as | can understand, tHeameanmargument says that outegree of belief is
equal toa unique credence function if the agent knows all about the course of history
So, if the agent knows only what the chance of a proposition is, thetetiree of
belief is equal to the objective chance. If we have any evedeheh itis beyond the

objective chance, thewe could not apply the Principal Principleotiner words, the

~

inadmissible informatiobreaki G KS 02y ySOGA2Yy 0SG6SSy ONBF

words:

The power of the Principal Principle depends gntorehow
much is admissible. If nothingadmissibldt is vacuous.

everything imdmissiblét is inconsistenX | have no definitio
2T FRYA&ZaAoAfAGeE G2 2FFSAN
information are generally I R Y A & aThe firs$ Xindof
admissible proposition is the proposition that is related to

s oewer, B., 2000, Lewis theory of Objective chance, Retrieved from his homepage,

W Ndidgfers.edu/-loewer/papers/lewitheory-of-objectivechance. pdf

&2] pewer, B.Humean SuperveniencE96, Philosophicql Topics 24, P.-10T:Humeanthesis is the

doctorine that all there is to the world is a vast mosaic of local matters of particular fact, just one little
GKAY3 FyR GKSY Fy2GKSNX 68 KI @S 3S2YSAGNBY | agads
0S0G6SSy LAY G anweTave todal qiakti€sa gerfettd natural intrinsic properties which

need nothing bigger than a point at which to be instantiated. For short, we have an arrangement of

qualities. All else, superveniences on that.
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eventsor that is about historical information. The second
of admissible proposition is about hypothetical inform&tic

Admissibilityplays acrucialrole in Principal Principle. In literatuggu can find
some chanceredence principle which is not related to tha@missibilit§’. Alsq there
are some accourd that captures the intuition behind this principle. For example,
Spohrf® proposes projectionist approacland in this interpretation one can see
Principal Principle as an extreme application of reflection principle (I will diseuss
reflection principlg. Alsq there is an interesting argument that the term inadmissible

in the PrincipalPrinciple implicitly applies the principle of indiffererite.
1.5 Unwanted result

Regardingour project, the formal representation of suspended judgment, a
comparison betwen the principle of indifference and objective chance is important.
Because an agent applies thida when there is a chance function which means she
has some information, while she applies the former when there is no information.
Whenthe chanceof a poposition is .5and all informationis admissible, then the
PrincipalPrinciple says the degree of belief is .5. Unfortunately, if an agent does not
have any information about the proposition, based on the principle of indifference

assign the same degreé belief.

Be represent doxastic attitudes of two agent with two different doxastic attitudes
with the same function. It seems that .5 is a suitable option for a suspended proposition

and it is not a proper to assign .5 as the degree of belief of an wnkpiposition.

3l ewis D., 1980! & dzo 2 Suidlé th Objedtiiehand® Studies in Inductive Logic and
Probability Vollume I, edited by Jeffrey, R., Ursitgrof California Press, P. 272

#2Hall, N. 1994Correcting The guide to Objective Chaiiad Volume 103, OUP, P 58T7

& Spohn W,.2010 Chance and Necessity: Eells E., Fetzer J. (ébs¢ Place of Probability in Science
Boston Studies in the Philosophy of Science, vol 284. Springer, Dordrecht

& Hawthorne, J., Landers, J., Wallmann, Ch., Williamson, J.TB@lg¥incipal Prifgle implies the
Principle of Indifferenc®etrieved from Academia.edu,

WK (i dchd¥émiaedu/9693231/the_Principal_Principle_Implies_the_Principle_of Indiff€ence
[Accesse@8.12.2014
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The principle of indifference cannot help BE to represent ignorance, and it leads to the

same problem that TBR haEfails to distinguish suspension from ignorance.
1.6 Reflection principle

The next norm ithe reflection principlevhich is a diachronic nornThis principle
is introduced by Van Fraassery KA a LJ- LJS NJ ByaSoptkdtie DutghR (1 K S
Book strategy he illustrated that for any propositiod and any future timed, an
F3SydQa OdzNNX anditibdslBrolated dsdighigiprodagiliyddis itself

(1'187
5 IHH GQQQENRO G OBDD Qi o O

1.7 Conditionalization

Anotherdiachronic nornisBayesian conditionalizatievhicha @ & G KIF G Fy |
degree of belief ab after receiving newtotal evidenceO should follow the
following norm:

6 das 6 ddP ©

Above norm could be called simple conditionalizatibnhas an important
property:If an agent updates her belief function with a propositiothen the degree
of belief ofx6 will bem, and it remain always zero after updating with any other
proposition smple conditionalization maintains certaingnd 5 cumulative.We
cannot use simple conditionalization for learning, because learning does not always

increase certainty, sometimes it increas@certainty.

& Van Fraassen, B., 19&klief and the Wijllournal of Philosophyplume 81. Issue 5, 235
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As the new information might be a partial belief, we needfital a
conditionalization when the eence does not give a proposition with certaintye T
newdegree of belief witleffreycondtionalizationwhich is the generalization of (9)
604 6 60ao6d & da o (10)
6 da 6s 6 & da 6

The commorassumptionn both casess thatthe new information is part of the
algebra Therefore, simple and general (Jeffrey) conditionalization, cannot explain

learning in general senskecause sometime an agent leshow to grasp a concept.
1.8 Crucial questions

| explained whaBEis about and hovit works now,| am going to answer some

guestions:
A. Could we represerthe degrees of suspensioand ignorancen BE?

B. How does the discussion abouthe suspensionchange theDutch book
argument as an argument for probahksm, which justifies BE basedn the

betting behavior o& rational agert

C. What is the relationship betwedhe degreesof belief and four basiualitative

doxastic attituds?

2 Representinghe degree ofsuspemsionand ignorance

Regardinghe first question(A), the short answer is nolhe long answerthe
principleof indifference proposes to represent ignorance (having no evidence) with a
uniform distribution.If an agentdoes not know, and she thinkshey are equally

probable thenher degree of belief should be .Bnfortunately, ado, BE proposes to
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assignthe same degree if shéad information from two highly reliablebut
contradictingsourcesthat tomorrowit is rainy(for exampleaweather forecasivebsite

says that it isainy, anda local TV weather forecastys that it is not rainyAs wecould
observe,in two epistemically different situations, BE proposes to assign the same
probability .5.In the first casgthe agent isignorart, and in the seconaase she
suspendsher judgment.Also,we expect thatin the state of norbelief, when the
degree of suspension is raisitigen the degree of ignorance should be decreasing.
Unfortunately, the belief (probability) function gives um extra information to
distinguishthem. In the firstchapter, | introduce some standards for degrees of
suspended judgment. The second standard saysfttie agent does not believe and
does not disbelieve a proposition, then thiggherdegree of suspension entatlse

lower degree of ignorace and vice versa. Unfortunately, BE cannot reflect that
property. If we take .5 as the highest degree of suspension, highly conflicting evidence
in favor of the proposition and its negation, th@e mustassign the same degree .5

for the case that the agent does not know anything about the propo&itoause as

per the principle of indifference she does not have any evidence to assign different

degrees to the proposition and its negation.

Thereare someproposasfor representing suspended judgmenta probabilstic
way (accepting probability axiom§ne of them is represting suspended judgment
with special kinds of intervalsito while ®is a small number close to zeemd it says
the agent tendo disbelieve the proposition and her degree of belief is vague over zero
and some number close to zeithis proposal was introduceg Yan Fraasse#.The
first problem with this represdation is thatafter someconditionalizations the interval
T can turn to disbeliefby havingtas the degree of beliehut it camot turn to
belief(a number likeoas the degree of beliptbecause zero after all conditionalization

will remail zeroThe suspended is not neutral and is mioidine to disbelief. Another

@ \Van Fraassen, B., 1998e Agnostic Subtly Probabilifiddalysis58(3), 212220
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problem is that the suspension pfoposition should entail the suspension of its
negation as we discussed in the first chapter about the symmetry between suspension
of a proposition ad suspension of its negaticamdthis criterion doesot hold here
because if the degree of belief to the propositibis Tio, then the degree of belief

for its negatiorx® is p  ¢fp , and obviously as per the proposed definition by Van

Fraassex 6 is not suspendeé®

Another proposatould berepresentinghe degree ofsuspension and ignorance
by retracting the principle of indifference From having no reason to assign
propositions different probabilities, it does not follow that they shoabgdelthe same
probabilities. If there is a reason to assign similar probabilities, then the agent should
assign similar probabilities. If the agent does not have any reason to assign different
propobabilitiesand does not have any reason to assign sipitgybabilities then her
probabilities should be vague over [0,1] oother wordshe should not assign any

probability.

Moreover, from rejecting the principle of indifference from BE follows that

ignorance canndbe represented

There are various ways to establish probabilism, and Dutch book argument is the

most important one. | show that Dutch book argument is flawed.
3 Dutchbook argument for probabilism

How could probabilisni® (three basic probability axion(®) - (4)) be established
or why should our degrees of belief satisfy probabiliDB2 argues that@ur degree
of belief violates the probability laws, then we woutd/alnerable to accept a bet with

the sureloss. Also, if we obey, there is no sure loss.

& For more information about the proposal and the criticism see
Hajek, A., 1998\gnosticism Meets Bayesianigknalysis58(3), 199206
% |n this text probabilism and Bayesianism are interchangeable
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Proof.Imagine there is a bet which pgysuro if6, otherwise nothing. The price
that an agent accepts as a fair price for trading this bet (buyisglling), Bows her
degreeof belief. For example, ifihd .70 euro a fair price, then my degree of belief is

.70. Alsoif my degree of beliedf 6 isw thenl should findba fair price fo6.

First axiomAssumethat an agent violates the first axior®),06 Q@ 2 1 She
believesd with degree @(which® ). Then she iseady to sell a bet that pays 1

euro isO, otherwise zeroObviouslyshe loses at leasbeuro in any case.

Second axiomAssume thatan agent violates the second axiom which is
normalizationp Q@  p, then she is in one of two following sta(@s6 Q@
p or(ii). 6 Qv p. ()if she believes all tautologies with a degree which is less than
one, then sheaccepsto sell a bebnw to pay 1 euro ito, otherwise zero. A® is
always true, she loses her money agéihin this case you buy a bet to receive one

euro while yoypaid more than one euro.

Third axiomAssume thab and6 are incompatible. The third axiostatesthat
our degree of belief should be additve® A - 6 Q®CO 6 Ad

6 Qd .If an agent violates this axiom, then she tri@e of followingelief functions:
(i) 6 FdCH 6 Qdd 69w
(i) 6 ADCH 6Q®d O6Qd

In the first case (i), the agent is ready to b and to selb ando. In this trade,
she paysd Q@ C6 6dd o6 dd ,andwhatever happens, she lesshis
money becaus# 6 CO is wiming then she receives 1 euro behe shouldoayone
euro, because ob or 6. Andshe just loses the initial price SIEO is losing, then she
receivesnothing,and she shold pay nothingAgain,the initial price is gondn the
second caséi), the argument is the same, we just need to replaog with sell and

v.v.Converse Dutch book angent could be proved as well.says thaif we obey
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probability axioms, then theris no Dutch book.just need to talk about the DBA and

its problems.
3.1 Czech book argument

DBA indicates that there are some rational constraints on our belief functions. The
main idea is that an agent should not accept adred set of betsf it is guaranteed
that she loses the bet in all possible worlds that might come¢rieS (G S NY Wa dzNB
plays a crucial role in DBA, because it is the only motivation in DBA to accept
probabilismBeside thisthere is an importanassumption in the argument. If an agent
thinks that a price is faithen she is ready to buy or sell it at that pritereatesan
opportunity tomake a parallel argument which we couldttaICzechbook argument.
TheCzech book argument says thatrifagent violate probability laws, then there is
abetwhich the agenacceptsand shewinsin allpossibleoutcomes,and her sure win
is guaranteed For proof, we just need to replace buy with sell andin.DBAThis
parallel weakesithe power of DBAbecause it saythat violating probability axiom
could lead to a sure win aras per the Czech argument one can propose to violate

probability axioms

Hajelk! proposed a solutioto this problem. He said if we replace fair with air
favorable, tlen the problem does not existanymdre | S Kl a YSy A2y SR i
you consider fair are not the only one that you acc¥pualso accept bets thatou
O2YAARSNI FI 92 NI 0t SEHesdyd iliwe keplaced f&riwitrSiaid G K Iy
favorable then the revised version of Dutch book argument will hold, and the revised
version of Czech book argument will not work anymlogeus look at the outcome of

the replacementFirstDutch book argument:

al 251 O2yaARSNBR (GKIFG wlkyaSe KFa LINBaAaSyiSR GKS al
Ramsey leaves open the possibility that some or all of bets could be consider better tharh&air by t

agent. DBA is formulated by various subjectivist by focusing just on fair prices and not favorable.

2 Hajek, A.Arguments FeOr AgainsProbabilism2 Ay W5S3INBS&E 2F . St ASTQ 9RA
Petri C., Synthese 342, Springer, P 229
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DBA Revisell If the agent violatprobability aioms, there is a set of bets, which
the agent considers each of thdair-or-favorable which collectively the sure loss is

guaranteed.

Converse DBAREevisell If the agent obeyprobability axioms, there is not a set
of bets, which the agent considers each of thamor-favorable which collectively

the sure loss is guaranteed.
AndCzech bookrgument

CBARevisell If the agent violateprobability axioms, there is a sethats, which
the agent considers each of thdair-or-favorable which collectivelguaranteesure

gain.

Converse CBRévisell If the agenbbeysprobability axioms, there is not a set of
bets, which the agent considers each of th&ir-or-favorable which collectively

guaranteesure gain.
3.1.1 Ignorance

Here,l think we have another problem whichconnectedo our project formal
representation of suspended judgmelitwe accept that an agent should follow some
norms because of avoiding sure loss @anigg sure gain, then an ignorant person could
always win in a group of individualyy exploiting the situationo her advantage.
Imagine there are three agents. Two of them beliévaith degree .4 and .7
respectively. Then the third agent can easilyin all possible world by buying a bet
from the first agent and selling it to the second agent. The only thing that she need is
setting her degree of belief in between somewhere like .55. Then she finds both trade
not just fair but favorableThe person aald be called ampportunist It seems in a
group of agents the ignorance could be more successful than others in terms of

successShe applies kind of centralist policy to set her degrees of belief. Her norm is
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following: my degree of belief is the avezagf the degree of belief of others.
Epistemically, the opportunist accepie testimony & the only source of knowledge
However this problem it seems, iselates to a group of rational agenéd onemay
say it is not against DBA, stithink justifying probabilismeeds more discussiowe

have other serious problems
3.2 Package principland betting on our actions

One of theassumptios in DBAIs that if an agent accepts to tradebet ond to
win 1 euo for weuroand accept to tradé for weuro, then she accepto trade them
both for® @ This assumption is not acceptable. An agent might aécaptl 6
separately butvoidtradingthem together.Also, an agent might accept to buy two
bets andhot each separately. There are examplescept to buy a bet that | sit on the
floor for ten secondin the next minute for .90 euro to win 1 euro. Also, | actept
buy that | do not sit on the floor for ten second in the next minute for .90 euro to win
1 euro. | am certain that if | buy this bet, the outcome is under my control and my sure
gain is somehow guaranteelut if | buy both with that price | win maximumeuro
while | paid 1.80 eurdetting on our action contradict the idélaat our fair price
shows our degree of belief. Notice that our action is a subset of events and we used to
bet on our actionln addition,the DBA for reflection principle by Vaa&3ssen cannot
be held without accepting that an agent could bet on her actithesproposition like
Wt yaShHI: Isa f £ T dzimtads hé iS thetirfy @rhis GcKohn: iherd b8lieving
is the actior?® As | mentioned betting on oactionprovidesaclass of counterexample

against applyin@BA for probabilism.

The example for avoiding buying two bets separately and accepting the package is
interesting. Imaginsomeoneasks me to buy a bet that.akeKonstanzsthe largest

lake inEurope | do not hawe any evidence and knowledge about this proposition.

*3\Van Faassen, B., 198Bgelief and the WjlDournal of Philosophy, Volume 81. Issue 5, 235
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think | cannot buy with any price that it is the largest or it is Boi, | accept to buy

with the price 1 euro both together.

Bothof aboveproblematic exampleshare the samassumptionAn agentannot
avoidtrading abet. An agent is always ready to decide to sell or buy d thetik it is
not simply irrationall think a rational agent should avoid actingha caseof being
ignorart. Notice that for accepting any bet on | should be sure thd am capable to

know that is true. It is not always possilte.

How are these issues connected to our proje@® agent who iscompletely
ignorart, should stay undecide@nd she should not trade any bdf.an agent does
not know that a coin is fair or not, then she should not trade a bet that it isthead
paying50 cents to win 1 eurdJnfortunately, BE proposes to accept this trade. A
person whaknows that the coin is fair could legitimately trade that bBE sees both

cases the same.

4 Quantitative notion of belief and basic doxastic attitudes

What is the relationship between our degree of belief Hredqualitativenotion
of belief? The Lockeanthess gives us an answelt says ne should believe a
propositiond 2dza i Ay OF &S 2y &isuffidettdhgi-Sley2lcfineéd St A S ¥
and called it the Lockean Thésis

Add the idea that beliehlk is a simple way of categorizing «
degree dconfidence in the truth of a proposition.sky that we
believe a proposition is just to s#yat we are sufficientl
confident of its truth for our attitude to be one of belief. Thi
isepistemically rational for us to believe a proposition jussa

*The same objection but with different approach is presented in: Dokic, J., ErfgelnlP Ramsey
truth and succes®. 70

* Foley, R.1992 TheEpistemology of Belief and the Epistemology of Degrees of Bal@fcan
Philosophical Quarterl29(2), 111124. Retrieved from http://www.jstor.org/stable/20014406
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it is epistemically ratioridor us to havesufficientlyhigh degree
of confidence in it, sufficiently high to make attitude towards
it one of belie | will call this way of thinking about tl
relationship between the rationality of beliafed the rationality
of degrees of belié¢the Lockean thesis."

If we represent degrees of belief with probability theory whick) @
0qdid p, thenthe threshold should be more thah, otherwise we might have a

proposition which is believed addbelievel at the same timeand it is not acceptable.

Unfortunately, he Lockean thesis ithe context mentioned abovkeads to an
dzy 61 yi SR LI N} R2 E Olmégihette thieghalditinGaNdgent ikl R 2 E ¢
her degree of belief is high enoughtielieve, ip ewhichel Ttip (notice that we
do not even need to restrict the threshold more than aBd it worls with any
threshold, and she is going to a lottery to buy a ticKétere area thousandtickets
and one of them will win. Her threshold.& Thereforeshe disbelieves that every
ticket® win, becauseO "Qi" B wwBandd Fa 8t 1t p 8 The agent
disbelieveshat every ticket isvining " 6 ‘O"Qf . But surprisingly she belevthat
the disjunction of all those disbelieved propositiond Qz " because
0Qiz " p & It says that the conjunction of disbelieved propositions is
believed by the agent. It seems irratior{#tlis possible to show that the conjuracti
of believed propositions is disbelievedl¥. we observe BE could not even successfully
represent belief and degrees of beliahd we could not expect to have a plausible

representation of suspended judgment.

As BE cannot represent acceptance andall sbout belief and degrees of belief,

I thinkthe Lockean thesis, which has tuitive support, does not worgroperlyhere.
5 BEcannot distinguish suspension and ignorance

BEcannotrepresent the degree of suspension and ignorance at the same time.

Theeefore, BE proposes a rational agent to have the same betting behavior when she
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suspends a proposition and whehe is ignorant and does not have any information
about the propositionSame representation leads to having same betting behavior
while a rational agent should avoid any decision when she is ignorant (bettthg on

coin which it might be fair or biaseds the problem of DB& connectedo the
representation of quantitativeuspension of judgment and ignorance, it seems that
other similar approaches in BE encounter the same problems. We observed that BE
could not represent the degree of suspension and ignoraWéeshould find another

way to represent the degrees of belief.

Besidesit is not possible to explain hatve qualitative and quantitative notion of
beliefisconnected Alsq BE is all about degrees of belief adbelief, whilel need to
find a way to represerdcceptancédecause after defining acceptance | canrdeall

four basicepistemic states
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assessment through combining weights of evide
OKFG Y2GAQ0FGSR { KFFSNJ
random sampling into a theory of evidence and
represent evidence using support functions.
Classic Works of the DS Theory of Belief Function
Roland Yager, Liping Liu

Dempster -Shafer theory

For representing all possibigiantitative doxastic attitudesve need a theory which
could give us fourbasicfunctions for ignorance, disbelief, belief, and suspended
judgment. DempsteBhafer theory of evidencmakesroom for representing the

degrees of ignorance and belief.

Bayesian epistemology represents ignorance by a uniform distribution, which

essentially mixes the laci-belief ornon-belief with disbeli€f, but DempsterShafer

% ju, L., Yager, R.R., 2008, Classic Works of the Dempster Shafer Theory of Bielef, Sjpnnger,
p.7
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theory of evidence could distinguishese two epistemic state by giving us two
different belief funt¢ions. Among various theories in formal epistemology, DS is
distinctivefor many reasons.g, it is a generalized versiaf Bayesian epistemology
andit could representhe degree of ignonace formally For any proposition, there is a
way to representhe degreeof belief and degree of ignorance, and we cadd it as

akind of upper and lower probability for any proposifion

Besides, in this chaptdrtry to find a solution fothe lottery paradoxIf we find a
solution for representing all doxastic attitudesDS(the relationship betweethe
guantitative and qualitative notion of belief, disbeliSuspensionral ignorance,
then it will be a solubn not only for DS but also fory@gsianfunctions as welbecause

BE probability functions are a kindli® functions

| begin by explaining DS theoryesidenceand thenl explain how the degrees of
belief, disbeliefsuspensionand ignorance are peesentable in DRAlIso,l explaina
new techniqueo define four epistemic statdsased on the degrees of belief and how

it relates to the problem of combining evidence whicstilsan openissue.

1 Preliminary

1.1 Set of possibilities

DS is a theory of evidenc®urces of knowledge play theyrole to define the
set of possibilities anthe degrees of belieEverysourcesuggests aet ofpossibilities
which DS calla focal setthen the union of all focal sets is tkabset ofthe set of
possibilitiesA source of knowledge mawpt onlygive information about the degree of

beliefbut also gives information about the set of possibilitiethe suggested set of

°When DS introduced by Dempster, he considered it as a lower and upper probability theory, but
nowadays this is not valid anymore and some people think that calling DS a lower and upper probability
model might be even misleadinghink DS is not about ambiguity as upper and lower probability like

to be.
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possibilities is not a subset thfe agen® set of possibilities, then the agent should

change her set of possibilities.

A possibility is not maximabyecificbecauseduring the process of inquiry, the
agent might spliit into two possibilities or even merge two possibilitigsother
words, focal sets changduring the inquiry The union of all suggested sebf
possibilitiess the fully believedproposition whichholdsaccording to all sourseof
knowledgeor suggested sstof possibilitiesThe smallest fully believed propositian i
unique becausehe union of all sets of suggested possibilities is unigjbe.set of
possibilitiesw contairs all the smallest believed propositiohy any source of
knowledge So, the set of possibilities is the union of all suggestesiofpossibilities

that the agent considers that they deserve inquiry.

Some propositionsset of possibilitiesnay have zeras heir degree of belieDS
does not consideregularity ast wasconsideredn BE otherwise one could say that
an agent withvariousindependent® sources of evidencereceive information about
varioussuggesteaets of possibilitieor focal elementand the union ofall suggested
sefs of possibilitiegs the set of possibilitieglowever,we need to define it in a way
that suits DS

Concerning the definitiorg question ariseslf a source of knowledge gives the
union of all suggestl set of possibilities bynother sourceof knowledge, could we
call itan informative source? As the set of possibilities is unknoamimfalliblesense,
it seems thathe source does not have any content and it is endorsing jastology.
This issue remains a problem in DS theory of evidénttee comingection | illustrate

by anexamplehow DSepresents the information fromarioussources of knowledge.

|t is not easy to define independent source. In Dempster words

Liu, L., Yager, R.R., 2008, Classic Works of the Dempster Shafer TBel@f/finctions, Springer, p.
68:

X e mechanism adopted here assumes independence of the sources, a concept whoseldeal
meaning is not so easily described as its mathematical definition.
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The functionwhichrepresens evidences calleda massfunction ora basicprobability

assignment.
1.2 Mass Function

Based on the sources of knowledgad the degree of certaintywe could
introduce the mass functioithe nass function shows thatrinsicevidencewhich the
agent hador each member of the power set of the set of padiigs, or propositions
The mass of eveproposition 6, does not say anything about the mass of its sishset
or superses. The mass o is the credence of the propositi@nthat the agent does
not knowhow it should be distributed among pessibilitiesHere is the distinction
between DS and BE. For BE, theadwsysa default distribution. D&oesnot use the
principle of indifferencetherefore, there is no default distributiorMass function
assgns 0 toa propositionthat no sources of knowledgsuggest it as the set of
possibilitiesAlso,DSnormalizes the evidential support of each propositiofihe sum
of allmasseshould be Ibecause DS needs to assign 1 as the degree of belief of the
set ofpossibilitiesv asthe infallible knowledge. The definition of belief function as |
explain later illustrates why DS needs the normaliza#dter normalization the
degree of belief to the union of all suggested set of possibilities will be. Allsg bne
can explain DS by starting with belief function and then mass funeimmever,

starting with mass function is more intuitive.

A functiond d¢ - Tip is a mass function if and only if:

@)

06 s61 w p
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The nassfunction is formed based on various sources of knowl¥ddevery
source can give the agent a mass number about its suggesttefdoossibilitiesor the
focal element. A sédis a focal element if and only if its mass is more than'?@ro
recommnend interpreting a focal elemenas a suggesteset of possibilitiebecause
intuitively it makes DS understandable, and it helps us to see the relationship among

RT and BR and [)SS 8e@ BowLiu and Yagetefine the mas$®!

Thebasicprobability number m(A) allocated to a focal eleme
is not further divided into satler chunks allocated to prog
subsets of A%

LeQillustratethe issuewith an example to explain how DS represent evidasce

it is received while BE cannot do the same thing. Imagiregenis an anisland and
there are four Bntherson the ishnd namely, two blue @thers and two pink

panthers. They are made by an entertainment company to entepiiple with a
game. The tails of one of the bluarfthersand one of the pink panthers are long. So,
there are fourPanthers a blue panther witla longtalil,

0 0@0, a blue panther with short tailp 0@x0, a pink panther with long
tail, 0 x0@06, anda pink panther with short tail,0 x0@x6. Thepanthers
draw the logo of theeompanyon the doors, and the person is lucky if she sees the

panther while she idrawing.Otherwise she should seek relevant information to form
a belief about who did that painting. One day, when she is going ouseahé¢éhe
shape the logo,on her door! e asks people tseeksome information. She finds five
sources. Leb 6 S WA (G g1 & dando@tSdzSPALDF K KRS NIESE B¢y A R &
gl a | of diSsorde ¥F (I KZERNDWAG ol a | of dao, LI y i KS

* A source of knowledge could be a sensor, an observation, a person, a TV channel or soneething els
Please notice that it is not like traditional epistemology.

wo Shafer, G., 2008elief function and parametric modefs 276 in Liu, L., Yager, R.R., 2008, Classic
Works of the Dempster Shafer Theory of Belief Functions, Springer;20@65

o] ju, L., Yager, R.R., 2008, Classic Works of the Dempster Shafer Theory of Belief Functions, Springer
p.3

w2 Basic probability number or assignment and mass are interchangeabte
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source 4 | & aal a WiAgiajloKit was a pinpay (i K &gNidalenty WA G g1 & y 21
0f dzS LI yiKSNIOHH sorcea K2 NI @RAT @l a | LAY Iy
x 625, and sourcesays¥ was made by one of those four pantr@re® | 2 g 02 dzf R
represent the information from various sources? What should be her degree of belief?

And what should she believe?

Each source gives information with different certainty about their information.
[ S{ Q8ouréelh@ve8p Trertairty about the report; Source have8yo Teertainty,
Source 8v 1tiSource 8p 1tand Sourogsaysp. It seems that the information of Soukce
is not valuable because the agent does not learn something new. So, sheilabre
information DS normalizgthe information in a way that the sum of all sourcesqual
to p and assigning all uncertaintiesdo. So, the interpretation afe information by
Source A & & A06, ahcdB0% it may bed (6 or x6). Therefore, the relative
normalized firmness of iafmation from various sources are as followirg: 6
Pl 6 & ¢ x6U & W x6&  &; andd 7 & relatively

certain about its report.

As we know BE cannot distinguish the case that the agent has one sousag/that
WAG 61 a | 0ftdzS LIYOIGKSNRT FNRBRY (KS OFasS ¢.
fdzS LI YOGKSNI gAGK f2y3 GFAfQ YR Fy2G§KSNJ
& K 2 NIBE askigng tiile®@ame degree of belief .5 to blue pantheavdtigtail and

(@]

blue panther witha short tail in both cases! In our example, BE suggests acting the
same by using the principle of indifference for source 1, 3, 4, 5. Abvags se¢he
agentreceives information as a support of a proposition and the proposii® not
always a singleton (with one possibility) busBggestdistributing that degree among

the possibilities in the proposition. In our example with five souBtesuggesthaving

the followingdegree of belief without representinige evidentiabupport as it received

by the agent
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425 125 .325 125

Table 1

DS, in contrasthy havingbasicprobability assignmenshows tke information
precisely as it received. We see every source is restricting her possibilities to a subset
of all four possibilities. Sourceestricts the answers t@ @ or 6@ 0 (blue
panthers), sourcerestricts it tod @0 (blue panther with long tBi source restricts it
to 6@, 6@ 6 ord@ (pink or long tail, 6US), source restricts it to 60
and sourcedoes not restrict it°®In other word, every source gives information about

the possible set of possibilitié¥.

As itwas mentioneda source of knowledge could give information to support
even more than one possibility. For instance, if someone says that it was a blue
panther, then she is saying thdtshould restrictmy possibilities to two possible
answerso@ or 0@ 0. Also, sometimes a source says what is not the case. Like
sourcea says that it was not the blue panther with a shorttab@ 6 . Sourceseems
not resticting the set of possibilities, but it does. It restricts the set of possibilities to
the set of all possibilities. Notice a source might change the space of probability by
changing the set of possibilities. Imagine the sawb® is saying it was nopanther!

This information changes tlenceptual framework

For any set of possibilities, the power set, is the set of all propositions or set
of all possible evidence that one can receive from a source of knowledge. In the above

example, there aréour possible worlds:0 00, 0 00 0, U 00,

103 Sometimes we know how much we do not know. Therefore, it is regessccept that we should

avoid normalize the degree of belief as BE suggest and on contrary to BE we could assign that degree
to the degree of ignorance.

14 Shafer calls the union of all suggestetiof possibilitiesCore The smallegproposition which is

certainly believed. It is not necessarily the set of all possibilities.
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0 0@ 0. The agent may receive information that restricts her possibilities in

16 different ways. In the example, she received evidences in favor of five suggested set

~

of possibilites0 , 0 hoO R ,0 MM ,andv W O W

Table 2

Now, DS assigns the normalized degree to each proposition a#rinsic
evidential support: Sourees &P p Sourceis&; ¢;Bourceisd; ¢;wBourceisg;, and

Source is & relativelycertainabout its report.

.225 2 .15

.225 2

Table 3

This example show$iow DS makes itbasic probability assignment or mass

Fdzy OlA2y | YR NBLINBaASY(d AYyiNRYaAOfugh&A RSy (A
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step by step and introducall functions By introducing5 { 8®é&lief function, the

contrast between BE and DS wagpear.
1.3 Belief Funton

The dgreeof beliefof a propositiong, is the degree of commitemt thatthe real
world is ind or as | will explain latehe degree of beliefsithe sum of the masses of its

subsets.

There are some texts that start explaining DS by belief function instead of mass
function. There is no difference between these tapproackes becawse both
approachesremathematicallyequivalent We can define the mass function based on
belief function ad vice versa. Shafer showed that the two defingtame equivalerif®.
| will explain how one can find the mass functiomasicprobability assignment of a

belief function.

Letow be a set of all possibilitieshe functio® ‘Qdg - ip ,is a bekf function

if and only if it satisfiethe following three axioms:

5 QR mos @
6 dd ©)
@)
sda 6 2 0% Qa8
E hiBh i
A

s Shafer in his book, A mathematical theory of evidence, chapter I, showed it. We should just add
m(J)=0. Then three axioms of belief function, is equivalentthétidefinition of mass function plus
m(2)=0.

1061 this chapter Bel without subscriptlicatesBebs
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The first axionf2) says that the degreef delief for empty set is zero. Thecond
axiom(3) saysthat the degree of belief fow is 1 and it means the ageln¢lieves that

the answer is i .

The third axiom(4) is inequality of the union of propositions. Bayesian
probability for two propositions we haved Q®CO6 o6 Qdd 6 Ad
6 QA ; for three propositions:d Q®COCO 6 Qd 6 Qd
6 Q0 o6QBA O6QBWAO O6QABAO 6 JDAAO and so on. In
DS, it is the same, but with inequaliyr two propositions® Q@C6 2 6 '@ 6
6Qdd o6 QddAa ; for three propositions: 6 Q@®COCO 26 Ad
6dd 690 o6ddA 6 QDA 6 A0 6 QdAOAD

and so on.

In case of6/&FO A , in Bayesian epistemology @®C6 6 Qd
6 O ,andin DSPp F@DCO 26 Fd 6 Fad . As you see, DS is not additive.

will explain howthis property makesoom for representing ignorance.

The bridge betweethe mass function and belief functiontise following:

©)

6 dd O 0

6/ Oord1 6 both are equivalent in the above formuB).( preferred the
above form because of its symmetry with the definition of plausibility funatneh |

explainlater.

Now we couldjoback to our example and write the belief function based on the

mass function
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A 0 0 0 0 0 0 f 0 f
0 0 225 0 2 0 15 0 0
6dy 0 225 0 2 0 375 425 225
0 b o 0 0 o R o | 0o 0 o 0
0 0 0 0 0 0 225 0 2
oda .2 0 2 575 375 650 2 1

Table 4

There are two ways to defirmmsicprobability assignmer{imass functionpased

on a belief functionThe firstdefinitionis a recursive function:

y . (6)
0y A T 7 6 6 Qdd 096 O6EOG
Alternatively, theequivalent definition is théllowingfunction:
076 B p¥ AdD s61 06} 0

Also,a belieffunction is a BEprobability)function if themass of propositions

except the singletons are zero, or every proposition i@ amassdoes not contain
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more than one possibilityn this case, the belief function will be addithezause there

is no undistributed evidential support.
1.4 Plausibilityrunction

Theplausibilityfunctionillustrates the maximum degree oértainty whichcould
be assignedoherentyl & LIJISNJ | 3Sy i Qa SOARSYyOS

The degree oplausibilityof a proposition is one minus its degree of disbefief (

We also could define tha@ausibilityfunction based othe massfunction Q):
e p 696 p 0OWS ®)

- ©)
0 &' ®d 0 6

Onecan add anotheformula to this section. As the above formulas are saying,
the degree oplausibilityis always more or equal to the degree of belief:

bo'd 2 6 Qb (10

The difference betweethe degreeof plausibilityand belief is that higher degree
of beliefé6 Q@ , means higheevidentialsupport The plausibility functiofs the
degree ofall evidential support that are ndistributed,and they are compatible with
the proposition For examplgefor a coin that ae does not knovio be fair or biased,
the degree of plausibilitihat it is heads 1, and the degree of plausibility that is not
head is also 1So, plausibility function says what is the maximum legitimate degree of
certainty as per evidence (mass fuian). Notice,the degree oplausibilityof 6 for an

ignorant agent is 1, but it does not mean that she acagp®herefore, we cannot
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interpret the degree of plausibility as the degree of acceptafice.kelief function is

closerto the notion of degre of acceptance thatme plausibilityfunction.
2 The degresof suspensiojdisbelief and ignorance

The degree of disbeliefto 6,'0“Qi6 , is equal to the degree of beligb its
negation. For exampléhe degree of disbeligd 0 by h) isthe degree of belieto
0 which it isg& ¢ v Or the degree of disbelith 0 is the degreeof beliefto
0 h) R which is& X.0'he degree of ignorance or vagueness forpaogosition
is one minus the degree of belief and disbelief. Afsave recall the definition of
suspensiorof judgment in belief revisigmcceptinga proposition and its negation at
same time, then maybe it seems plausibledy thatthe degree of cotitct in DSs the
degree of suspensioThe degree of confliar susgnsionis the minimum of the

degree of belief and disbelief (believing its negation).

086 &b (1)
00% p 6d® 0 (12)
(13)

volis | E16 i HOdis

So,the above formula are representing quantitative ignorance, suspensioil
disbelief. The degree oflisbelief couldoe calculatedby the degree of belief in the
negation of the propositiorD "Qi6 6 Ja 6 . The degree of disbelief shows the
degree of evidential support of the negation of the proposition. It seems that BE and
DShold this formulaboth but DS does not hold what is valid in BEJi 6
p 6da6 6 daxd and on the contrary D8oes not holdO'Qi 6 |, p

6 dad .

(12)sayshe degree of ignorance is equal to 1 mitiusall evidential support for

and against the propositionSo, the degree of eviden@bout (for and againstp
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proposition pluslegree of ignorance is 1. When there is no information, the degree of
ignorance is 1. When tragent knows shis fully informed f A 1S WOt O2 A Y
her degree of ignorance is zeM/hen the degree of ignorance is zero, the belief

function is ke asimpleBE function.

(13) sayswhat degrees of suspension mearhe degree of uspensionis the
degree of conflicting evidential support. Therefdhe minimum degree of belief and
disbelief shows the conflicting evidential support. fitgiest degree of suspension is
.5, and the minimum is 0. When the degree of suspension is zero, the degree of

ignorance is one because "Y¢'i6 | ED Qi HO'Qid T, therefore
6 dd O'QAid 1 and consequentAH p 6 QFdD OQIb

p T p.Also, when the degree of belief and disbelief are equ@l@® 'O 'Qid
then higher degree of suspensioecesdiate lower degree of ignorance andce

versa.Thisproperty meets one ahe standards that | explained in the fichapter.

DS idifferent from BE is a significant way. DS could distinguish the quantitative

notion of ignorance from suspension. This finding is valuable for the project.

Thetablein the next pagdlustrates all fourepistemic functionsvith our example
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A 0 0 0 0 0 0 R 0
0 0 225 0 2 0 15 0 0
6dy O 225 0 2 0 375 425 225
odi| 1 2 650 375 575 2 0 2
ogE 0 575 350 425 425 425 575 575
Yoli| 0 2 0 2 0 2 0 2
0 o V) 0 i [0 |0 b o b B B RO
0 0 0 0 0 0 225 0 2
6da 2 0 2 575 375 650 2 1
odi| .225 425 375 0 2 0 225 0
‘0d¢ 575 575 425 425 425 .350 575 0
Yoli| .2 0 2 0 2 0 2 0

Table 5
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3 Qualitative doxastic attitudes

Now we need toobservewhat might differ in DS regarding the relationship
between quantitative andjualitativenotions of belief. As wecanrepresent all four
degrees of suspension, ignorandelief, and disbelief, onanay expect thatthe

Lockean thesis shouldok different here.We needo find a proper approach.

The first differene is that in Bihere isa threshold for defining belignd in DS,
aswe need to define foubasicepistemic statesn contrast, the acceptance threshold

plays the primary role

The gconddifference is about thdifference between acceptanead beliefThe
acceptance threshold does not need to produce a consistent set of accepted
propositions, whil¢he belief threshold needs to givecansistent belief set. Therefore,
the acceptance threshold could be any number between zero andNutee that

belief thredold in BE needs to be more than .5.

The third differenceis that the acceptance threshaklcontext sensitive (I think it
is the same for beliefAn agent may endorse a proposition in a context while she
rejected to endorsd in another contextl think that a project about finding the proper
threshold in different contestis a key project to find the connection between

knowledge and our actiort8’

It seems rational to say that if an agexticeptsd, then she should accept any

propositionof whichits degree of belief is more than or equabtoin other word:

w7 For example, | noticed that when we learn lots of completely new information (while we have no
relevant information about it in our database), then it is rational to increases the threshold, and when
we learn lots of information which contradict our alfbrmation, then it is rational to decrease the
threshold. In the first case, the new information says that the context is changing and in the second
case the new information says that our conceptual framework does not work properly. Finding the
right accaint about how threshold is connected to our acceptance change and the change in our set of
possibilities is an interesting project.



DempsterShafer theory 108

“ % & “ % @ 14
Od®d 200D BOoOd - O0d (14)

(14) createsa new possibility to avoid definirgnumber as ghresholdwhich is
not related to the propositions and their degrees of bekef agent whaacceps a
proposition is restricting her options ftire threshold It does not need to be specific
and exactWhat accepting a proposition implies is that the threshold is less itlsa
degree of beliefLet @ ibe the thresholdcritical pointfor accepting a proposition then

w7

666 - b 60dd 13

If the degree of belief for a proposition is more than or equal to the critical point
@] then it is an accepted proposition and as it is accepted, the proposition is believed
if its negation is not accepted, and the proposition is suspended if itsioregat
accepted. The critical point might be any degree between zero and one. The milestones
of the interdependent project about the legitimate critical point could be divided into
two parts: a) finding general criteria (like (24)L5)). b) finding the cceptable©
subse of tip that satisfies the criteria. The first part is the philosophical or
epistemological step, and the second part is the mathematical step. Noticddéhat
is always at leasbne critical point which satisfies the conditiofero is always a
legitimate threshold because all propositions will be acceptetl suspended, and

there is no believed proposition except (ti "O)

For any belief functiond Q¢ and threshold®i, there is aset of believed
propositiors, which are accepted,and the negation of which isnot accepted.A
legitimatethreshold should produce a consistent belief 3&iat set could be called a
suggestd set of possibilitiesor suggested propositidyy the agentThis set could be
called a belief set if it is consistent and the intersection of each two believed

propositions belongs to the sdbr it is closed under logical consequence).
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If a threshold is legitimate, then the set of believed propositions ashger t
threshold is closed under logical consequence. Alternatively, if a threslegitinsate

then it produces a belief set.
3.1 Frombelief functionto the quaernary epistemic states

The critical point plays a central role in theaternarization of degresof belief.
We could define belief, suspended judgment, disbelief, and ignorance based on the
critical point. For definingasicdoxastic attitudes, we el to define whaan accepted
propositions. An acceptedoropositionindicates thatthe agent is capablef accepting
the proposition because she finds the degree of bdiief enough toacceptthat
proposition. The agent might find the negation of that propositionfalscenough to

accept

Accepted (believablg proposition A propositionis acceptedif and only if its
degree of belief is more than the critical paint

o ¥

666 = I 60d (16
Based on this definition we could defitihee basic doxastic attitudeas per the
relationship between acceptance abdsicdoxastic attitudesA proposition,6, is
believedif and only if6 is an accepted(believablg proposition and 6 is not an
accepted proposition. (A5) 6 Q& boad - d6wdh 6 . A proposition is

disbelieved if and dwif its negation is believed.

Anessentiaproperty of the abovelefinition is thafrom accepting a proposition
does not follow that its negation is necessardyaccepted. It makes room for defining
suspendedydgmens. The propositiond, is suspended if and only if the proposition
and its negation araccepted in other words, their degree stisgnsionis more than

the critical pointAnd eventuallygnoranceAn agent isgnorant about the proposition,
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0 , if and only if the proposition and iteegation both are not accepte®r the

maximum degree of belief and disbelgfess than the critical point.

Q6 1 60® 2HOIBEJas b )
06 1 60® GBS Tas 2 (18)
Yo 1 6Q® 2006 Fas 2 hi 19

. 20)

00 1 6D OGO Tdad Qi
Notice that if a proposition is believed then as per (17) necessaril @
0qdio .
For indingthresholdswhichproduce a belief sete assume that the agent wants:

a) to accept all propositior which theirdegrees of beliefare more than the

critical point

b) not to acceptany propositionof whichtheir degree of beliefis less than the

critical point.

c) to believe the intersection of two believed propossigciose under logical

consequence)
d) to have a consistent set oélief

Everyset of believed propositiosiproducesa set of possibilitieor proposition
which is the intersection of all believed propositidnsQ &all it a core beliednd the
setd 0 bethe core belief ofhe set of all believed propositionsges the critical point

@1 Core belief is
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w oo N TN 9 , r o T on w ” 174 ” 21
6 Q®d 2 wid0O4dib wi 2 " EO 6 66 21

(21) says that the intersection of all believed proposition is equal to the core belief.

(notice that the core belief is the smallest believed proposition).

A threshold is legitimate if the intersection of all believed propositions as per that
threshold (whth is the core belief), is believed, and any superset of this coreibelief
believedas well. Lef A @1 meansA @ legitimate:

N e e v e v o v N v v s 22
D0Q®RI° "o 6Qa @" A# O § Qam (22)

b Q@O "6 65Q& © 6 QHCH (23)

(22) guarantees that the third (c) criteria for a legitimate threslao&held. (23)
says if a propositiois believedall superses of the propositiorshouldbe believedas
well. If a threshold producean inconsistent believed propositions thaccording to
(22) the threshold is legitimate if the empty g&f which the intersection of two
believedcontradicting propositionss believedNo threshold can satisfy it. Because for
any threshold betweenero andonethe empty set is disbelieved (>0) or is suspended
(0). Therefore(22) and (23) are enough for finding the legitimate thresholds.

" 6f5 6Qb © 6Q8CE @' 6F0 608 @' A$ (24)
°© Qa0 2 QDI

Still there is a way to find a better and simpler criterion for a legitimate threshold
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If the set of believed propositions asthethresholdcr, containg
the intersection of its members then iaikgtimate threshold.

Let0 be the set of believed proposition when the threshold isthan the

abovedefinition says:

(25)
0D QQi? o ¢
Oneneeds tofind all threshold which satisf (25).
| think by following stepsthe agent cameach allegtimate thresholds:
a) An aderedset of degrees of belief:
0QQw 6d®d 61 ¢ (ordered set)

For everyd Q@ and 6 Qd all thresholds in6 Q@ M Jd
produce the same set of believed propositibesause what is acceptedcording to
6 Qwd as the threshold, is also accepted in any number in interval, and every
proposition which is not accepted accordingdtd @ is not accepted foany

number in the interval.
b) For every proposition define the set of believed propositian
(VIR 6s6 Qi 2 6 Qd @'0Aid
6 Qi

Introducing the set dbelievedpropositiors for all thresholds in the sé& 'Q."Q

c) L Is consistent and deductively closed if and only if
Z i 3 610 3 and it means thatd Qd is a legitimate

threshold
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d) If 0 is consistent then all numbers betweemd( , ® are legitimate.
6 Qdad

proposition a® Fd does.

®. The reason is that they produce the same set of believed

Above instruction is a solution for finding all legitimate threshb&tsaug for
finding the legitimate thresholds one needs just to check all numberarthatsigned
as a degree of belief to a propositi¢tor any number inhe interval between every
two number in the ordered set, the result of believed propositidoes not change
because the set of all accepted propositicemd the set of all not accepted

propositions remain the same.

Let us find legitimate thresholds fitre example(finding the panthey.

a) 0QQ MR chd xM chd xhp v

b) Set of believed propositiorier every® in0Q.Q

A 0 0 0 0 O ) O O 0 M
6 Qa 0 .225 0 2 0 .375 425 .225
0 di 1 2 .650 375 575 2 0 2
0 b ) O o R 0 o R N N o o
6 da .2 0 2 575 .375 .650 .2 1
0 di .225 425 375 0 2 0 .225 0
Table 6
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[ 6s6 Qd 2 m@Ooqdie6 m A Al propositions are

suspended

1 0y 63850d 28 B0V6 &
O ho W ho W Y hO W R ho R K W
1 Ug 6sO6 D 28 cPOROG &cvu
O ho v ho v hOo R ho W K ho W R ho W ho W D
T Og 6s6 Qd 2 & xPOQRiI6G &xv
O ho v ho R ho WM hOo W W ho W WD
1 Ug 6s6Qd 28 c@WOCI6G 8¢gu
O ho R Ao WK Ko WK D
1 Ug 6s6Qd 2 & x@WOC6G &)U
O hohR o WO D
T 0Og 6s6dd 2 uWOQAI6 Hum
0O ho WO
10 6s83d®2p@0dE p
0

c) Consistent suggested core beliefs:

T 0 6s6 dad 2 m@Odi6 m A Al propositions are

suspended
Zso 0 A andA ¢ o Therefore Os legitimate

As it was expected zero is always a legitimate threshold.
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1 0s 6360 280006 &
O ho W ho W ho W ho

~
4

o

VAT v, and o, ¢ 0 Therefore .2 is legitimate

6sO6 D 28 cPOROG &cvu

T Ug
0 ho b ho b ho O ho W W ho W R ho M Ko O D
VATENN v, and v, ¢ 0, Jherefore .225 is legitimate
1 Vg 6s6Qdd 2 & xBPOQAiI6G @)U

O hoh ho W ho WK ho MR Ko O D
g 4 o Nerefore 375isnot legitimate

Zm,%xgj v, and o, ©

1 Ug 6s6 0@ 28 c@WOQAIG & cu
O ho W hoWRKH KO H D
Zso 0“6 Upﬁ')c and 0 ,, © 04 Jherefore425is not legitimate

u

1 Ug 6s6 Qi 2 & x@OQiIG & xv

O ho W ho

Zs0 05,0 0, and o fu, © 0,4, JTherefore .35is not legitimate

6s6Qd 2 HuWOTCI6G Hum

and 0 O b ¢ Oy  Therefore 650 is

legitimate
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~

T 0 6s6Qd 2 p@OQiI6 p 0D

~

Z, 0 0 and 0 O O O ¢ 0 Therefore 1 is

legitimate
So zero and one asdways legitimate
d) Legitimate thresholds:
Legitimate thresholds =g ¢ ¢ & XIp

Animpressiveresult of this account is thauspendingall proposition by taking
zero as the acceptance threshold always is legitimate. Also, talgag the threshold

and believindhe only o is always legitimate.

In the above example, if the agent také50 as her threshold, then she believes
that it was not the blue panther with a short tail6@ 0 . This propositiomxpresses

the most valuable information according to .650 as her acceptance threshold.

It could be observedthat a threshold like .5 aks not workbecause the
intersection of two believed propositions not believedwhile .6 is a legitimate
thresholdand the intersection of believed propositiossbelievedlt is easy to make
new examples and observe the result of this accdntitivelyl find this proposatlich
FYR O2y @AYy OAYy3Ad [ SGQa F2 FdzZNIKSNI ot® YIF 1Ay
O2YLI NB AlG G2 . St yl LIQ&hapreethdcSt 6 KAOK 6S RAA

3.2 Truth table &s afour-valued logic)

We could make dour-valued (logid based on this proposhl [ &Sdb&the
smallest believed proposition, or the intersection of all believed proposition, based on

a legitimate threshold, then
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6 Qal 0OQi
0oQi| 6Qa
0QE| 00
Yoi| "Yoi
Table 7

Table 8

YO i

Table 9
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- 6 Qa "Yo i 0"Qe 0"Qi

6 Qa 6 Qa Yo i 0 Qa 0 Qa

Yo i 6 Q& |6 QH"RYO z YO i

‘0Qe 6 Qa z 6 Q# " HO' ‘0Qe

0"Qi 6 Qa 0 Qa 0 Qa 0 Qa
Table 10

OQR ,"Yd,imeans it is disbelieved if it is an emp#t, and it is suspended
otherwise.O "QA ,"O"Qémeans it is disbelieved if it is an empty aetl it is unknown

otherwise.

0 Qa 6,°Y0 means it is believed if it is the core belief, and it is suspended
otherwise.0 Q# ", "O"Qmeans it is believed if it is the core belief, and it is unknown

otherwise.

[ S QaonddNiR @guEomesto show how it could be proved. The intersection
of two suspended propositions; and 6, could be a disbelieved proposition or a
suspended proposition (proof): for proving that a disbelieved proposition or a
suspended proposition, one needs only an eXamipd @6 I, then O"Qo @O
because its degree of belief is zero. AlBO could be a suspended proposition, a
simple example 8 0, thend @6 6, which mean® @0 is suspended, because
0 is suspended. Now, | should prove that their intersection cannot be a believed
proposition or an unknown proposition. First, the outcome cannot be a believed
proposition, because @ @0 is believed, the® would be believed as well (which is
not). Inother words, i® ‘Q &5 @6 2 ®jthend Q& 2 @i Second, it cannot be an

unknown proposition, because if it is unknown, th@rQ o U6 ¢ @i, and
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consequenthd Q& ¢ @ i(which is not). Thereforé, @6 cannot be a belieed or

an unknown proposition.

Ly O2y (N} ad ibg having thgidcepg@ricahréshdtdsdnderning a
belief function and a legitimate function the agent can hanly three of allfour

epistemicstates.l explain the issue in the neséction.
3.3 Qualitativelgnorance and suspend@sigment

Unfortunately, DS could not represent all doxastic attitudes, because there is an
important problem.For anylegitimate acceptance threshoJdne mayhaveone of
three epistemicstates that two of them are belief and disbellghean it is impossible
to have any unknown proposition when there is a proposition which is suspéised
if the agent suspend a proposition, she cannot consider any other proposition as an

unknown prgosition.

Proof. Imagin® is suspended and is unknown according to thkegitimate

critical pointc j then

6 2AIB da" 20om dd <A® Ja# <AD

) One canprove thatd C 6 is believedd Qb C 6 2 A Obecaused O
6CO, and 6 AdDCO 26 Fd 2A0As0d Qad6E 6 <AOQ

because 0 & 6 O 6,andd Qad &L 6 <6 dd <A O

1) Alsod C 6 is believedd @b C 6 2 A Obecaused O6 C 6, and
6d®dC 6 260®d 2AQ Also 6 Qa6 £6 <A O because
6 E6 06,andd Qa6 £d <6 dd <AO

Moreover,as per(l) and (Il), 06 QaC 0 andd Q& C 6 , one can conclude
that® Q& because the threshold was legitimate, therefore the intersection of two

believed proposition should be believeBut as we assumed was suspended
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"Y6 D , and a propositiortannotbe suspended and believed at the same time as |
discussed in the fitghapter.Therefore the assumption that a legitimate proposition
can produce guspended proposition anechanknown proposition at the same time is
wrong. Therefore,for a legitimate threshold it is impossible to have a suspended

proposition and an unkmwen proposition at the same time.

| think the above consequence of tAeceptance thresholdroposal is notjuite
plausibleThe way that DS works canwuiatbetter.Every model in formal epistemology
has its limitation and problem3he transition from mes function and the belief
function make this problem. In the ladtapter, | introducequantitative acceptance

revision model and this acceptance threshold proposal wotgserlythere.
4 Suspensiafignoranceand he rule of combinéon

It seems [Scanrepresenta quantitativeand qualitativesuspension of judgment
(with some problems)There is aother problem when we see how DS propose to
combine evidence. One can exp#tit an agent shoulduspend her judgmenthen
she combines two highly confliagirevidence unfortunately, DS cannoprovide a
solution for this problemFinding a satisfyingule of combination still is an open
problem. | think this projectprovides clear and clean interpretatiobecause of

distinguishing suspension and ignorance.

DS in its classic interpretation canmiétinguishsuspension and ignorandbat is
why | tried to givea satisfying interpretation of DS. In the ns&ttion one can see
how classic DS proposedombine information and makenew mass function when
thereisinformation from various soursel explainthe rule of combination which are
proposed by Dempstekager, Inagaki anBuboisand Pradeand| illustrates why they
are not working and how the pblem is just about the distinction between suspension

and ignorance.
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4.1 The Dempster rd@ of combination.

It isessentiato know howto combine information from two independent sousce
of knowledge, which gitevo mass or belief functianlf an agent reeivesinformation
from two different sources what should she ddfe first thoughtnay be the following:
If an agent learn® believed andlearns to believ®, whered is compatible witho,
then she shouldonclude that) A0 should be believedf 6 and6 are not compatible,
then sheshouldbelieveonlyall tautologiesDempster rule capture the intuition when
it comes to the notion of belief, but it fatb keep the valuable information during the
combination of evidencé&eceiving conflicting information does not always mean that

that informationisnot valuable] SG Qa4 aSS K2 ¢ 5&uialsi SNNa NIz

5 S Y LJ& il&afbrdbinalibnis a threestep process: T he ntersectionof focal
elements,which defines wheranasses shoulde distributed Here it ignores all
incompatiblefocal elemens. 2. Multiplication of correspondingasic probability
numbersd 0 , whichdistributes noaormalized masse3. Normalization which

makes thaesult a new masinction.

The combination of two pies@f evidence could be calculated by the following

equation

(26)
b 0 b 6 OTF b 6d ©

This rule of combination is not what we like. The reason is simple; it ignores all
conflict.[ S {pr@pbsitiors & and'O be the focal elemens of) , and® and Obe a
focal elementind , while6 andd and'O aremutually exclusivehen in the conbined
mass function, the mass o6fando6 are both zerpbecausd o 0 0& O
because for any two propositiottzat their intersection i® or 0, the mass of one of

them is zero.
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An example can illustrate the problem. Imagine theretlaree possibilitiesy
0 ,0 , and two mass functions, and0 , and their corresponding belief function

6 Qaandé Qa

0 0 0 0 h 0 RO 0 h 0 O R
0 9 1 0 0 0 0 0
6 Qa .9 A 0 1 9 1 1
0 0 1 9 0 0 0 0
6 da 0 1 9 1 9 1 1
Table 11

If the agent takes)i & as the threshold, theshe thinks as per the first source
that she should believe) as core belief or smallest believptbpositionand she
should believets supersetsThen 0 h) is disbelievedAlso,she thinks that as per
the second source she should belieue as the core belief and all its supersstsle
she disbelieves) hy . First thing that we expeds that as0 and 0 are not
compatible, thereforethe qualitative conclusion of the combination should not

propose to believe thend S Y LJa i SN & . mHzfoBbinRtidrs ais: i K I G

0 0 0 0 0 0 0
0 9 1 0 0 0 0 0
69 9 1 0 1 9 1 1
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6 Qa 0 1 9 1 9 1 1

0 0 1 0 0 0 0 0

6 'Ja 0 1 0 1 0 1 1
Table 12

5 S Y LJa (i S9a3f theNdbrstint thaty and 0 should not be believed
in the conclusion but it has a negative result when we look at Wwipabposes to
believe: 0 AThe proposition0 s disbelieved according to the both sources

after the combination it is believed.

| think the agentwhichconsider® i & as the threshold, should suspend
and 0 after the combinationBecause in comparison to , it has more support,

at least one source is .9 certain that should be belieed.

Another problem is that the combinatiagnoresthe conflicing focal elements
and it does not mattetwo source are highly conflicting or not. For example, even
each source assign .9999999 asitess of 0 and 0 and .0000001 as the mass
of 0 ,the combination is the same! Qras the massof) and 0 and .7 as the

mass of 0, again the result is the sanieis not realistic.

The problemmay be the first stepof the combinationintersection. The result
always assigns degrees to the intersection of focal elemévdsneed a rule of
combination that, based on the reliability smfurces of knowledgemakesa proper
result. When tweentirely reliable sources are giving two highly conflicting evidence,
then the result should ba suspended judgmeniVhen they are not t@&able, and they
are independent, then it seems reasonable to ignore the conflickxtg but the

problem is that we could na@implyassign 1 to their intersection. When two sources
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of knowledge that we do not knowhether or notthey are reliable, areigng highly
conflicting information, then it is reasonable to assume that they are not rel&édle.
we could ignore the conflict, and we apply the intersection of their suggested focal

elements.

Shafer introduced the method of discounting a belief fiomcand explained its
importance in the combination of highlycompatiblebelief functiort®® Letp  dbe
the degree of reliability (or trust as Shafer called it) such thatw p and
6 Quo p & Qa . For combining two or more than twaelief functions

(not mass function), we could apphe following rule:
60 ok 6046 E 6086 @

b2GAO0S GKI G Ay ifadagedaracSiwsibesinfoNddaforSrons510 S y
sourcesninecompatible sourceand one highlyncompatiblesource the result is the
same as havingwvo conflicting sourcesBythe discounting method, the result is

different andconsequentlynore plausible.

One of theproblens with discounting method is that the ordef combination
changes the result. Imagine an agent use this method for two belief funafiofsy
and 6 Qd. Thenshe receives 6 Q &. Allwith the same degree of reliability. The
result for Awillbed Qd 6t 6 Qo6 Tt 6 QA 6 Jc. If she receives

6 Qd and 6 Qd and then 6 Q«, the result is different 6 Q& 6 Tt
6 Qd 6Tt  6'Qd 6 Ig. The reason behind the problem of discounting

method is that the averapperatoris notassociative

4.2 I 3SNRA NIz

Yager proposednewNdzt S (12 | @2 AR 5 SMefiicis&INdh thedzf S Q&

normalizatiorand the redistribution of masses. He did not change the structure of the

108 shafer, G., 1978 mathematical theory of evidenge251
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rule completely.Yager introduced, the groun probability mass assignment. The

difference betweer andd is the normalization:
(29)
00 0 o0& ©
InYageRa NXzf ST (G KS 3INRdzy R LiBniptysetidefualeé Y I & 3

or more than zero(in DS traditional model it is always zero).

(29

So0 A could be zero or more than zemm. 0 A 8(28) proposes that w

shouldassign the degree of conflicto A .

Next step isustadding this degreé A to the set of all possibilities:
b7 07 OA 30
FromYag® a LJ2 A yii 7 ZAskhe delyr8edofignorancéhe degree of belief

based on Yager, could be calculate a®)pas the mass of propositions (exc&ptand

0 as the mass of .
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A 0 0 0 0 fo 0 hO 0 0 O R

0 0 9 1 0 0 0 0 0

0 0 0 1 .9 0 0 0 0

0 Yager .99 0 .01 0 0 0 0 0
0 Yager 0 0 .01 0 0 0 0 .99
6 Q& Yager 0 0 .01 0 .01 0 .01 1
6 ‘0 apempster 0 0 1 0 1 0 1 1

Table 13

. I 3 S eXxanothdpso much It has the same problethat DS hadecause
still 0 has thehighestdegree of belief among proper subsetsuwof According to
the thresholdd i & it is unknown or ignorance, but fari 8t 1t p should be
believed while 0 or 0 are unknown! It ignores the conflicting evidence as
Dempi 1l SN A& MHzheBd aRcdrBbination rule thapropose to suspend a

proposition in case dfighly conflitingevidence for and against it

YageQeuleA & 06 S3G0GSNI (irké bécassSitvdois in@ hidke #oo much
credit to the intersectiorof focal elementStill the distinction between suspension
and ignorance is missingnd it is easyto see howthe mistale of taking having
conflicting evidencand having no evidendhe sameepistemic stateisproblematic

in formal epistemology.
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43 LYF3F1AQ4 dzyAFASR O2YO6AYylGAZY

Inagakidzy A FAS& 5SYLIAGISNRA FyR , F3aSNDRa NMz S
o8 LI eAay3a I ISNNE 3INP dakd ALiSEhé degréef A (& YI

conflict, then

31)

32

~ o~ ~ ~ o~

0 @ p @A & p WA Q& A

Based omwhat onetakesas'Q the result will be different.

Yager Dempster

0 1 1
(1-a(@) (1-a(@)-a(Q)

Inagaki rule of combination

When'Gis in its highest degree then

& p OA Tp 0 OA &A
b 0o

These rulesPempster, Yagerand even theextremerule, could not solve our
problem because they follow the first step, they work on the intersection of focal

elements.
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44 Duboiss YR t N} RSQad RA&a2dzyOGA GBS Oz2y

FromDuboiss YR t N} RSQa LIR2Ayld 2F GASss [ 623S N
they ae reliable,and we retract the conflicting evidence. Dubois and Prade distinct

disjunctive and conjunctive pooling.

Conjunctive pooling: if the sources amempletely reliable and properly
interpreted, then there is no room for conflicting evidence, sf®uld ignore them

because it could be satbntradictory to claim that those sources are reliable.

Disjunctive pooling: if the sources are moimpletelyreliable but we have no
information about their reliability then we can assume that ontha$e sourcesells

the truth without specifying which o#¥.

33
0 06 b 6& ©

As arexample, let us see how thidetreats example mentioned abev

0 0 0 0 0 0 0
0 0.9 1 0 0 0 0 0
0 0 1 9 0 0 0 0
0] 0 01 0 .09 81 09 0
Table 14

109Dubois D., Prade, h., 1992, On the combination of evideneariaus mathematical frameworks, in Reliability data
collection and analysis, by Flamm, J. and Luisi, T., 1992: pa@4213
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Again, his rde does nothange so much, because stike other rles,the degree
of belieffor 0 is zeroThere is a problem. | thinkl 3 S NIDY R NBzdz&E2 A & | Yy R
rule has the sameaturetoward conflicting data, but the later gives us better and more
elaborate resulthowever it cannot distinguish ignorance and suspension during the

combination.

5 Basic doxastic attitudes in DS

DempsterShafer theory ofevidencecanrepresent the degreef suspensiomand
ignorance,but it fails to keep their natural value when it combines two sources of
evidencelt is not fully successftd representdoxastic attitudesjualitativelyhowever

it ismore successful than BE.

The defintion of degrees of suspension and ignoramaeksproperly. The degree
of suspension is the degree of conflicting belief, and the degree of ignorance is one

minus thesum ofthe degreeof belief and disbelief

Regarding the relationship between belief function dradicqualitativedoxastic
attitudes, | have proposeda proposd. If the agenttries to distinguishdoxastic
attitudes, she should answer the acceptance threshold question: At which degree of
belief | $iould accept a propositiorinding the legitimate threshold is what an agent
should do in a context and according to her belief function. Thesgjoahg tohawe a
consistent and closed belief s&tis proposal workbut it has its limitsBriefly, | can
say concerning the quaternary judgmental assertions (qualitative belief, disbelief,
suspensionand ignorance) an agent cannot suspend a proposition while she finds

another propositiorunknownand vice versa.

Unfortunately, DS does ngivea sensiblerule of combination for combining two
pieces of evidence | showed thatproposed ruls of combinationthat workbased on

the intersection of focal element®uld not be plausibleDisjunctive pooling method
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is a more elaboraterule of combinationthan DS and Ya@eid , Madzit & still in
Denpster's camp because it canndistinguishsuspended jdgment from ignorance
during combining evidencelhe rule of combination after years stillas open
guedion, and it needs a separate project to be dissed.Still there is nota
satisfactoryrule of combinationto keep the evidential support of proposition assit
naturally expected showed that eglectingthe distinction between suspension and

ignoranceplaysis the reason that there is ntte satisfactoryrule of combination.



XProbably the best thing to say is that the philosopl
inquires into the rational laws of the dynamics
0StASTP 1 26SOSNE  UGKS
ambiguous between a normative and a descript
perspective.

The Laws of Belief, Wolfgang Spohn

Ranking theory

By applying ranking thegmnye can represenjuantitative and qualitative noti@n
of belief, suspension of judgmehf, ignorance belief change (like belief revision),
conditionals, conditionalization (likegeneral conditionalization in subjective

probability). It entails allBelief Revision postulates for contractioexpansionand

110The representation of suspended judgment need some improvement which | will present. This
theory is open for more improvement@mew achievement in Formal Epistemology.
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revisiort!* andit is fruitful as much aa subjectiveprobabilitybecause it is capabte
representinglegrees of beliedndconditiondization For understanding its motivation
and its philosophical background, we could come batketbistory of probability by
looking atBernoullt'? on nonaddtive probability, or Jogd Butle***who had the
same deasthat if6 Q& 6 1 thend Fa 6  mwhich isnot like the

familiar complementation principlef negation'!4
6 da 6% 6 Q¢ ko @)
Y mw- 6Qa O6H 1

This theory and its capability of defining the degree of unopinionatedness
(neutrality),is an exceptioal property among other theorie€uringthe inquiry into
Ranking theory (RTnoticed thatthe following questionsplay crucialroles: A) what
are ranks?A rarrower question couldbe: do ranks relate to qualitative epistemic
updates, ordo they relate to the quantitative epistemichange8 B) Could RT
representthe grading obuspensioras the degree of contradion (minimumdegree
of belief and dibelie)? What about the degree of ignoranc€3uld we consider the
degree of neutrality as the degree of suspensi@ 2vhat does suspension mean in
RTandwhat RT can say about qualitative ignorariogfle end,l introducea General
RankingTheory whid is capablef beinga basic qualitative model dfie qualitative
acceptanceheory. The complete qualitative model guialitative acceptanceevision

is presented in the last chapter.

m See Spohn, W. 201AGM, ranking theory, and the many ways to cope with exaniplBswvid
Makinson on Classical Methods for Nolassical Problems (pp.-258). Springer Netherlands. Not
only it entails beliefevision postulates for expansion, contraction and expansion.

12 Spohn, W. 2009 survey of Ranking ThearyHuber, F., and Schmidetri, C., (editors), Degrees of
Belief, Dordrecht, Springer, P. 186

1 Cohen, J. 198@ome historical Remarks on the®&aan conception of probabilityournal of the
History of ideas 41, 21231: P 224

wd Qady  mthend Qa 6D p 6 FaoY 2
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1 Classic Ranking Theory

Ranking theorylike subjective probabilitytakes the object of belief to bea
proposition set of possibilitiesThe objecs of all doxastic attitudes, namely belief,
disbelief, and suspension of judgment is a propositioma set of centered possible

worlds, or a set gbossibilities'>:

These objects angure contents, i.e., proposition$o be a bi
more explicit: We assume a nempty set W of mutuall
exclusive and jointly exhaustive possible worlds or possibilit
| prefer to say, for avoiding the grand associe of the tern
Wg2NIRQ YR F2NJ Fftft2gAay3a i

phenomena (where doxastic alternatives are considered

centered worlds rather than worldgndwe assume an algeb
A of subsets of W, which we call propositionghéfunctions we
shall consider for representing doxastic attitudes will be func
defined on that algebra.A

1.1 Negative Ranking function

Assume a noempty set of possible worlds that they are mutually exclusive and
jointly exhaustive. Take each of theas a possibility. Then defineas an algebra of

subsets ofo . Eachmember(liked) of ' is a proposition.

Let' be an algebra oveb . Thenkis a negative ranking function for, if and

only if,Il is a function from into’Y =Y C {=}such that for a6 i * :

I (2

1153pohn, W. 20093 survey of Ranking Thegiry Huber, F., and Schmidetri, C., (editorspegrees
of Belief, Dordrecht, Springey: 4
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I A« 3
I 6C6 1 ET 8 H 6 4

The functionk is a grading of disbeliéf. It is the reason thatis called a negative
ranking functionll 6 T meanso is not didelieved.Notice thatnot-disbelieving
does not atail believing. Mis simple move, helps us to represent at least three
epistemic statebecause a proposition anig negation might be netlisbelieved, and

it means they are not believed or disbelieviediscuss tis issue later.

Besides, swe havell 6C 6 I @ [ EN 6H 6 TG, one can

conclude that

©

e mnuUl 6 1

1.2 PositiveRanking function

It is possible to model our doxastic states based on degfeleelief instead of

degrees of disbelief. We can defireepositiveranking function byhe following

Let' be an algebra oveb . Then' is apositiveranking function for iff“ is a

function from' into'Y =Y C {a}such that forll6fd | ' :

(6)

w o)
i A T (7)
“ 5 I ET 6 6 ®

us SpohnW., 2012] aws of Belief, ranking theory and its applicationsP, P: 70
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The functionpis thegrading of belief: 6 Ttmeansthat 6 is notbelieved(6)
says that the agent sh@albelieve tautologies, and)(8ays that her degree of belief
for all contradictions igero. And (Bsays that the degree of belief of a conjunction of

two propositiors is their minimum degree of belief.

Aswehave 6&£ 6 “ A T ET 6/ 6 11, Therefore,

6 nuU* 6 1 ©)
1.3 Twosided ranking function

The third function is &vo-sidedranking functionLet' be an algebra oveb .
Thentis a twesided ranking function for iff tis a function from into'Y' =Y C
{m} such that there is a negative ranking functioand its positive counterpatt for

which foralb | ' :

te 06 016 & 0o (10

Soone can concludthat:

t6 Ot 6 m (13

(11) assersthat thetwo-sided rank of a proposition pltise two-sidedrankof its

negation is zero.
1.4 Conditional Rank

Letll be a negative ranking function for, andll & oor' is regular Then

the conditional rank o | ' on given' is defined as
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I 6s6 I A I 6 (12
According to (12 we have
I 66 mUI 638 m (13
Alsg we can say I 6/ I 6 Il 6 . As we haveo
6 C 6/ 6 ,wehavdl 6 [ ETl 64 Al 6/ 6

Besidesthe positive conditional ranks well as the negative conditional rank could

be defined:* 60 “ x0Co6 “ x0 .

The ¢eneral conditionalization like Jeffrey conditionalization in subjective

probability*t’, for epistemic update or revisipoould bedefined as follav:
1.5 Spohn Conditionalization

Letll be anegativeranking function for and6i ' suchthatl 6 Al 6
o, andél N*.Thenthed- & @wé & 'QQO Q¢ toflcisAeficied Y: £

o, los n ois (14)

I 6s & &noi &

One could see the conditionalization as a three step process: first the negative
rank of all possible worlds in the proposition decrease by subtrdctingoecause
I 0 isequalto I VA I 6 I 0 I & in this step the negative
rank ofé will be zero. In the second stehe negative rank of all possible worldsih

will decrease by subtractidlg x6 (like what happened for possible worldginbut

w7 The relation betweesimpleconditionalization andeffrey conditionalization in BE is like the relation
betweensimpleconditionalization and Spohn conditionalization in RT.
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in the third step it increases by addingThis three step guarantees that the negative

rank of6 is zero and the negative rank of its negatian. is
1.6 Regularity

A negative ranking functidhfor ' is called regular iffl & a for all non

emptydi ' :
I'Qi QQo& O A - 18 o) (19

1.7 Qualitative belief andegree of unopinionatedness

Based on the definition @ two-sidedranking functionone can identifythree

kinds of values fagvery givert 0 :
t 0 1, which means the agent believ&s
T 0 T, which means the agent disbelie\gs
t 0 M, which means the agent suspends her judgment towrds

Here, RT gives a clealationshipbetween qualitative and quantitative belief,
disbelief, and suspensioBut why the agent should suspemahly whent 06 I,

Spsohn in his book says?

It may seenmunfair that the range of belief extends to
positive reals (or integers) and the range of disbelief |
negative reals (or integers), whereas there is only one v
be neutral, namely by agsing rankit. Why should neutralit
not comprisea largerrange ofranks? We could just as wt
distinguish someositiverank (or somepositivenumber)d
and define the closed intervath & as the range o

183pohn, W., 2012, The Laws of Belief, ranking theory and its applications, OUP, p. 76, 77
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neutrality. Sof 6 &, express belief ia, T 6 qQ,
express disbelief i@, and everything in between expr
ddzalllSyasS 27F 2dzRIYSydX

Moreover,here there is something even more excitiegardngour project?!®

X  Kexarcthithe parameten s fixed depends on how stric
we want to understand belief in the given context. The ci
point is that, lewevernwe fix the paramete, we always ge
the formal structure of belief we want to hav&he study o
beliefis the study of that rankingtructure.

The definitions of belief, disbelief and suspensiomeed amendment. Te
suspension set could be established based on the degree of neutrality's &
té a.f «a t6 gthen & t &6  §sofortunatelyjt endorses one of the
axioms (A.9) that | like to hold in this projeet 6h 3 66h 6 . In the other word,

ifol "ythen 61 Y
1.8 Doxastic attitudes in RT

The relationship between twsided ranking function and doxastic states is the

following
t8 a1 AB (19
t6 at $EOS (17
(18)

¢ t6 &r368

| think (18) should be the state of suspension and not ignoraecause there are

cases thaRT suggestssigningero as the negative ranlikke a fair coinAlso,it seems

191pid
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to me that RT suggestassigning no rank to a proposition which is unkndmig
interpretation).If there is a subset @ which is not a member of the algebra and does
not have any rank, then one can callnknown propositionl discuss it in the coming

section about qualitative belief, suspension, disbelief and ignorance.

Every negative ranking function (or tsimled raking function), illustrates a
unique belief set whicks closedunder logical consequeacThe set of all believed

propositions is the belief set:

O 6stoé  am m (19
Moreover,we could define the disbelié® and suspension s€ty:

o 6sté a (20

(21)

Y 6s02t o6 2 a
The proof of closure simple Taked and0 as believed propositions, then their
conjunction belongs to becauseve havet 6 @ andt 0  &aand it means

I 6 aandll 6 &, on the other side we havel O6C 0
i ET 6hl 6 |,

Moreover,as the negative ranks of 6 and 0 are bothmore thanq, we can

conclude that

I 6C 60 &, andit entails thatt 64 & or 04D is believed:
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1.9 What are Ranks

Theaccounthat negativeranksare the grading of disbeliefndpositiveranks are
the gradingof beliefis the classic interpretation of RWe could rewrite ranking

function with different notationso reflect this interpretation

sdaé 6 I b (22
odi 6 I 8 (23

Soone can conclude that
(24)

6da o ogdi o

As believing g@roposition is equivalent with disbelieving its negation, one can
legitimatelyexpect the same property when she thinks of quantitative belia4)

endorseghis intuition.

One of the mosremarlable properties of RT is the relationship between the
degreeod St AST YR RAA0StASTod L Fofapbopositod, s Iy |
thenwe camot alwaysknow herdegreeof disbelief For example, e know thatthe
agentbelievesQ6 with the degree d m, then there is no way to know whtie
degree of disbelief 6 is. If we know that the degree of belief is more than zero
Q6 1 then we could be certain that its degree of disbelief is ¥&rd 1 It
seems thatRT diffes from BE with regards to the relationship between degrees of
belief and disbelief. It is always possible to know the degrdisbeliefin BEwhenwe
knowthe degreeof belief RT and DS are sian regardingo this issueNotice BE does
not have this property-However] like this property of Rbut theclassidnterpretation
of RT is not satisfyinghae are reasons to avoid the gradiofydisbeliefinterpretation

of negative rankdn the rext sectionl explan the problem.
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1.9.1 The gquantitativenature of ranks

| think it is simplistic tesay that the ranks are agling ofbelief and disbelief. One
criticismof this interpretation is that an agent can legitimately hayssitivedegree
of belief and disbeliedt the same timeFor instancein some degree | believe thiat
the next hourit is rainy because dfie weather forecasthat | watched on T\also in
some degree | disbelieve becawssy is clear blué think thatlt is not necessary to
assign zero to thdegreeof belief or disbelieés (1) is proposin@lso (5) the law of
necption endorses}?°It seemsto me that RTfocuses, in return,on the difference
betweenthe degree of belief and disbef. It ignaes the contradicting evidence and
consideswhich one is preferabl@herefore, if a proposition and its negation are not
both preferable then RT sayst is suspendedThisresemblancebetween ranks and

the degree of preferability is clear noe, but their exact relationshis a conundrum

It seems natural t@xpectthe rankingtheory to represeninformation whichis

received as a probability function: a fair coin, a dice, or even statistical information.

What should be thenegativerank of a proposition that theoin comesup head?
Ranking theory says zero. What should be the negative rank pfdpesition thata

dicecomeup 5?Again,it should bezerd The twasided rank should be zeas well.

| think thepreferabilityis the keyto a plausible interpretatiof SG Q& 06 S3AAY
definition of preferability and the degree feferability

The degree of preferabilitpf a propositionis the degree of beliefo the

propositionminusits degree of disbelief.

01 9m 69® 006 (29)

20| do not mean that ranking thepis not contradictiofiolerant, RT, Qualitatively, is a contradiction
tolerant theory.

g A
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The first thing thatconnecs the quantitative notion of preferability anthe
qualitativenotion of belief is th expectation that if a propositias believedthen its
degree of preferability should be positive.

508 © 0i B T (26)

What are properties thal i '©a6d the twesided ranking functiot, both have
in common?The first property is thafrom believing apropositionfollows thatt is
positive(16) says that 6 awé & mtherefore,06 Q& © T 6 1 Another

property is the relation between the degree of preferability of a proposition and its

negation:

0l om 01 9% n (27)

(27) is similar to (11) which say®d T x6  m.'2! Unfortunately the
preferability function is noéxactly the twesided ranking functianLet me illustrate

the situationwith two example. Imagine we have four possibilities ahd¥ ais a

Bayesiariunctionas follow:

V) L L V)
6 da 8p T Eo) &
(o)l & p ) &
Table 1

21 The belief function can be Bayesian or DS. In botls ghsepreferability function hokithis
property.
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How can an agentranslate this informationnto a ranking function®ouldthe

preferabilityfunction help?

Table 2
The degree of preferabilitymay help the agent to have an ordered set of

possibilities with ordinal number3he property ofthe two-sided ranking function
which isimportantis that for all proposition§8 andd, thetwo-sided ranking function

is suchthatt 6C6 2 1 6 . Therefore, if a proposition is believeshchsuperset of

the proposition is believed as wellhis poperty is important for the closurdll
preferability functionshave this property as well: for all and 6 the preferability
function holds thad IQ3 6C6 2 0 i ©&. Therdore, if one defines a preferability
threshold for defining believed propositions, then for any believed proposition all

superses of the propositiorare believed as well.

Besidesthere is anotheexcting property that two-sided ranking function and the
preferability function have in common: it is impossible to raxee possibilies with

positivetwo-sided rank or with positive preferability degreBise proof isimple,if the

two-sided rank of two possibilites are positiveg T 0 mandt 0 T, then
from t 0 T one can conclude thai @ 0 I 0 andll w
0 L

Il 0O I ETl 0 sO ¢ @ O mandas) ¢ @ 0 ),

I o mandtherefore, it is impossible to have two possibilities with positive

two-sided rank.
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For proving that twgossibilities witha positivedegreeof preferability, assume

thatd 1 ©"Q M, and0 i &0 . Thenfrom0 1 & "Q TTone can
conclude that) ‘@ a0 6 Qaw 0 =673a0 6 Qaw 0 o
therefore

6 'dav 6 dav 6 A an 0 0 ()

By samergument one can conclude that
6 'Qav 6 Q@w 0 =679a0 6 Qa0 0 , therefore
6 'Qav 6 'Qao 6 Qa0 o (I

Moreover,(l) and (llxannotbe true at the same timeTherefore,it is impossible

to have two possibilities with positive degseé preferability.

The preferability function which imade based on a probability function is not
precisdy a two-sided rank because it cannwld the mostessentiaproperty of two-
sided rank: For all degree of neutralitg, if two propositions are believed drthe
two-sided rankof two propositions arenore thang, then the twosided rank of the
intersection of those propositioms more thamaswell’ ¢ 16 2 F1T06 24a
Mt 64D 2 & .This property guarantedhe closure Unfortunately,one cannot say
the same thing about the preferability functiofhe second example illustrates why it

does not work:

0 0 0 0 0
6 da & & & & &
odi ap ap ap ap ap

01 90 ® ® ® ® ®
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Table 3
One can observe thati 90 01 &0 &, and
01 90 01 90 &, but their intersection:
01 @0 A0 01 90 h &

The intersection of two propositions with positidegrees of preferability has a
negative degree of preferabilityn RT the intersection of twpropositionswith a
positivetwo-sided rankalways haa positivetwo-sided rankFrom having positive
two-sided rankof the propositiond and the propositiord, T &  mht 6 T,
follows that the negative raskof x6 and xd are both positive (| x6  mand
I x6 1 ). And consequentlyt 6 £0 1 because Il x6 C x0
i ET x6 H x6 Tt Therefore, the degree of preferability cannot be the 4wo

sided ranking function.

If an agent receives information that all possibilities in her set of possibilities are
equally probable, then what is her negative ranking functidszhey are equally
probable, then their negative ranks should be the same aarat least onpossibility
should have zero as its negative rank, therefore, their negative ranks are all zero.
Therefore, RPproposesto assign zero as their negative raldkes this translatiogive
us some hintsto find the relationship betweenwo-sided rank and preferability

function?

[ SGQa &aSS K2g we¢ ¢2NJ a Iniagire yheré afeighta Sy
tickets and the probability of each to be the winning tick&t8s Then RSuggessthat
the negative rank of each possibility (ticket) should be zero. Consequeattyych
sided rank of all propositions is zero and they are all suspended. Is there any other
possible translation by RT#hink no. | think this is the best translation of the

information and the best equivalent ranking function.
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Now, imagine the same lottedyut two tickets are two times more probable than
other ticketsThe probability of twéickets T, T> areeach.2, and other & possibilities

are .1 probable. What should be the equivalent negative ranking function?

If we construct a ordered set of possibilities witm ordinalnumber (the degree
of preferability), then two ticketare more preferablethan others(-.6 their degee of
preferability while for other possibilities it4g). Thenthe agentmust suspend two
tickets with .2 as their probability and disbeésall other possibilitiesand she must
disbelievehat one of the ticketsslor Ta 2 NJ$iswinning, but the proposition that T
or T2iswinningis less probable thanq®dr Tz 2 NJ¥) iswinning

As it carbe observedhe relationship between BE and RT is a mysaeystill, it
isan open questiolC NB Y { L2 Ky Q& LJ?tio/distiné doxagthr®des: i KS& |

| am reluctant to opt for interactionism. My experience ra
is that belief and probability are like oil and water; they dc
mix easily. So, the dualistic alternative to interactionis
separatism, the view that there are indeed two gl
doxastic modes. You may be described as being in the
as being in the other, perhaps on different occasions; but
is no good way to mediate between or combine the
modes. | sense the absurdity of this position; therefore,
not determnately promoting it. However, it is obvious th
have so far adopted methodological separatism, as one |
call it.

If ranking theory and statistical information are two distinct doxastic modes, then

it seems, receiving statistical informationcan®d I y IS 'y | 3SyidQa NIy
1.9.2 The qialitative nature of ranks

A qualitativeapproachto the nature of ranksis an accounbf how qualitative
epistemic updates produce ranks Ranksillustrate the quantitative nature of our

epistemic statefrom qualitative updates
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[ try toillustrate byan example how a qualitative approaebrksin contrast with
the quantitative approachThe question of the nature of ranks and its relation to

statistical informatiomemains open.

One interpretation of RTsays that the nature of coming information is
guantitative, and it mean that the agent should fix her ranks based on the coming
guantitatve information. One can ask someone, who accept this interpretation, how
should one translate other quantitative information, like statistical information, to a
ranking function? | could not find a systematic way to answer this question. The best
answer m the literature is that they are two distinct doxastic modasother
interpretation says that # agent receiveonly quaditative information, and theshe
assigns ranks to her possibilities. | explain how the second interpretation may look alike

and how it works.

Inthe qualitativeinterpretation of ranks, the ranks are the degree of contradicting
information Ranks are the production of changing theesrof possibilitiesEvery
change produces@hange in the ranks of possibiliti#ghenl made this interpretation
of the rankingtheory,| observed that this interpretatiocould explainwhat the set of
possibilities isp , and what does it means when agent considers an algebra over

.

The set of possibilities is the set of possibilitighat their placecouldbe known
by some imaginableformation The algebra ovab shows that the agergxpectsto
receive information aboyiropositions in th@lgebraFor examplgimagine thato
0 ) R , thenthe agent believes all information can change the order of these
three possibilities. If she considérs ARO hO O ho RO FO  , then it
means she expesto receive information abouth) h0 h  and all information will
change the order othese two sets. In other word&r the agentthe proposition

0 h s like a possibilitfEveryproposition in an algebra that its proper subsets are
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not a member of the algebra are atoms. For example, atomsak 0 ho I

and atoms ofhe agebrac are 0 h0o hov

It is better to say that every ranking function produces an ordse¢efatoms
(instead of possibilitief)ecause the algebra which the functiendefinedover it, is

not always;

We assume that th@gent receive qualtative information about proposition
There ar@gwo possible qualitative epistemic chasgé&n agent might learn to suspend
a proposition, or an agent leato believe a propositn (or disbelieve its negation).

So, the question is how each qualitative epistemic change aféeits.

If an agent learns that she should suspend the propositighen it meanghat
she should suspendd as wel) therefore the negative rank @f and x6 should be
less tharor equal to ¢. Ifthey are suspended, then tlagent does not need to change
anything.For simpkity, | introduce a model whe 1. If the proposition is not
suspendedand the degree of neutrality is zernten the agentshould change her

ranking function as the followirigrmula suggest

3 roe T (28)

(28) guaranteesthat the minimum negative rank of possibilities in a proposition
which shouldbe suspededis equal tott. As the suspension of a propositidfo o
necessitates the suspension of its negafida 6 < "YoO ix0 , therefore,the same

rank asigmment should be done foxd.

One can define the conditional suspensionTke P , and it meas that after
suspension the negative rank 6/ is equal to the negative rank af .
(Il oA/ I 06)
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The cond possible qualitative epistemic updatgpens when an agent learns
that she should believe a propositidkn agent assigns the ranks after belieirgy
the following formula:

.o , . PRI , Pt 29
"o lonl 0 I o I E L vlo 29
"o Tonl 0 I 0 p 122

(29) sayshat if an agenbelievesd, then she should assign zero as the rank of the
proposition, and she should add one degree to the rank of its negdtiemefore
believingd produce the same degree thatconditionalization liké - I & p
does.The abovdormulae(28) and 29) needanamendnent forall possible degree of

neutrality.

Now, two interpretatios of ranksareintroduced andit is time for one of the most
critical question: RT and degrees of suspensi@ections 1.4 and 19.2 are not
connected to other sections ihis chapter because the interpretations of ranking
theory do not play any role in other sections specially when it comes to the general

ranking theory which | explain at the end of this chapter.
1.10 Grading of suspension

If one seeshe ranks as the degreef belief or disbelief, theone should agree
that RT cannot represent the degree of suspensionbecause thedegree of
contradiction(conflicting evidenc&om two different sources of knowledgs always
zero.(1)and(3.5) are both illustrating this poird positive(more than zerohegative

rank of a proposition necessitatesro aghe negative rank of its negation

122 An alternative account could be addihg rank of the bééved proposition to its negation as the
degree of surprise. | avoid it because of the simplicity of the example. My main intention is giving an
intuition by giving a simple idea.
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| think one could say that raink functionsare a preferabilityike functions By
adoptingthis gproach, one casaythat ranking theory is aontradictiortolerance
model. | meanhowever RT does not represent the degree of conflict, but it is not like
DS rule of combination that simply delete conflicting evidehdiscuss the qualitative
suspen®n in the next section. As RT represeqnialitative suspended judgmemtike

to check whether RT represaithe degrees of suspension or not.

One of he thingsin RT thamightgrasp2 y Sa@eationis the unopinionatedness
threshold or the degree of neutralityCould this thresholdbe the degree of

suspension?

The thresholdd OF y Qi 6S GKS RS 3NSB StheMa@greaiaiza LISy a
suspension at least can be different for every proposifiowe agree thatiis the
degree of suspension, then we should agree thagiralbositions have the same degree

of suspensionAlso,the degree of belief (twsided rankwhich is ignored because of

0123, cannot represent the degree of suspensioecause then all propositismvhich
their two-sided rank is more thamwould have the same degree of suspensidme
second reason to reject this idea is tliedoes not relate tohe degree of contradictory

information.

The thresholdxis the threshold ofunopinionatedness, and it says that an agent
ignores'?*ranks which are less than the threshahd what makes a proposition tde
believed or disbelievedepends on the unopinionatedness threshditbtice that
there is a difference between the unopinionditess threshold and the degree of
unopinionatednessiVe need to be careful about Eor every proposition the degree
of unopinionatedness, or theedreeto whichthe agentignoresis different.If the two-
sided rank of a propositionfgstandd ¢, thenthe proposition is believed, and the
degree of unopinionatednessgsIf the twoesided rank of a propositionisand

@, then the degree of unopinionatedness of the proposition.ighe degree of

281 GO YO id & t6 ¢ 4o Yoisé t6
RWAIYy2NBQ YSIhya GKS NIyl R2Sa yz2a4 tSIR G2

(@]
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>
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unopinionatednesds the twasided rank that aragent ignoresAs we observe,
however, the unopinionatednesghresholdis the same for all propositions, but the
degree of unopinionatedness is differefibe thresholdxis the maximum possible

degree ofunopinionatednes$or any proposition.

It seems R cannot represent degrees of suspension and degrees of ignorance, but
RT can representhe degrees ofunopinionatedness. So, RT is introducing new
guantitative epistemic state which is opinionatednegsich is noticeable and unique.
Because of thiproperty, it is even harder téind the relationship between RT and.BE
What is the equivalent quantitative opinionatedness function in[BE2i Qa FAY A a4 K

section with the claim that RT cannot represgurintitativeignorance and suspension.
1.11 Qualitative Suspension and Ignorance

RTcanproduee a suspension sef belief sef anda disbelief sefrom a negative
ranking funcon. So,every proposition with a negative rank belongs to one of the
above setsWe have the right terminology for the grerty: assessable propositioA.
ranking function and the unopinionatedness threshg#deratethe set ofassessable
propositionsdrom a ranking functionlhe asessability sé$ the set of all propositions
that the proposition or its negation is accept8d, if a subséd of w is not a member

<

of' andthe negative ranking function® © s H> , then'O does not have

any rank and its unknown.

OIDKOQBKO|!125 (30)

125 Belief means accepting a proposition and not accepting its negation; disbelief means believing the
negation of the proposition; suspension means adngghe proposition and accepting its negation.
According to these definitions, assessable proposition is a proposition which is believed, disbelieved, or
suspended. This definition is equivalent with the following definition: a proposition is assessable

Oi 10 if the proposition is accepted or its negation is accepted.
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‘00t 650°08 (31)
So, briefly, the observation shows tfi can represerhe degree of belief and
disbeliefif one interprets ranking functions as the degree of belief and disbelief.
Alternatively,RT can represerthe degreeof preferability and opinionatednegs
prefer this interpretation) Also, RT can represetiie qualitative belief, disbelief

suspensionand ignoranceleanly and distinctivel

The beauty of Ri§ that it is the only mod&hich its classic versionrcdistinguish
assessable propositions framn-assessable proposition$.a theorycandistinguish
assessable from nemssessable propositions, then th#teory can distingush
ignorance from suspensiolf.we agree that a proposition is the set of podisigs,
then RT introducedwo kinds of propositiongpropositions which are in the algebra
and they have ranks, and propositions whichrdmking function does not assigny
numberto it. A proposition without any rank & unknown proposition?¢ So, all
propositions with rank, are assessable; and it means they are believed, disbelieved or
are suspendedBut it is not enough to say that all unknown propositions are
propositions withotirank. We need a way to have some unknown propositions with
positive degree of belief; propositions which have some evidsnogglort,but it is not
enoughsupport to make them an accepted propositibmthe next sectiofl introduce
ageneralrankingtheoryto showhow by somechangesone carillustratequalitative
and quantitative suspension at the same tilfeave an idea to represent tlitkegrees

of suspension in RT.

2 General Ranking Theory

| made a general ranking theory to represetite degreeof conflicting evidence or
suspemed judgmentby allowing multiple ranking functios. RT can represent

gualitative suspension, but it cannot represent quantitative suspension (it cannot

126 The same argument does not work for BE because the Lockean thesis does not work properly in BE.
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because always the ram the proposition or its negation is zero, and there is no
degree of conflicting evidence). In General Ranking Theory (GRT) the agent @an have
positiverank for a proposition in one function, aaghositiverank inanother ranking
function This gener&zationisconnectedo the Qualitative acceptandeevisior{QAR)

as a generalization of belief revision that | explained in chapt€he&basicranking
function constructs an acceptance base (which candmngistentor consisten), and

then a generatanking function will be calculated based on #useptancéase and

its correspondindpasicranking function.

2.1 Basic ranking function

Letw be a set of possibilitiesnd—eg, - a C & be a(positive)basic ranking

functionsuchthat
_A - (32

(33)

The first difference between RT and GRT isGfaI assigibasicranking function
to all proposition or set of possibilitigsit RTassigs ranks only to propositions which
are a member of the algebraccording to thebasic ranking function and an

acceptancehreshold one can define an acceptanbase
2.2 Acceptance base

Then the acceptandease'Ois the set of all propositions that their basrank is

more than the acceptance threshaidi

0 658 26 i (34)
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By introducing—as a basic ranking functiohseparatepropositions withbasic
rank that their basic rank @ositive from propositions that theibasicrankis zercand
they do not have explicit evidential suppdfor examplejf an agent learns that
tomorrow it is rainy(6) with basic rank 12, without any other informatiabout x4,
then her basic rank that tomorros not sunnywould beO. Now, if the acceptance
threshold is 8, thei is in the acceptance basByintroducing'Oas the acceptance
base | separate propositionthe basic ranlof whichis highenough to beused in an
argument In other word, the acceptance basks the set opropositionsfrom which

the agent can infer other propositisby applying:lassidogic.

Notice that the acceptance base mayibeonsistent The acceptance bagenot
necessarily closednder logical cosequence. Thereforahere is more than one
possible inconsistent acceptance basaisis the very important property of this
model. GRT can representriousinconsistent agentsAs pople are inconsistent in
different waysit is irrational tosay thatall inconsistent agents are the saagewe see
in traditional belief revision theorie& model cannot represent suspended judgment

if it cannot represent inconsistency.
2.3 Assessable propositions

The next step is aboueasoningrom an acceptance base. If the acceptance base
is consistentthen all logical consequersef the acceptance sedre valid. If the
acceptance set is not consistent, thee logical consequence of the acceptance set is
not valid, and the agent should notlraw any conclusion from the acceptance base
because if she does, then she must consider all propcsitidre acceptable andhis
is irrational.The agent shouldraw a conclusionfrom a consistent subset 6f, and
what he infersisconditionaj unlesst is derivable from all maximally consistent subset
of' . One can calkvery maximally consistent subset 'of an inferable acceptance
base because as it is consistent, one can draw conclusion frofimeat.ninimum

number of inferablecceptance basds one.

For every acceptance basg@There is a séf subsetsO of "Osuch that
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0 s 1B %)

u/\ QIIII 6"‘%‘ Qll V/\_ 6|' 1
These subset®, areinferable acceptance basel heassessable propositieare:

i B 1" ' UsU U B (36)

For anyCthere is a set O ©f all assessable propositidisit is also the smallest
sumlgebra! that containsall members ofQ For the proof see below.
1 66 ' 8sbi b (37)
For proving theset of all assessable propositions is an algebra we toggwve
that i) the empty set is assessaldad therefore always is a member of any set of
assessable propositiodS@)A ¢ I G and ii)if a proposition is assessable thigs
negation is also assessable and belongs to the set of assessable propositio6sd

x" ¢ 1 O ¢@and iii) the intersection of every two assessable propositsoaissessable as

welland eventually "ol O@#0! OO0 " AEH#H 01 OO

i) For ary acceptancéase the empty setd is always assessable because for
all inferable acceptance base its negatiom is derivable.

Therefore,” " @)Af7 ¢! 6O

ii) For any assessableproposition we haved i & *"' ' USU' U
0 , therefore one can conclude that® is assessabldecause of

i B 16i k8 *"' ' UBU U &

iii) Imagine that® and 6 are both assessable, therefore we have

5i B " ' USU U & and Bi B " ' UsU U








































































