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FORMAL REPRESENTATION S OF 

SUSPENDED JUDGMENT  

 

Abstract  

 

 

 

 

 

  

This work investigates various theories in Formal Epistemology 

in order to observe their capacity of distinguishing suspended 

judgment from ignorance. Besides, it suggests how every 

theory in formal epistemology could be changed and 

improved to represent suspended judgment properly. 

 

After an inquiry about the nature of suspended judgment and 

introducing its characteristics, I observe and suggest some 

improvement in various theories in formal epistemology 

namely AGM belief revision, Indeterministic belief revision, 

Bayesian Epistemology, Dempster Shafer theory of evidence, 

and Ranking Theory.  

 

The text also suggests a new theory, the Acceptance 

Revision, which can properly represent all doxastic attitudes 

namely belief, disbelief, suspended judgment and ignorance. 
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FORMALE DARSTELLUNGEN VON  

URTEILSENTHALTUNG  

 

Zusammenfassung  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Diese Arbeit untersucht verschiedene Theorien der formalen 

Erkenntnistheorie, um ihre Leistungsfähigkeit dahingehend zu 

beurteilen, ob sie die doxastische Einstellung der 

Urteilsenthaltung von bloßem Nichtwissen unterscheiden 

können.  

 

Außerdem werden in der  Arbeit  Vorschläge  gemacht,  wie 

jede Theorie in der formalen Erkenntnistheorie geändert und 

verbessert werden kann, um die Urteilsenthaltung 

angemessen abzubilden.  

 

Nach einer Untersuchung des Phänomens der 

Urteilsenthaltung und einer Einführung in ihre Charakteristika, 

schlage ich eine Verbesserung verschiedener Theorien in der 

formalen Erkenntnistheorie vor, nämlich AGM Belief Revision, 

Indeterministic Belief Revision, Bayesian Epistemology, 

Dempster Shafer Theory of Evidence und Ranking Theory.  

 

In meiner Arbeit schlage ich auch eine neue Theorie vor, die 

ich Acceptance Revision nenne, die alle doxastischen 

Einstellungen richtig darstellen kann, nämlich Glaube, 

Ablehnung, Urteilsenthaltung und Nichtwissen. 

 

 





 

 

 

 

 

 

 

 

 
 

 Introduction  

Ideas and perspectives related to the suspension of judgment are scattered like an 

archipelago.   This text gives a detailed map and insight into the meaning of suspension 

of judgment and its formal representation in various prevalent theories in formal 

epistemology. I found that reaching a unified account of suspended judgment is not 

achievable (it was not acheivable regarding belief as well). During the inquiry, I tried to 

keep the plurality of various possible approaches, written and unwritten; to help the 

reader to form her ideas if she does not agree with the conclusion. 

In the first chapter, the nature of suspended judgment is discussed. There are five 

key questions which shed light on the nature of the suspension of judgment 

(suspension). This inquiry leads us into ten formulae which hold in the entire 

0 
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dissertation. This chapter contains the main assumptions, the adopted philosophical 

approaches, and the definitions of basic and primary concepts.  

From the second chapter, we play the game of mathematics-meet-epistemology 

to find the proper formal representation of suspension. The starting point of the 

chapter is the preliminary report of the belief revision theory which considers the 

qualitative notion of belief to represent our doxastic states. The inadequacy of the 

belief revision in distinguishing ignorance and suspension compels us to turn to 

indeterministic belief revision. This version can represent formally all four possible 

doxastic states namely; belief, disbelief, suspension, and ignorance. For a better 

interpretation of the indeterministic belief revision, the four-valued logic by Belnap is 

applied. The chapter plays an instructive role in understanding the issues related to the 

formal representation of suspended judgment.  

Chapter three addresses the quantitative notion of belief by discussing Bayesian 

epistemology. Bayesian probability and the development of probability theory by 

Kolmogorov helped epistemologists to construct a formal representation of degrees of 

belief. Bayesian epistemology is the received view in formal epistemology. One of its 

pillars is the Dutch book argument. I give some counterexample to invalidate the 

theory. Also, it fails to distinguish suspension and ignorance. The problem arises 

because of the principle of indifference.  

We learn about Dempster-Shafer theory of evidence as a generalization of 

Bayesian epistemology in chapter four. The principle of indifference would not be 

applied in the theory of evidence. It creates an opportunity to distinguish the degrees 

of suspension from ignorance. By adopting the Lockean thesis, the Lottery paradox and 

the relationship between degrees of belief and four basic doxastic attitudes, namely 

suspension, belief, disbelief, and ignorance are solved. As this theory is a general 

version of Bayesian epistemology, we could say that the long-lasting problem in the 

formal epistemology, which is the lottery paradox, is not a paradox any longer. The idea 

of the movable or adjustable threshold, which I introduced in this chapter, is an 
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innovative achievement in the field of formal epistemology and it shifts the research 

questions from some open theoretical questions to some practical puzzles.  

Ranking theory comes in chapter five. Ranking theory is a unique theory because 

it is able to represent the qualitative and the quantitative belief, disbelief, and 

suspension at the same time. The notion of degree of neutrality or un-opinionatedness 

inspired me to introduce the notion of the adjustable threshold. There is a nice 

relationship between this degree and the degree of suspension. Ranking theory is open 

for various accounts about the nature of ranks. I tried to give one of the possible 

accounts and interpretations based on the notion of the degree of contradiction (or 

surprise). In the last section of this chapter, general version of the ranking theory is 

introduced. It helps us to represent ignorance as well as suspension.  

At the end of the journey, chapter six, we have the map of the paths, bridges, and 

islands that we passed. For gaining an overall view of the research, we compare the 

various formal representation of belief and suspension by mentioning their common 

assumptions, their different approaches, and their unwanted issues that remain open 

for further investigation. At the end of the chapter, I introduce my theory, Acceptance 

Revision, which captures the intuitions behind the Belief revision, Bayesian 

Epistemology, DS theory of Evidence, and Ranking Theory. The acceptance revision 

could be considered as the formal conclusion of the dissertation.   
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 Suspension of Judgment  

 

Belief, as a doxastic attitude, is central to epistemology1. This central role has been 

extended to formal epistemology, and consequently, there is a natural tendency to 

define all epistemic states based on belief (or degrees of belief), e.g., defining 

disbelieving ὄ as believing ὄ.  

The central role of belief in mainstream epistemology was connected to the 

tripartite analysis of knowledge (justified true belief) and its inconclusive debate about 

 
1 Heil, J. 2010. Belief, in A Companion to Epistemology, edited by Dency J., and Steup, M., Wiley-
Blackwell. Page: 254 also Huber, F., 2016, SEP, plato.stanford.edu/entries/formal-belief 

²Ŝ ǳǎŜ ΨL ǿƛǘƘƘƻƭŘ ŀǎǎŜƴǘΩ ŀǎ ǎƘƻǊǘ ŦƻǊ ΨL ŀƳ ǳƴŀōƭŜ ǘƻ 
say which of the alternatives proposed I ought to 
ōŜƭƛŜǾŜ ŀƴŘ ǿƘƛŎƘ L ƻǳƎƘǘ ƴƻǘ ōŜƭƛŜǾŜΣΩ ƛƴŘƛŎŀǘƛƴƎ ǘƘŀǘ 
the matters appear equal to us as regards credibility 
ŀƴŘ ƛƴŎǊŜŘƛōƛƭƛǘȅΧǿŜ Ƴŀƛƴǘŀƛƴ ƴƻ ŦƛǊƳ ƻǇƛƴƛƻƴΣ Χ !ƴŘ 
withholding assent [epochè] is so called from the 
intellect's being held back [epechesthai] in such a way 
as neither to assert nor deny, because of the 
equipollence of the matters in question. 
Outlines of Pyrronism XXII, Sextus Empiricus 

1 
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skepticism and knowledge. The widely accepted view is that when an agent knows ὄ, 

it entails that she believes ὄ. After Gettier counterexamples2 , the debate on 

knowledge and skepticism started and shed light on the notion of knowledge, 

justification, and belief; e.g., we learned that our beliefs are fallible, and we should 

always be prepared to revise our beliefs3. We learned that the word know and believe 

are context sensitive and vary from one context to another. However, we learned a lot 

about belief; but the quantitative notion of belief, degrees of belief, and doxastic 

attitudes like ignorance were neglected in traditional epistemology. 

The importance of suspending judgment and its role in the scientific investigation 

is neglected in epistemology and philosophy of science for the same reason. 

Unfortunately, the focus on belief has distracted us from other primary doxastic 

attitudes. A column in the New York Times shows that the importance of suspending 

judgment was acknowledged by a columnist on 2 Oct 1876: 

 If there is one quality of mind more than another which can be 

said to be scientific in it bearing, it is that which is known as the 

power of suspending judgment. Almost every writer on 

scientific subjects lays it down as a necessary prerequisite for 

successful investigationΧΩ4 

 

In contrast with many research projects which neglect the role of suspension of 

judgment in formal epistemology, I agree with this columnist in the 19th century. 

Suspension of judgment plays crucial roles in our epistemic activities, and it demands 

a detailed investigation to shed light on the nature of suspended judgment as a 

doxastic attitude. Same questions about belief, could be asked about suspended 

 
2 Gettier, E., 1963. Is Justified True Belief Knowledge? Analysis, 23(6), 121-123. 
3 Haack, S. 1979. Fallibilism and Necessity. Synthese, 41(1), 37-63. P: 37 
4 New York Times, Retrieved form http://www.nytimes.com/ref/membercenter/nytarchive.html by 
search. Keyword: suspension of judgment 

http://www.nytimes.com/ref/membercenter/nytarchive.html
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judgment as well. Question about its object, its qualitative and quantitative notions 

and their relationship, and its relationship with other doxastic attitudes are all relevant. 

During my research into formal representations of suspended judgment, I came to 

the conclusion that the answers to the following A-E questions, could bring us enough 

chalk to write about the possible formal representation of suspended judgment: 

A. How to distinguish suspension and ignorance? 

B. Is not-believing ὄ (failing to believe5) and not-disbelieving ὄ (not-believing-not-

ὄ or failing to disbelieve), a necessary condition for suspension? 

C. Could an agent rationally suspend ὄ  and believe (or disbelieve) ὄ 

simultaneously?  

D. Is suspension negation-invariant? Or does suspending ὄ entail suspending ὄ? 

E. Do we have degrees of suspension or quantitative notion of suspension? 

As this inquiry is restricted to the above questions, it remains neutral about other 

possible epistemological aspects of the notion of suspension as far as it does not make 

change in its formal representation. By answering questions mentioned above, I reach 

some formulae which are valid in the entire text, and they are independently valid in 

the various theories which I discuss.  

1 The distinction between ignorance and suspension 

What does suspended judgment means? Some assert that suspension of judgment 

is non-belief attitude, which is not-believing ὄ and not-believing ὄ6. If this suggestion 

 
5 Salmon applies the same term, failing to believe, in his paper but his account about the relation 
between suspension and failing to belief differ from me.  
Salmon, N. 1995. Being of two minds: Belief with Doubt, Nous, 29(1), 1-20, p: 1 
6 Chisholm, as Friedman says, asserts the position that withholding A is not accepting A and not 
accepting not A. She took acceptance and belief, and withholding and suspension of judgment the 
same.  
Friedman, J., 2011, Suspended Judgment, Philosophical studies, Volume 162, issue 2, pp 165-181 
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works, then the notion of belief could play its central role flawlessly because 

suspension will be defined based on the notion of belief.   Unfortunately, it is too 

simplistic to portray suspension as a non-belief attitude, and it could not capture 

suspension properly. Let ὄὩὰὃȟὄ  be Ψthe agent ὃ believes that ὄΩ and Ὓόίὃȟὄ  be 

Ψthe agent ὃ suspends whether ὄΩ.  

 Ὓόίὃȟὄ   {  ὄὩὰὃȟὄ ᷈  ὄὩὰὃȟ ὄ  (1) 

The formula (1), proposes that the non-belief attitude (not-believing ὄ and not-

believing ὄ ), is a sufficient condition for defining suspension. It is flawed because it 

could not distinguish suspension and ignorance. The main reason is that failing to grasp 

ὄ, should not entail suspending ὄ. Besides, one who is ignorant about ὄ, is not 

suspending whether ὄ. For instance, I do not believe that your desk is oak. I do not 

believe that your desk is not oak. I simply do not know whether you have a desk or not. 

I have never thought of that before. I cannot say that I suspend whether you have an 

oak desk. I am simply ignorant. Another example is the cavemen example. According 

to (1), cavemen suspends whether Quarks exist because they do not believe or 

disbelieve that they exist! Obviously, (1) is flawed. Here comes the first question: how 

to distinguish suspension from ignorance?  

For making a distinction between suspension and ignorance, we need to apply the 

  operation. ὄ  is an action that entails the acceptance of ὄ. Actions like asserting 

ὄ, or doing something that needs the acceptance of ὄ. Notice that the term 

acceptance is not necessarily the technical term which was coined by Cohen in 

epistemology7. ὄ  is doable for a rational agent, if and only if she believes that ὄ or 

 
and Chisholm, R., 1976., Person and Object, Routledge (2013), P: 27 
 
7 L ŀƎǊŜŜ ǿƛǘƘ Ƴŀƴȅ ƛŘŜŀǎ ƛƴ /ƻƘŜƴΩǎ ŘƛǎǘƛƴŎǘƛƻƴ ōŜǘǿŜŜƴ ōŜƭƛŜŦ ŀƴŘ ŀŎŎŜǇǘŀƴŎŜ ƭƛƪŜ Ψŀ ǇŜǊǎƻƴ ǿƘƻ ŘƻŜǎ 
not fully believe that P can nevertheless justifiably accept that P. The most important difference 
between Cohen and my account is that he ignores the fact that someone can accept a proposition and 
its negation at the same time. Besides, he disagrees that an agent who believes B, also accepts B. The 
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suspends whether ὄ. A rational agent does not disbelieve ὄ while she is performing 

ὄ . She should at least find ὄ permissible and she should think that the possibility 

that ὄ is true, is not epistemically ignorable. In contrast to the cavemen, a scientist 

who suspends whether Quarks exist or not, might agree (by considering agreement as 

an action ὄ ) with another scientist, who says ǘƘŀǘ ΨqǳŀǊƪǎ ŜȄƛǎǘΩΦ She agrees without 

believing that ΨQuarks existΩ. (I think this account illuminates the meaning of the word 

agreement). Let ὃὧὧὃȟὄ  be Ψὃ accepts ὄΩ. Then ὃὧὧὃȟὄ  entails Ὓόίὃȟὄ ᷉

ὄὩὰὃȟὄ . (ὃ is a rational agent. ὃ will not do ὄ  while she is ignorance about it or 

disbelieves ὄ). Now, we are ready to distinguish suspension from ignorance: 

 Ὓόίὃȟὄ    ὃὧὧὃȟὄ ᷈ ὃὧὧὃȟὄ  (2) 

     ὍὫὲὃȟὄ    ὃὧὧὃȟὄ ᷈ ὃὧὧὃȟὄ  (3) 

Accepting ὄ means being committed that ὄ is appropriate to be used for 

reasoning. The agent is committed because she has evidence in favor of the 

ǇǊƻǇƻǎƛǘƛƻƴΦ !ŎŎŜǇǘŀƴŎŜ ŎƻǳƭŘ ōŜ ǘǊŀƴǎƭŀǘŜŘ ŀǎ ΨƘŀǾƛng ŜǾƛŘŜƴŎŜΩΦ Accepting means 

having enough evidence for ὄ to use it for reasoning. Notice that someone can accept 

ὄ without believing ὄ. For example, a scientist may accept that light is particle without 

believing that it is a particle. Other words can be used instead of accepting like 

endorsing or admitting.   

Suspension is the acceptance of both sides, ὄ, and ", while ignorance is being 

unable to accept even one side. Ignorance is not-accepting (failing to accept) ὄ and 

not-accepting ὄ. One can also define acceptance by doubt. If an agent doubt whether 

ὄ, then she accepts ὄ. Therefore, suspending a proposition entails doubting the 

 
problem is that he assumes that the notion of commitment is related only to acceptance and not to 
beliefΦ IŜ ǎŀȅǎ Ψ!ŎŎŜǇǘŀƴŎŜ ƛƳǇƭƛŜǎ ŎƻƳƳƛǘƳŜƴǘ ǘƻ ǇƻƭƛŎȅ ƻŦ ǇǊŜƳƛǎƛƴƎ ǘƘŀǘ PΧ ōŜƭƛŜŦΧ ƴƻǘ ƻƴŜ ƎƻŜǎ 
ŀƭƻƴƎ ǿƛǘƘ ǘƘŜ ǇǊƻǇƻǎƛǘƛƻƴ ŀǎ ŀ ǇǊŜƳƛǎŜǎ ΧΩ 
There is not enough space here to discuss these issues. The meaning of acceptance regarding to the 
distinction between ignorance and suspension, make it enough clear for further application (I hope).  
Cohen, L. J. 1989. Belief and Acceptance, Mind, OUP, new series, Vol. 98, No. 391, pp. 367-389, 
retrieved from http://www.jstor.org/stable/2254849 
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proposition and its negation. So, the acceptance of a proposition necessissate the 

doubt of its negation. And if a proposition is unknown (ignorance), then the agent does 

not doubt the proposition as well as its negation.  

2 The necessity of non-belief for suspension 

Is non-belief a necessary condition for suspension? Friedman says that the answer 

is no8. I think her argument is not convincing. She showed that some definitions which 

endorse that non-belief is the necessary condition of the suspension, are flawed. I 

detail her thought-provoking observation; then we seek the answer to the question B.   

The hypothesis that the state of non-belief is a necessary condition for suspension 

could be written by the following formula: 

 Ὓόίὃȟὄ  Ÿ  ὄὩὰὃȟὄ ᷈  ὄὩὰὃȟ ὄ  (4) 

Being in the state of suspension necessitates being in the state of non-belief. There 

are some proposals that they add a condition to non-belief to capture the notion of 

suspension. A noticeable idea in this framework is that if B is suspended, then it should 

be considered, or it should be entertained by ὃ 9. Let ὅέὲὃȟὄ  be Ψὄ is considered by 

ὃΩ. Then the second proposal is the following formula: 

 Ὓόίὃȟὄ  Ÿ  ὄὩὰὃȟὄ ᷈  ὄὩὰὃȟ ὄ  ᷈ὅέὲὃȟὄ   (5) 

 
8 Friedman, J. 2011. Suspended Judgment, Philosophical studies, Volume 162, issue 2, pp 165-181 
9 Wedgwood, R. 2002. The aim of belief, Nous, Vol. 36, Issue s16, p: 227:  
ά!ǎ L ǎƘŀƭƭ ǳǎŜ ǘƘŜ ǘŜǊƳΣ ƻƴŜ ΨǎǳǎǇŜƴŘǎ ƧǳŘƎƳŜƴǘΩ ŀōƻǳǘ Ǉ ǿƘŜƴ ƻƴŜ ŎƻƴǎŎƛƻǳǎƭȅ ŎƻƴǎƛŘŜǊǎ ǇΣ ōǳǘ 
ƴŜƛǘƘŜǊ ōŜƭƛŜǾŜǎ ƴƻǊ ŘƛǎōŜƭƛŜǾŜǎ ǇΦ ό¢ƻ ΨŎƻƴǎƛŘŜǊΩ Ǉ ƛǎ Ƨǳǎǘ ǘƻ ΨŜƴǘŜǊǘŀƛƴΩ ǇΤ ƛǘ ƛǎ ŦƻǊ Ǉ ǘƻ ΨƻŎŎǳǊΩ ǘƻ ƻƴŜ ƛƴ 
ƻŎŎǳǊǊŜƴǘ ǘƘƛƴƪƛƴƎΦύέ 
Hajek mentioned the same idea which he ǊŜŎŜƛǾŜŘ ŦǊƻƳ 5ŀƴƛŜƭ {ǘƻƭƧŀǊΦ IŜ ǳǎŜŘ ǘƘŜ ǘŜǊƳ ΨŜƴǘŜǊǘŀƛƴŜŘΩ 
and add it as a condition in order to avoid accepting that cavemen were gnostic whether Quarks exist.  
Hajek, A. 1998. Agnosticism meets Bayesianism, Analysis, Vol. 58, No. 3, pp. 199-206, P: 205 
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(5) says that an agent, ὃ, suspends whether ὄ, only if she is considering ὄ and is 

in the state of non-belief.  Friedman says that consideration plus non-belief is no help 

to capture the concept of suspension because an agent who considers something and 

then she ignores that issue have no attitude (and consequently she does not 

suspend)10. For instance, I consider whether tomorrow the library is open or not, and I 

am in the state of non-belief, but I check my calendar, and I see that I should go to the 

doctor tomorrow. I stop thinking about the library. I considered whether tomorrow the 

library is open or not, but I do not suspend it, I simply just ignore all things about 

whether tomorrow the library is open or not. I did not form any doxastic attitude. I 

cannot say that it is a suspended judgment. 

Another idea is that suspension is related to belief resistance. Let ὙὩίὃȟὄ   be Ψὃ 

is in the state of belief resistance about ὄΩ. Another non-belief account is the following:  

 Ὓόίὃȟὄ  Ÿ  ὄὩὰὃȟὄ ᷈  ὄὩὰὃȟ ὄ  ᷈ὙὩίὃȟὄ  (6) 

(6) says that ὄ is suspended if and only if ὃ is in the state of non-belief and belief-

resistance. Friedman says that an arachnophobic has a reason to stop forming any 

belief about spiders, but we could not say that she does suspend her judgment. 

Consider a proposition like a spider is an insect. I do not think that she suspends her 

judgment toward spider is an insect. Criticism seems compelling. (6) like (5) is not 

acceptable. Rejecting (5) and (6) leads us to the third idea. Maybe suspension happens 

because of having an epistemic reason. An agent who suspends whether ὄ, have 

epistemic reason to suspends ὄ. Let ὉὴὭὃȟὄ  be ὃ  has epistemic reason to suspend 

whether ὄ. The last non-belief account is: 

 Ὓόίὃȟὄ  Ÿ  ὄὩὰὃȟὄ ᷈  ὄὩὰὃȟ ὄ  ᷈ὉὴὭὃȟὄ  (7) 

 
10 Friedman, J. 2011. Suspended Judgment, Philosophical studies, Volume 162, issue 2, pp 165-181, p: 
169 
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A class of counterexamples is those in which the agent suspends her judgment 

because of an epistemic reason, and then loses her reason11. Imagine an agent 

suspends whether there is life in Kepler 438b or not because she thinks that she could 

not know it at least in her lifetime. One day she learns from the radio that the Harvard-

Smithsonian Center, which is one of the largest astrophysical institutions on our planet, 

is doing new research about Kepler 438b and they think that they will find an answer. 

After hearing this news from one of her reliable sources of knowledge, she loses her 

reason to suspend whether there is life in Kepler 438b or not, but still, she is in the 

state of suspension.  

I think the above counter-example (and similar examples) cannot play its role 

properly. The first critical issue is the assumption that an agent who grasps ὄ and does 

not know it is true or false, is in the state of suspension! As it was stated before, she is 

not in the state of suspension because she could be ignorant. Ignorance does not 

necessitate Ψƴƻǘ-grasping.' Having zero evidence about the truth of a proposition is 

closer to ignorance and not suspension. If the agent knows that Kepler 438b is the most 

Earth-like planet (ESI(Earth similarity index)=.88), and also knows that radiation 

superflares make this planet uninhabitable, and thus suspends her judgment, then it is 

rational to say she suspends her judgment because she thinks ESI=.88 increases the 

likelihood and it is not ignorable possibility however she finds that the fact about 

radiation is also noticeable. But an agent that just knows that Kepler 438b is a planet, 

without further information is simply ignorant. Grasping and having no information 

should be called ignorance and not suspended judgment. Another issue is that after 

receiving the announcement from radio she loses her epistemic reason, but she has a 

new epistemic reason to suspend her judgment. She knows that in the following days, 

the new reports will give her more information and still she has all of those 

contradicting evidence.  

 
11 Friedman, J. 2011. Suspended Judgment, Philosophical studies, Volume 162, issue 2, pp 165-181,  175 
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There is another problem that requires a plausible answer. The problem of 

forgotten evidence is a famous problem in traditional epistemology. Goldman raised 

the problem of forgotten evidence ŀƎŀƛƴǎǘ ŜǾƛŘŜƴǘƛŀƭƛǎƳΦ IŜ ǎŀȅǎ Ψaŀƴȅ ƧǳǎǘƛŦƛŜŘ ōŜƭƛŜŦǎ 

are ones for which an agent once had adequate evidence that she subsequently forgot. 

At the time of epistemic appraisal, she no longer possesses adequate evidence that is 

retrievable from memoryΩ12 . In parallel fashion, we could make a new kind of 

counterexample. An agent suspends her judgment because of the epistemic reason 

(ER) at the time ὸ, and then she forgot that epistemic reason at the time ὸ ρ while 

she is still in the state of suspension. If we ask the agent, why she is suspending whether 

ὄ, then she says that she does not have any specific reason. She just knows that she 

had a good reason to suspend her judgment. It seems one with zero evidence can 

suspend her judgment. But there is a question. Imagine an agent who believes that ὄ. 

She does not have any evidence, and she knows that she formed this belief via a reliable 

belief-forming process. She receives new information against ὄ from a reliable source. 

She thinks it is compelling for an ignorant agent to disbelieve ὄ because of the 

evidence. She tries to remember her evidence, but she cannot. Therefore, she cannot 

compare her evidence to form the right doxastic attitude. She is wondering whether 

to suspend, disbelieve or believe ὄ. I think she should disbelieve because she is 

committed to what she knows. Now, imagine she receives new evidence for ὄ, and she 

does not know whether this is the same evidence that convinced her to believe " or 

not. If the answer is yes, she knows that she should suspend her judgment, if no, then 

she will believe ὄ. What should she do? She will suspend because she is committed to 

what she knows. I think the forgotten evidence or forgotten epistemic reason is not a 

problem for this account. However, I know many might find my explanation 

inadequate.  

L ǘǊƛŜŘ ǘƻ ŜȄǇƭŀƛƴ CǊƛŜŘƳŀƴΩǎ ŀǊƎǳƳŜƴǘǎ against non-belief accounts of suspension. 

Even if we accept that all above non-belief accounts are flawed, it does not follow that 

another non-belief account cannot capture suspension properly. We can assume that 

 
12 Goldman, A. 1999. Internalism exposed, Journal of philosophy, Vol 96, No 6, P: 271-293 
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non-belief is a necessary condition, or we can continue our investigation about the 

relationship between suspension and non-belief. I think non-belief is a necessary 

condition for suspension and ignorance. Notice that Friedman was interested to prove 

that suspended judgment is sui generis, and in her paper, I think, she was dealing with 

the phenomena and not with the rationality of suspending judgment. I think it is not 

rational to suspend a proposition without being in the state of non-belief. Also, it is not 

rational to believe and disbelieve a proposition at the same time. Further investigation 

demands a clear answer to the question C, which is also an answer to the question B. 

Before going to the next section, I need to distinguish three ways that people 

mostly use the expression suspended judgment. First notion is the static suspended 

judgement, which means the agent has conflicting evidence for and against a 

proposition, and she cannot believe or disbelieve the proposition. It is what I am 

interested. The second case is about updating. If someone asks me about whether you 

will believe tomorrow that Ψhumans are causing global warmingΩ, I have to say that I do 

not know because it is indeterminate, and it depends on the new information. At any 

time ὸ I cannot tell that at ὸ ά whether I believe that humans are causing global 

warming or not. I think this does not means that I should suspend my judgment for 

ever. I can believe, disbelieve or suspend my judgment based on my evidence that I 

have, while I know that I might change my mind in future. Third case is when an agent 

does not have enough evidence. If an agent grasps a proposition but she does not have 

enough evidence about the proposition, then she is ignorance. Ignorance and 

ǎǳǎǇŜƴŘŜŘ ƧǳŘƎƳŜƴǘ ŀǊŜ ƴƻǘ ǘƘŜ ǎŀƳŜΦ CǊƻƳ ΨL ǳƴŘŜǊǎǘŀnd ὄ and I have no 

information about ὄΩ, does not follow that I suspend ὄ. I call the first and the last case, 

respectively suspension and ignorance. Regarding to this text, in all theories in formal 

epistemology that they have updating rule, they are considering the second notion of 

suspension, and there is no problem there. I found that I should investigate into the 

first and the third notion of suspension, which with belief and disbelief are four basic 

doxastic attitudes.  
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3 Believing and suspending at the same time 

One of the motivations for rejecting the idea that the state of non-belief is a 

necessary condition for suspension is that; sometimes, it seems that an agent,  

simultaneously, suspends and believes (or disbelieves) ὄ. If an agent could believe and 

suspend at the same time, then non-belief is not a necessary condition for suspension, 

because the agent is not in the state of non-belief. We could split the examples in two 

groups. The first one relates to the difference between sense and reference and it 

opens the discussion about the object of doxastic states; the second one relates to 

what our action says about our doxastic attitudes and it leads us to the definition of 

rational agent and the notion of acceptance. 

3.1 Two-minded13 

 Assume ὄ ƛǎ ΨLake Konstanz is not the largest lake in EuropeΩ, and ὅ ƛǎ Ψ.ƻŘŜƴǎŜŜ 

is not the largest lake in Europe.' ὃ believes ὄ and suspends ὅ. Unlike us; she does not 

know that Bodensee is the Konstanz lake. She learned from a reliable source that 

Konstanz is not the largest Lake. She has contradictory evidence about Bodensee, and 

she suspends whether ὅ. Should we consider this case as a counterexample for a non-

belief account? The short answer is no. The long answer is that ὄ and ὅ may refer to 

the same lake, but for the agent, ὃ, they may be two different lakes. Also, notice that 

this is not a problem just for suspension. It may happen that an agent believes ὄ and 

disbelieves ὅ 14.   

 
13 However, I ǳǎŜŘ ǘƘŜ ǘƛǘƭŜ ƻŦ {ŀƭƳƻƴΩǎ ǇŀǇŜǊΣ L ǘƘƛƴƪ ǘƘŀǘ ǿŜ ƴŜŜŘ ƴƻǘ ǘƻ ŘƛǎŎǳǎǎ ŀōƻǳǘ ǘƘŜ CǊŜƎŜΩǎ 
puzzle. 
Salmon, N. 1995. Being of two minds: Belief with Doubt, Nous, 29(1), 1-20 
 
14 One might argue that the object of belief and suspension are different in nature. The conjunction of 
ōŜƭƛŜŦ ŀƴŘ ǎǳǎǇŜƴǎƛƻƴ ŀǊŜ ŘƛŦŦŜǊŜƴǘΥ ΨA believes that BΩ ŀƴŘ ΨA suspends whether BΩΦ ²Ŝ ǳǎŜ ǘƘŜ ǿƻǊŘ 
whether. The conjunction whether is just a sign that the epistemic modal operator is not truth 
ǎŜƴǎƛǘƛǾŜΦ ²Ŝ Ŏŀƴ ǎŀȅ ΨA knows whether BΩ ŀƴŘ ƛǘ ƛǎ ŜȄŀŎǘƭȅ ƭƛƪŜ ΨA knows whether ¬BΩΦ ΨA knows 
whether BΩ ƳŜŀƴǎ A believes or disbelieves B and is not doubtful.  
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3.2 Suspending while having a high degree of belief 

Sometimes it seems that our action contradicts our doxastic state. Imagine A has 

lost her pen while she was climbing a tree next to the river. She thinks that it is highly 

more probable that it is in the river than it is in the mud. She knows that if it is in the 

water, then she cannot find it anymore and it is gone. She starts to probe the mud to 

find the pen. Vasechi15, her friend, asks her: do you believe that your pen is in the mud? 

She answers: no. She asks: why are you probing the mud so?  

The above example demands our explanation. It seems the agent is in the states 

of belief and disbelief, or suspense and disbelief at the same time. For finding the 

answer, we need to come back to the relation between action and the doxastic states. 

ὄ  is an action which entails the acceptance of B. Let Ὀέὃȟὄ  be A is doing ὄ . 

Doing B requires accepting B.  

  Ὀέὃȟὄ  O  ὃὧὧὃȟὄ   (8) 

It is interesting to find the relationship between ὃὧὧὃȟὄ  and basic doxastic 

states (belief, disbelief, suspension, and ignorance). In the formulas (2) and (3) its 

relationship with suspension and ignorance have been illustrated. If you agree that 

belief entails acceptance, then you find the following formulas convincing. Let 

ὈὭίὃȟὄ  be A disbelieves B. We have: 

  ὄὩὰὃȟὄ ὃὧὧὃȟὄ ᷈ ὃὧὧὃȟὄ   (9) 

  ὈὭίὃȟὄ ὃὧὧὃȟὄ ᷈ὃὧὧὃȟὄ   (10) 

 
15 LƳŀƎƛƴŀǊȅ ŎƘŀǊŀŎǘŜǊΦ Lǘ ƳŜŀƴǎ ƭƛǘŜǊŀƭƭȅ ΨCƻǊ ǿƘŀǘΩΦ 
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From (8) and (9) follows that  

  ὄὩὰὃȟὄ  ὈὭίὃȟ ὄ  (11) 

The above formula does not mean or entail that ὄὩὰὃȟὄ  ὈὭίὃȟὄ  or 

another similar-looking formula ὄὩὰὃȟὄ  ὄὩὰὃȟὄ . Not believing B might 

be disbelieving B. When a proposition is not believed, then the agent might be in any 

other doxastic states namely disbelief, suspension or ignorance. ὄὩὰὃȟὄ ᷉

ὄὩὰὃȟὄ  is not a tautology in formal epistemology, but the formula ὄὩὰὃȟὄ ᷉

ὄὩὰὃȟὄ  is clearly a tautology.  

Now, from (2), (3), (8), (9) and (10), we can reach to the formula which illuminates 

the answer to our question: 

 Ὀέὃȟὄ  O ὄὩὰὃȟὄ Ὓ᷉όίὃȟὄ  (12) 

The above formula says that if an agent is doing ὄ , then she believes that ὄ or 

she suspends whether ὄ. In our example, ὃ is doing ὄ , and B ƛǎ ΨtŜƴ ƛǎ ƛƴ ǘƘŜ ƳǳŘΩΦ  

According to the formula (12), she believes that ὄ, or suspends whether ὄ. As she said 

to Vasechi that she does not believe that it is in the mud, we can conclude that she 

suspends whether it is in the mud or not. If a rational agent does ὄ  and she does 

not believe ὄ, then she is in the state of suspension. Clearly, our action may have 

conflict. An agent, on the one side, can assert that she disbelieves ὄ and on the other 

side, can do ὄ . I think we know that it is not an ideal agent that we discuss. 

Another candle that sheds light on the issue is the difference between the 

quantitative and qualitative notion of belief. In many cases that the agent suspends her 

judgment and it seems that she believes or disbelieves that proposition simultaneously, 

in fact, she just has very high or very low degree of belief. In the example, the agent A 

thinks that it is highly probable that the pen is in the river and it is not in the mud. So 
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she has a very low degree of belief that it is in the mud. Having a low degree of belief 

does not guarantee that the agent is in the state of disbelief.  

The way that we apply the word disbelief is tricky. It should not be confused with 

Ψnot believedΩ ƻǊ Ψlow degree of belief.' The answer to the question (C) is ΨnoΩ; a rational 

agent could not be in the state of suspension and belief (or disbelief) at the same time. 

Consequently, I prefer to agree with people who think non-belief is a necessary 

condition for suspension of judgment.  

4  Is suspension a negation-invariant operator? 

Is suspension a negation-invariant 16  epistemic operator? Ὓόίὃȟὄ ᴾ

Ὓόίὃȟ×ὄ  Does suspending ὄ entail suspending ὄ? An epistemic modal operation, 

ὕὴὩὃȟὄ  could be called a negation-invariant operator, if and only if ὕὴὩὃȟὄ

ὕὴὩὃȟὄ . Belief and disbelief are not negation-invariant. If an agent believes B, she 

could not believe ὄ. Assume that suspension is not negation-invariant. Then we have 

three possibilities. i) Ὓόίὃȟὄ  ᷈"ÅÌὃȟ ὄ . The proposition ὄ is suspended and its 

negation is believed. This cannot happen. Because if an agent believes  ὄ, then she 

disbelieves ὄ and as we showed before a rational agent cannot disbelieve and suspend 

B at the same time.  ii) Ὓόίὃȟὄ  ᷈ὈὭίὃȟ ὄ . This is also rationally impossible 

because disbelieving ὄ entails believing ὄ and an agent could not rationally believe 

and suspends whether B at the same time. Notice that I just applied the formula (11). 

iii) Ὓόίὃȟὄ  ᷈ὍὫὲ ὃȟ ὄ . Having evidence or information about ὄ, entails that we 

have information and evidence about ὄ. Therefore, we could not be in the state of 

ignorance about a proposition while we suspend its negation. Consequently, 

 Ὓόίὃȟὄ  P   3Õίὃȟὄ  (13) 

 
16 It was hard to find a proper term for this property. Spohn suggested that negation-invariant might be 
a suitable option. It was one of many suggestions from him. I thought this term is the best option. 
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 ὍὫὲὃȟὄ  P   ὍὫὲὃȟὄ  (14) 

The argument for (14) is like (13). The formulas (2), (3), (9) and (10) which says about 

the relationship between acceptance and four doxastic states, endorse (13) and (14), we 

could consider it as an alternative proof.  

5 Degrees of suspended judgment 

Do we have degrees of suspension or a quantitative notion of suspension? The 

simplest case for illustrating the degrees of suspension is suspending our judgment as 

per the objective chances. Imagine we have two dices. The first one is an eight-sided 

dice, and the other one is a four-sided dice. An agent suspends whether it will be three 

in both cases. In the first case the chance is .125 and in the second case is .25. (if we 

ask the agent that there is dice that we just know that it is not four-sided. She will not 

suspend her judgment whether it is seven or not because she thinks seven might not 

be a possibility. She thinks if it is a six-sided dice then there is no seven). Eight and four-

sided dice gives the agent two different degrees of belief. Obviously, the degree of 

suspense, when the dice is a four-sided dice, is higher than the eight-sided dice because 

as per the relationship between acceptance and suspension, the degree of acceptance 

(commitment) is higher. According to (13), suspension is negation-invariant, we could 

conclude that the agent suspends her judgment whether it comes up three or not as 

well. The degree of belief for four-sided dice is .75 and for eight-sided dice is .875. 

Which one could be the degree of suspension? .75 or .25? .125 or 875? How could we 

calculate the degree of suspension here? LetΩǎ come back to the definition of the 

qualitative notion of suspension. The suspension is about having contradictory 

evidence, and if the degree of belief or acceptance, represents the weight of evidence, 

then the degree of suspension could be the degree of contradictory evidence, which 

in this case, is the minimum of the degree of belief and disbelief. For four-sided dice is 

.25 and for eight-sided dice is .125. Briefly, the degree of suspension is the degree of 

contradiction which is the degree of bilateral acceptance. The maximum degree of 

bilateral acceptance in four-sided dice is .25, and it is the degree of suspension. I found 
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some standards for defining the quantitative notion of suspension which helps us to 

avoid some obvious mistakes: 

i) If we make a model to represent suspended judgment, then the agent should be 

able to turn from one doxastic attitude to another when she updates her epistemic 

state. This standard looks obvious. Any representation of doxastic attitudes should 

guarantee this possibility. This standard is important because there is a representation 

by Van Fraassen17 that could not satisfy this standard and it is a crucial problem as 

Hajek already observed18. Van Fraassen proposes that for representing suspended 

judgment, one can use interval or vague probability functions.  

ii) In case that the agent is in the state of non-belief (not believing and not 

disbelieving), the higher degree of suspension entails the lower degree of ignorance 

and vice versa. 

iii) The degree of suspension for B and its negation is the same. However, their 

belief functions might be different. One can say the same thing about degrees of 

ignorance. 

As I said in this text, the degree of suspension is the minimum degree of 

acceptance (or belief) of a proposition and its negation. For example, Dempster Shafer 

theory of evidence can work with this definition by defining the degree of suspension 

as the minimum degree of belief and disbelief (I show it in the chapter 5). There might 

be other suggestions which are like the notion of quantitative suspended judgment. 

For example, one might say that the degree of suspension is the degree of evidential 

support that an agent ignores to stay suspended. I explain it in the chapter 6. The 

threshold that define how much evidential support should be ignored is called the 

degree of neutrality or neutrality threshold as we have it in ranking theory19. I think the 

 
17 in Van Fraassen, B. C. 1998. The agnostic subtly probabilified, Analysis, 58(3), p: 212-220 
18 Hajek, A. 1998. Agnosticism meets Bayesianism, Analysis, 58(3), 199-206 
19 Spohn W. 2012. The laws of belief, OUP, P: 76 
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degree of ignoring is not the degree of suspension. It seems the term Ψdegree of 

unopinionatednessΩ is a proper term as Spohn applied it20. I try (chapter 6) to show 

how degree of suspension and unopinionatedness are connected. Degree of 

unopinionatedness is very helpful way of explaining some epistemic phenomena. For 

instance, I have noticed that in all cases that the degree of ignoring is high, people use 

the terms like suspension of belief or suspension of disbelief. Because in their mind, a 

high degree of belief and belief are interchangeable. In this text, as it should be a 

technical text, a high degree of belief and qualitative belief are not interchangeable. I 

discuss later in chapter 6 about ranking theory and these standards.  

[ŜǘΩǎ ŦƛƴƛǎƘ ǘƘƛǎ ǎŜŎǘƛƻƴ ǿƛǘƘ ǊŜǇŜŀǘƛƴƎ those three standards which should be held 

and the definition of the degree of suspended judgment: i) agent should be able to 

turn from one qualitative and quantitative state to another. ii) In the state of non-

belief, a higher degree of suspension entails a lower degree of ignorance and vice 

versa. iii) The degree of suspension of a proposition and its negation is the same. In 

addition, the quantitative suspended judgment is the minimum degree of acceptance 

of a proposition and its negation.  

 Ὓόίὄ ÍÉÎ ὃὧὧὄȟὃὧὧ×ὄ  (15) 

6 Qualitative and Quantitative epistemic states 

As on the one side we have a degree of belief, disbelief, suspension, and ignorance, 

and on the other side we have belief, disbelief, suspension, and ignorance; it seems 

reasonable to ask about the relationship between quantitative and qualitative doxastic 

attitudes. Which one is prior? There are three possible answers, and every answer 

seems in some aspect reasonable. i) the qualitative notion of belief (and other states) 

is prior, ii) quantitative notion of belief is prior, iii) neither. It means they are two 

 
20 Spohn W. 2008. A survey of ranking theory, P: 23  
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independent concepts of belief, and we cannot explain one of them with the other one, 

but we might be able explain their interaction. 

From believing ὄ follows that the agent has a degree of belief. I mean in the 

presence of belief, always there is a degree of belief. But an agent may have a degree 

of belief, and no basic qualitative doxastic attitude. This fact may convince many to 

think that quantitative belief is prior.   

The priority of quantitative notion of belief leads us to two key questions. i) How 

to represent degrees of belief? Which one could represent degrees of belief better: 

sharp or imprecise probability? Single or multiple probability functions? Additive or 

non-additive probability function? And ii) What is the relationship between the 

quantitative and qualitative notion of belief? A narrower question is how an agent 

takes a doxastic attitude, based on her degrees of belief? In the following chapters, I 

will discuss these issues.  

There are cases that an agent with a low degree of acceptance, prefers to accept, 

qualitatively, a proposition. Like accepting the logical consequence of scientific findings 

that looks counterintuitive like Banach-Tarski paradox. In contrast to Banach-Tarski 

paradox, there are mathematicians who do not accept to change their option in Monty 

Hall problem21 however they know that mathematically they should. Another case is 

when a person knows it is very likely that she loses her money in lottery, but she 

accepts to buy the ticket. Buying the ticket in lottery sometimes means that she accepts 

that she is wining. These cases lead us to the notion of the degree of commitment.  

 
21 The problem is stated as follows: Assume that a room is equipped with three doors. Behind two are 
goats, and behind the third is a shiny new car. You are asked to pick a door, and will win whatever is 
behind it. Let's say you pick door 1. Before the door is opened, however, someone who knows what's 
behind the doors (Monty Hall) opens one of the other two doors, revealing a goat, and asks you if you 
wish to change your selection to the third door (i.e., the door which neither you picked nor he opened). 
The Monty Hall problem is deciding whether you do. The correct answer is that you do want to switch. 
Wolfram Math World: Retrieved from http://mathworld.wolfram.com/MontyHallProblem.html 

http://mathworld.wolfram.com/MontyHallProblem.html
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For assigning the degree of commitment or acceptance to a proposition based on 

a qualitative set of updates, I thought I need to define a logic of possibilities. The degree 

of each possibility will be defined based on the degree of contradiction, or degree of 

surprise after receiving new information. The degree is computable in different ways 

like using various sorting algorithms to sort possibilities. I made the theory to give an 

interpretation about what ranks in ranking theory means, however it was not 

completely successful.  

The third position is neither. The lottery paradox is one of the motivations for 

saying that quantitative and qualitative notion of belief are independent. I think a 

normative theory in formal epistemology should show their relationship. There are lots 

of assumption that we could revise to solve problems like lottery paradox. Assumptions 

ƭƛƪŜ Ψŀƭƭ ǇǊƻǇƻǎƛǘƛƻƴǎ ǎƘƻǳƭŘ ƘŀǾŜ ǘƘŜ ǎŀƳŜ ǘƘǊŜǎƘƻƭŘΩΣ or ΨǘƘŜ ōŜƭƛŜŦ ǘƘǊŜǎƘƻƭŘ ǎƘƻǳƭŘ 

ōŜ ƘƛƎƘŜǊ ǘƘŀƴ ΦрΩ. My solution is working on degrees of acceptance and the qualitative 

notion of acceptance instead of belief. As accepting a proposition and its negation at 

the same time is possible (suspension), an agent can accept qualitatively a proposition 

ὄ, however her degree of acceptance of ὄ is less than the degree of acceptance of ×ὄ. 

This approach allows me to revise the assumption that the acceptance threshold 

should be higher than .5.  

7 Doxastic attitudes: definitions and relationships 

I, almost, like many researchers in formal epistemology, agree to take that the 

object of belief is a proposition. Besides, I assumed that believing ὄ is equivalent with 

disbelieving ὄ. By assuming those assumptions, I tried to answer some questions 

about the nature of suspended judgment. During my research I reached to eleven 

formulae, from (A1) to (A11), which are valid in the entire dissertation: 
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 3ÕÓ!ȟ"   !ÃÃ!ȟ" ᷈ !ÃÃ!ȟ"  (A.1) 

 )ÇÎ!ȟ"   !ÃÃ!ȟ" ᷈ !ÃÃ!ȟ"  (A.2) 

 3ÕÓ!ȟ" Ÿ  "ÅÌ!ȟ" ᷈  "ÅÌ!ȟ "  (A.3) 

 $Ï!ȟ"  O  !ÃÃ!ȟ" (A.4) 

 "ÅÌ!ȟ" !ÃÃ!ȟ" ᷈ !ÃÃ!ȟ"  (A.5) 

 $ÉÓ!ȟ" !ÃÃ!ȟ" ᷈!ÃÃ!ȟ"  (A.6) 

 "ÅÌ!ȟ"  $ÉÓ!ȟ " (A.7) 

 $Ï!ȟ"  O "ÅÌ!ȟ" 3᷉ÕÓ!ȟ"  (A.8) 

 3ÕÓ!ȟ" ὛόÓ!ȟ" (A.9) 

 )ÇÎ!ȟ" )ÇÎ!ȟ" (A.10) 

 Ὓόί!ȟ" ÍÉÎ ὃὧὧ!ȟ"ȟὃὧὧ!ȟ"  (A.11) 
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 Belief Revision  

 

Even though belief is a matter of degree, the binary belief (or opinion) plays a crucial 

role in our daily life. Doyle22 who could be considered as the founder of belief revision 

follows Dennett in distinguishing between binary judgmental assertion (opinions) and 

graded underlying feelings (belief). In many cases, we assert the conclusion of an 

argument that its premises are all believed, though we find the conclusion unlikely or 

 
22 Hansson, S.O., 2011, Logic of Belief Revision, retrieved from 
ΨƘǘǘǇΥκκǇƭŀǘƻΦǎǘŀƴŦƻǊŘΦŜŘǳκŜƴǘǊƛŜǎκƭƻƎƛŎ-belief-ǊŜǾƛǎƛƻƴκΩ ώ!ŎŎŜǎǎŜŘΥ м2.02.2015]  

Now, here is the problem. People often have 
inconsistent commitments. The persons whose beliefs 
are consistent is, in fact, a rarity. [sic] Yet it is absurd 
to suppose that a person who has inconsistent 
commitments is thereby committed to everything. If, 
by oversight, I believe both that I will give a talk on 
campus at noon, but also that I will be in town at noon, 
this hardly commits me to believing that the Battle of 
Hastings was in 1939.  
Paraconsistent belief revision, Graham Priest 

 

2 
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counterintuitive. We cannot describe this assertion without distinguishing degrees of 

Belief from opinion (or Belief). 

Doyle in his paper where he introduced his Truth Maintenance System, explains 

why Ψopinion revision ǎȅǎǘŜƳΩ might be the more accurate name:23 

 I ƘŀǾŜ ǳǎŜŘ ǘƘŜ ǘŜǊƳ ΨōŜƭƛŜŦΩ ŦǊŜŜƭȅ ƛƴ ǘƘƛǎ ǇŀǇŜǊΣ ǎƻ ƳǳŎƘ ǎƻ ǘƘŀǘ ƻƴŜ 

ƳƛƎƘǘ ǘƘƛƴƪ ǘƘŜ ǘƛǘƭŜ Ψ.ŜƭƛŜŦ wŜǾƛǎƛƻƴ {ȅǎǘŜƳΩ ƳƻǊŜ ŀǇǇǊƻǇǊƛŀǘŜΣ ƛŦ ƴƻ ƭŜǎǎ 

ŀƳōƛǘƛƻǳǎΣ ǘƘŀƴ Ψ¢ǊǳǘƘ aŀƛƴǘŜƴŀƴŎŜ {ȅǎǘŜƳΦΩ .ŜƭƛŜŦΣ ƘƻǿŜǾŜǊΣ ŦƻǊ Ƴŀƴȅ 

people carries with it a concept of grading, yet the TMS has no non-

trivial grading of beliefs. Perhaps a more accurate label would be 

ΨƻǇƛƴƛƻƴ ǊŜǾƛǎƛƻƴ ǎȅǎǘŜƳΩΣ where I follow Dennett in distinguishing 

between binary judgemental assertions (opinions) and graded 

underlying feelings (beliefs). 

 

In belief revision or Truth Maintenance System (TSM), as it was called in AI and 

computer science, we start with beliefs or opinions per se. The epistemic state is 

represented by a set of sentences which the agent believes. These beliefs are not only 

those beliefs that we believe in, or explicitly believe. We should also consider beliefs 

which we are implicitly committed to believe. Obviously, in belief revision, the 

qualitative notion of belief plays the key role.   

Briefly, the epistemic state of an agent could be represented by a belief set; this 

belief set is a set of sentences that an agent is committed to believe. As the (rational) 

agent should believe all logical consequences of her beliefs, all those consequences 

belong to her belief set as well24. The above property, the epistemic closure, could be 

based on classic or non-classic logic.  

 
23 Doyle, J., 1979, A Truth Maintenance System, Artificial Intelligence 12, 231-272: P. 268 
24 Hansson, S.O., 2011, Logic of Belief Revision, retrieveŘ ŦǊƻƳ ΨƘǘǘǇΥκκǇƭŀǘƻΦǎǘŀƴŦƻǊŘΦŜŘǳκŜƴǘǊƛŜǎκƭƻƎƛŎ-
belief-ǊŜǾƛǎƛƻƴκΩ ώ!ŎŎŜǎǎŜŘΥ моΦлнΦнлмрϐ Iŀƴǎǎƻƴ Ƙŀǎ ŎƛǘŜŘ ŦǊƻƳ LǎŀŀŎ [ŜǾƛ Ƙƻǿ ƘŜ Ƙŀǎ ŘǊŀǿƴ ǘƘƛǎ 
distinction 
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There are various belief revision systems. Theories differ in their assumption about 

the consistency of the belief set, the definition of epistemic closure, and allowing 

multiple belief sets. The question is how we could represent suspended judgment in 

belief revision. One may find two promising approaches: Indeterministic belief revision 

and paraconsistent belief revision. 

Indeterministic belief revision allows representing the epistemic state by multiple 

(possible)  belief sets while it applies the classic logic to define the epistemic closure for 

each possible belief set. Paraconsistent logic, on the contrary, disagrees that the belief 

set should be consistent, and it applies paraconsistent logic to define the epistemic 

closure. It might look implausible, but it is not. Priest says that there are good grounds 

for supposing that an ideally rational agent must have inconsistent beliefs25. It seems 

that he is in some respects right. It seems having inconsistent belief or information, is 

the reason for many inquiries. I prefer to replace the word belief with accepted 

propositions or endorsed proposition because of the definitions of belief (1.9) and 

disbelief (1.10)Σ ƎŜƴŜǊŀƭƭȅΣ L ǇǊŜŦŜǊ ǘƻ ŀǾƻƛŘ ǘƘŜ ƴƻǘƛƻƴ ƻŦ ΨƛƴŎƻƴǎƛǎǘŜƴǘ ōŜƭƛŜŦΩ ƘŜǊŜ. A 

belief set, and a belief base should be consistent, but I need to capture the intuition 

that a rational agent might have the same non-neutral doxastic attitude toward two 

conflicting propositions. As these two theories, Indeterministic and Paraconsistent 

Belief Revision, are both a contradiction- tolerant model, they look plausible. However, 

they need some amendments for the sake of uniform terminology. 

There are two critical questions to answer. If we work with Indeterministic belief 

revision, we need to find a way to define the acceptance set based on the set of all 

possible belief sets. When we work with paraconsistent belief set, we need a solution 

for defining the epistemic closure.  

 
25 Priest, G. 2001. Paraconsistent Belief revision, Theoria 67: 214-228. P: 218 
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In this chapter, I start with the traditional belief revision (AGM), and I follow the 

inquiry with Indeterministic Belief Revision (IndBR), and eventually paraconsistent 

belief revision (Qualitative acceptance revision QAR)26.  

 

1 Traditional Belief Revision (TBR) 

We start with traditional belief revision. It provides enough intuition about how a 

belief revision theory might look like. There are two fundamental assumptions with 

regards to the project, the formal representation of suspended judgment. First, the 

belief set should be consistent.  Second, we apply classic logic. From the second 

assumption follows that the ex contradictione quodlibet (ECQ) or the principle of 

explosion is valid in TBR.  

A reason that some think that a belief set should be consistent is ECQ. It says that 

all sentences (everything) follow from a single contradiction. If an agent believes a 

contradiction or two contradiction sentences, then she is committed to believe all 

possible sentences (the whole language) and believing everything is absurd. As TBR 

applies classic logic, it endorses that a contradiction leads the agent to the triviality. 

Paraconsistent logic rejects ECQ.27 An unwanted epistemic result of TBR is that all 

inconsistent epistemic states are the same! 

Traditional belief revision assumes that a belief set should be consistent and after 

learning new information, we should stay consistent. In many cases, it seems plausible. 

For instance, imagine that an agent believed that all animals taste with their mouthpart 

 
26 We could make more than one paraconsistent belief revision as there are many paraconsistent 
logics. See  
Priest, G, Routley R., and Norman J. (eds.), 1989. Paraconsistent Logic: Essays on the Inconsistent, 
Munich: Philosophia Verlag 
 
27 Priest, G., Tanaka, K., Weber, Z. 2016(last revision). Paraconsistent Logic. SEP. [Access 16 Jan 2017]. 
Retrieved from https://plato.stanford.edu/archives/win2016/entries/logic-paraconsistent/ 
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(ὄ). Surprisingly, she learns that a butterfly tastes by touching something with its feet, 

so she learns that ὄ. After learning ὄ, she should revise her belief set which 

contains ὄ. She should give up her belief that all animals taste with their mouthpart. If 

she adds ὄ without giving up ὄ, then she is committed to believe two contradicting 

sentences and consequently their conjunctions which is a contradiction (ὄØ ὄ). If she 

believes a contradiction, then, based on ex contradictione quodlibet (ECQ) that 

anything could be inferred from contradiction, she should believe all sentences.  

1.1 Logical consequence operator 

Let ὒ be the set of all sentences and ὒ be a subset of ὒ. Then the function ὅὲὒ  

gives the set of all logical consequences of ὒ. The function ὅὲ is a Tarskian logical 

consequence function if it satisfies the following three conditions: 

Inclusion 
 ὒ Ṗ ὅὲὒ  

(1) 

Monotony 
ὒṖ ὒ O ὅὲ ὒ Ṗ ὅὲ ὒ  

(2) 

Idempotence 
ὅὲὒ ὅὲ ὅὲὒ  

(3) 

   As per (1), the set of all logical consequence of ὒ, contains all members of ὒ. 

(2) says that the logical consequence of a set is subset of the logical consequence of its 

superset. (3) says that ὅὲ is an idempotence operator and the set of logical 

consequence of a set which is closed under logical operation, ὅὲ ὅὲὒ , is 

equivalent to the set ὅὲὒ . In other words, if a set is a deductive closure then the 

iteration of its logical consequence remains invariant under iteration.  

1.2 Belief set 

Now, one can define the belief set based on a Tarskian logical consequence 

function: 
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 Let ὒ be the set of all sentences or the whole language and 

ὑ be a subset of ὒ, then ὑ is a belief set if it is consistent and 

closed under logical consequences.  

 

If an agent believes all sentences in ὑ, then she is committed to believe ὅὲὑ . 

When ὄÍὑ, it means ὄ is accepted in ὑ, and when ὄÍὑ, it means that ὄ is rejected 

in ὑ. In contrast to the main line, there is another variant, which is presented by Pearce 

and Rautenberg. The idea is that believing ὄ does not entail the rejection of ὄ28. As 

it allows to believe a proposition without rejecting its negation. I do not investigate on 

all possible variant in belief revision. As per (A.7) believing a proposition entails 

disbelief of its negation. Notice that the definition of belief is accepting a proposition 

and not accepting its negation. Therefore, one cannot believe and disbelieve a 

proposition at the same time. [ŜǘΩǎ Ǝƻ ōŀŎƪ ǘƻ ǘƘŜ ¢.wΦ 

A set of propositions ὑ is a belief set if and only if it satisfies two conditions:   

Consistency 
ὑṲ Ṷ 

(4) 

Epi. Closure 
ὑṲὄ  O ὄ ɸ  ὑ  

(5) 

 
28 Gardenfors, P., Rott, H., 1995, Belief Revision, in Handbook of Logic in Artificial Intelligence and Logic 
Programming, Volume 4, Edited by Gabbay, M., Hogger, C. J., Robinson J.A., Clarendon Press: P. 47  
The main idea is that the negative information should be distinguished from positive information. They 
have started the paper by Gardenfors epistemic modelling of intuitionistic propositional logic, and the 
definition of proposition as an element of a class of function from K to K. As I understood, the key 
assumption in Gardenfors paper is ¬B is accepted if and only if the acceptance of B leads to 
contradiction. Pearce and RautenbeǊƎ ƘŀǾŜ ǇǊŜǎŜƴǘŜŘ ŀ ƳƻŘŜƭ ǘƘŀǘ ƛǘ ΨǘƻƭŜǊŀǘŜ ŎƻƴŦƭƛŎǘƛƴƎ ŜǇƛǎǘŜƳƛŎ 
ŀǘǘƛǘǳŘŜǎΣ ǘƻǿŀǊŘǎ ǇǊƻǇƻǎƛǘƛƻƴǎ ǿƛǘƘƻǳǘ ƭŜŀŘƛƴƎ ǘƻ ŜǇƛǎǘŜƳƛŎ ŀōǎǳǊŘƛǘȅΩΦ  
The paper which you find the idea is 
Pearce D., Rautenberg W. 1991. Propositional logic based on the dynamics of disbelief. In: Fuhrmann A., 
Morreau M. (eds) The Logic of Theory Change. Lecture Notes in Computer Science (Lecture Notes in 
Artificial Intelligence), vol 465. Springer, Berlin, Heidelberg 
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The reason for the assumption (4), which assert that the set should be consistent, 

is that based on ex contradictione quodlibet ( ὄȟὄ Ṻ ὅ, for all ὄ and ὅ), from an 

inconsistent belief set anything follows, you can infer all sentences. Notice that as per 

(5), Epistemic closure, the agent is committed to believe all sentences in ὒ, and it is 

irrational to believe everything. 

1.3 Belief base 

Notice that it is possible to have two different sets with the same logical 

consequences, for example, the logical consequences of ὑ ὄȟὄṓὅ  and ὑ

ὄȟὅ are the same (ὅὲὑ  = ὅὲὑ ὑ). We call a set ὑ a belief base for ὑ, iff 

ὅὲὑ ὑ. Obviously, based on the logic that we apply or our philosophical account 

of epistemic closure, the relationship between belief set and belief base varies.  

There are various inconsistent belief bases and only one inconsistent belief set. 

Again, as per the definition of belief, I prefer to say that a belief base should not be 

inconsistent, and an acceptance base can be inconsistent.  

1.4 Update rules 

AGM or traditional belief revision works based on a belief set, and the agent revise 

her belief when she receives new information. A system that after receiving new 

information loses minimum information to stay consistent is called by Doyle a Problem-

solver or a Truth Maintenance System29. The problem means incompatible input. The 

problem appears because new information is not compatible with what agent believes. 

Lƴ 5ƻȅƭŜΩǎ ǿƻǊŘǎΥ 

 How a problem solver revises its beliefs influences how it 

acts. Problem solvers typically revise their beliefs when new 

information (such as the expected effect of an action just 

taken or an observation just made) contradicts previous 

 

 
29 Doyle, J., 1979, A Truth Maintenance System, Artificial Intelligence 12, 231-272. P: 231 
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beliefs. These inconsistencies may be met by rejecting the 

belief that the action occurred or that the observation 

occurred30.  

The new information does not always contradict our old beliefs. Also, sometimes 

we simply retract our belief without learning new information. This case happens 

mostly when we learn that the source of knowledge is not reliable. The most 

complicated belief change is in fact revision, where we ask ourselves how we should 

restore consistency again31. In general, there are three different changes in our belief 

set: Expansion, Contraction, and Revision. I explain them in detail. 

1.4.1 Expansion  

When we learn new information, which is not inconsistent with our beliefs, we 

simply add the sentence to our belief set. It is called expansion. For example, I learned 

that Kiwi is an animal that lives in New Zealand. I did not know that before, so I simply 

add this sentence to my belief set.  

If one learns new information ὄ, and she observes that ὄ is compatible with her 

belief set, ὑ, then ὑ ὄ ὅὲὑ Ç ὄ  is her new belief set. Besides, if ὑ is a belief 

base for ὑ, then ὑ Ç  ὄ is a base for ὑ ὄ. Notice that during expansion she does 

not revise any old belief and she does not, lose information. This is one of the core 

assumptions in TBR. 

Checking consistency is NP-complete. When we have a huge amount of data, and 

we receive new information, it is hard to check the consistency32. Even in our daily life 

 
30 Doyle, J., 1979, A Truth Maintenance System, Artificial Intelligence 12, 231-272. P: 259 
31 Concerning to the belief change, I find TBR unsatisfactory and unrealistic. Sometimes the process of 
revision takes time. During that process, we suspend our judgment. When we focus on belief for 
representing our epistemic states, then in the dynamic we should define learning as believing! The 
noticeable part of learning is wondering and suspending our judgment without making new hasty 
belief. 
 
32 More information about NP-complete problems:  
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we learn and add new information to our belief set, and after a while, we learn that we 

are inconsistent. When there is a huge amount of data, it is likely to have an 

inconsistent belief set. This likelihood of having inconsistent beliefs is another 

motivation for accepting a paraconsistent logic and working with a paraconsistent 

belief revision model33.  

1.4.2 Contraction 

Contraction is the second possible change. Sometimes we retract a belief from our 

belief set. Assume that I believe that there is an interior pathway between the building 

A and the building V in Konstanz University. (Someone told me that from the fourth 

floor you could reach to the building V from the building A) However, unfortunately, I 

cannot find any way at the fourth floor to reach the building A. This experience cannot 

convince me that there is or there is not any internal way from V to A. So, I retract my 

belief that there is an internal way between building A and V at Konstanz University.34  

 If an agent believes ὄ, and then she learns that ὄ could be true or false and it is 

not only true (like having conflicting evidence for and against ὄ), then she should 

retract ὄ from her belief set. As the agent, should retract the least information from 

her database, after the contraction, she should be certain that her belief set is the 

largest subset of her last belief set which ὄ does not belong to it. This constraint is a 

core assumption in TBR. There is a problem: this policy does not support the unique 

 
Weisstein, E. W. NP-Complete Problem. MathWorld--A Wolfram Web Resource. 
http://mathworld.wolfram.com/NP-CompleteProblem.html 
More information about Non-monotonic reasoning and NP-completeness of consistency check: 
Strasser, C. and Antonelli, 2001. (2016 last revision) Aldo, Non-monotonic Logic, SEP, Retrieved from 
https://plato.stanford.edu/archives/win2016/entries/logic-nonmonotonic/: 
άΧƛƴ ƻǊŘŜǊ ǘƻ ŘŜǘŜǊƳƛƴŜ ǿƘŜǘƘŜǊ ŀ ŘŜŦŀǳƭǘ ƛǎ ǘǊƛƎƎŜǊŜŘ ōȅ ŀ ǇŀƛǊ ƻŦ ǎŜǘǎ ƻŦ ǎŜƴǘŜƴŎŜǎΣ ƻƴŜ Ƙŀǎ ǘƻ 
perform a consistency checkΣ ŀƴŘ ǎǳŎƘ ŎƘŜŎƪǎ ŀǊŜ ƴƻǘ ŎƻƳǇǳǘŀōƭŜΦέ 
33 {ŜŜ ǎŜŎǘƛƻƴ άaƻǘƛǾŀǘƛƻƴǎҔ!ǊǘƛŦƛǘƛŀƭ ƛƴǘŜƭƭƛƎŜƴŎŜҔŀǳǘƻƳŀǘŜŘ ǊŜŀǎƻƴƛƴƎ ŀƴŘ Ҕ.ŜƭƛŜŦ ǊŜǾƛǎƛƻƴέ ƛƴ 
Priest, G., Tanaka, K., Weber, Z. 2016(last revision). Paraconsistent Logic. SEP. [Access 16 Jan 2017]. 
Retrieved from https://plato.stanford.edu/archives/win2016/entries/logic-paraconsistent/ 
 
34 Imagine an agent who believes B because of the evidence E, loses her evidence E, then she should 
ignore her belief without being in the state of disbelief. A similar concept with contraction, could be 
found in Law. Repeal without replacement provide an intuitive understanding of contraction.  

http://mathworld.wolfram.com/NP-CompleteProblem.html
https://plato.stanford.edu/archives/win2016/entries/logic-nonmonotonic/
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outcome, it needs another constraint. In some cases, there are more than one logical 

possible retraction. For instance, assume ὑ ὅὲὄȟὅȟὄ ὅ᷈ . If an agent wants to 

retract ὄ ὅ᷈, she has at least two options: retracting ὄ or ὅ. Notice that by deleting 

just ὄ ὅ᷈, the set ὄȟὅ entails ὄ ὅ᷈ as its logical consequence. 

The agent might think that ὄ is more important (preferable or valuable) than ὅ, 

and it worth to keep ὄ instead of ὅ. Therefore, she keeps ὄ. In traditional belief 

revision, the agent can compare all sentences, and she could order them based on their 

importance or based on how much they are entrenched.  

There are some postulates for contraction in TBR. Let ὑḌὄ  be the contraction 

of ὑ by ὄ. Then ὑḌὄ should satisfies all six following postulates: 

Closure 
ὑḌὄ ὅὲὑḌὄ  

(6) 

Success 
ὄᶱὅὲɲ ᴼ ὄ Î ὅὲὑḌὄ  

(7) 

Inclusion 
ὑḌὄ Ì ὑ 

(8) 

Vacuity 
ὄᶱὅὲὑ ᴼ ὑḌὄ ὑ  

(9) 

Extensionality 
ὄ ª ὅ Í ὅὲɲ ᴼ ὑḌὄ ὑḌὅ 

(10) 

Recovery 
ὑ Ì ὑḌὄ ὄ 

(11) 

The Closure (6) says that after a contraction, the belief set should satisfy the 

epistemic closure (5). The Success postulate (7) says that if we retract a sentence and 

the sentence is not a tautology, then it should not belong to the new belief set. (8) is 

Inclusion. A contraction should not produce new information, and the new belief set 



Belief Revision          34 
 

should be a subset of the old belief set. Vacuity (9) says that the contraction of a 

sentence which does not belong to the old belief set, could not make a new belief set. 

The postulate (10) guarantees that the contraction of two equivalent sentences 

reaches to the same belief set. And eventually, the recovery postulate, maybe the most 

controversial postulate, says that the contraction and then expansion of a sentence 

reaches us to the old belief set or a richer one.  

There are various counterexamples against recovery, and it is still open for new 

developments. As a counterexample, imagine an agent believes that Ψ.ats are warm-

blooded, and they are birds.' Then the agent learns that they are not warm-blooded. 

She retracts both because she knows if it is a bird, then it is warm-blooded as well. 

Again, the agent learns that Bats are mammals and she tends to add the sentence that 

Ψbats are warm-blooded.' to her belief set. Based on postulates (6) - (11), the agent 

should undo and reach to her last belief set. In other words, she should believe that a 

bat is a bird and therefore a warm-blooded animal.35 The structure of an example could 

be the following: Adding ὄ to a belief set which contains ὄ­ ὅ leads to believing ὅ; 

naturally when we retract ὄ, we tend to retract ὅ as well, because we believed it 

because of ὄ; while, TBR suggests to believe ὅ even after retraction of ὄ)  

The operation Ḍ is called Partial meet contraction if and only if it satisfies 

postulates (6) -(11). 

Conjunctive Inclusion 
ὄÎὑḌὄØὅ ­ ὑḌὄØὅ Ì ὑḌὄ 

(12) 

Conjunctive overlap 
ὑḌὄ Æ ὑḌὅ Ì ὑḌ ὄ Ø ὅ 

(13) 

 
35 For more similar examples see the section Recovery and its avoidance in    
Hansson, S.O., 2011, Logic of Belief Revision, reǘǊƛŜǾŜŘ ŦǊƻƳ ΨƘǘǘǇΥκκǇƭŀǘƻΦǎǘŀƴŦƻǊŘΦŜŘǳκŜƴǘǊƛŜǎκƭƻƎƛŎ-
belief-ǊŜǾƛǎƛƻƴκΩ ώ!ŎŎŜǎǎŜŘΥ моΦлнΦнлмрϐ  
For see an interesting idea to solve the problem see 
Rott, H. and Pagnucco, M. 2000, Severe Withdrawal (and recovery), Journal of philosophical Logic, 29, 
501-547 
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(12), Conjunctive Inclusion, pronounces that if a sentence does not belong to the 

contraction of the conjunction of two sentences, then the contraction of that sentence 

is a superset of the contraction of the conjunction of that sentence with another 

sentence. The reason is clear. The contraction by ὄØὅ could lead us to three possible 

results. I) Retracting ὄ and ὅ both, II) retracting just ὄ, or III) retracting just ὅ. If ὄ 

does not belong to the contraction by ὄØὅ, then there are two possibilities number (I) 

and (II) because by retracting just ὅ, ὄ is still there. In both cases the consequence of 

the conditional in (12) will hold.  

(13), Conjunctive overlap pronounces that the intersection of the contraction by ὄ 

and the contraction by ὅ, is a subset of the contraction by ὄØὅ. 

1.4.2.1 Entrenchment 

 If an agent should retract a believed proposition from her belief set, she should 

retract the least important one. For example, I am in the library, and I believe that Ali 

has a black headphone (ὄ). And, I believe that I see the world like other people, if I see 

something white, other people will see it white as well (ὅ). My friend, Nils comes 

toward me and says: a moment ago, I saw Ali in the library with his white headphone, 

ǿƘƛŎƘ ƘŜ ŀƭǿŀȅǎ ǿŜŀǊǎΦ L ƭƛƪŜ ǘƻ ōǳȅ ǘƘŜ ǎŀƳŜ ōǊŀƴŘΧ bƻǿΣ L ǊŜŀƭƛȊŜ ǘƘŀǘ bƛƭǎ ōŜƭƛŜǾŜǎ 

ǘƘŀǘ !ƭƛΩǎ ƘŜŀŘǇƘƻƴŜ ƛǎ ǿƘƛǘŜΗ I think that I should retract ὄ or ὅ. Because ὄ  and ὅ 

entail that Nils should observe that the headphone is white. It seems rational to retract 

ὄ, instead of ὅ; because ὅ is a general hypothesis and it is more valuable than ὄ.  

Rott defines epistemic entrenchment by the following statement: 

 A sentences a is epistemically less entrenched in a belief state 

k than a sentence b, if and only if a person in belief state K who 

is forced to give up either a or b, will give up a and hold on b36.   

 

 
36 Rott, H., 1991, Preferential Belief Change Using Generalized Epistemic Entrenchment, P. 1 
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Why are some beliefs more important or entrenched than other beliefs? Let me 

explain it in Gärdenfors and Makinson words: 

 Certain pieces of our knowledge and beliefs about the world 

are more important than others when planning future actions, 

conducting scientific investigations, or reasoning in general.37 

 

Let ὠὥὰὄ  be the value or the importance of ὄ. Then ὠὥὰὄ ὠὥὰὅ, means 

ὄ is less entrenched than ὅ. ὠὥὰὄ ¢  ὠὥὰὅ means ὅ is as least as ὄ entrenched. 

And ὠὥὰὄ Ḡὠὥὰὅ means they are equally entrenched.  

There are five postulates for epistemic entrenchment: 

Dominance 
ὄṲὅ ­  ὠὥὰὄ ¢ ὠὥὰὅ   

(14) 

Transitivity 
ὠὥὰὄ ¢ ὠὥὰὅ  Ø  ὠὥὰὅ ¢ ὠὥὰὈ  ­  ὠὥὰὄ¢ ὠὥὰὈ  

(15) 

Conjunctiveness 
ὠὥὰὄ ¢ ὠὥὰὄ Ø ὅ   Ù   ὠὥὰὅ ¢ ὠὥὰὄ Ø ὅ 

(16) 

Minimality 
ὄ Î ὑ ­ "# ὠὥὰὄ ¢ ὠὥὰὅ  

(17) 

Maximality 
"" ὠὥὰὄ ¢ ὠὥὰὅ   ­  ὅÍ #Îɲ  

(18) 

The postulate (14) is Dominance. If ὅ is the logical consequence of ὄ, then ὄ is 

equal or less entrenched than ὅ. If an agent is about to retract ὅ, then she has to 

retract also ὄ. Because retracting ὅ brings ὄ again to the belief set, and it means the 

problem is not solved. The agent should retract ὄ. For example, ὄ Ù ὅ is equally or 

more entrenched than ὄ. It seems somehow counterintuitive, because we think  ὄ 

 
37 Gardenfors P. and Makinson D. Revisions of knowledge systems using epistemic entrenchment. In 
Moshe Y. Vardi, editor, Proceedings of the Second Conference on Theoretical Aspects of Reasoning 
About Knowledge, pages 83ς95, Monterey, California, March 1988. Morgan Kaufmann. P:88 
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contains more information than ὄ Ù ὅ. Number (15) the transitivity guarantees that 

epistemic entrenchment is transitive. As per the (14) we can infer, that 

ὠὥὰὄ Ø ὅ ¢ ὠὥὰὄ  and ὠὥὰὄ Ø ὅ ¢ ὠὥὰὅ. From this inference and (16) we can 

conclude that ὠὥὰὄ ὠὥὰὄØὅ Ù ὠὥὰὅ ὠὥὰὄØὅ. It simply guarantees that 

after the contraction, one of the sentences ὄ or ὅ will be retracted from belief set. As 

per these three postulates (14) -(16), there is not any room for indecision.38 For any 

arbitrary sentences, we are always able to decide to give up ὄ or ὅ or both. Because 

for any two non-tautology sentences, we have ὠὥὰὄ ¢ ὠὥὰὄ᷈

ὅ  Ù  ὠὥὰὅ ¢ ὠὥὰὄ ὅ᷈. In case of ὠὥὰὄ ¢ ὠὥὰὄ ὅ᷈ and ὠὥὰὅ Ṁὠὥὰὄ᷈

ὅ , we reach to ὠὥὰὄ ὠὥὰὅ  and we should retract ". In the case of 

ὠὥὰὄ ¢ ὠὥὰὄ ὅ᷈  Ø  ὠὥὰὅ ¢ ὠὥὰὄ ὅ᷈  we reach to ὠὥὰὅ Ḡὠὥὰὄ , and 

we should retract both.  

(17) is minimality, and it says that if a sentence is not in our belief set, then it is 

less or equal entrenched than all sentences in our belief set. Rott mentioned an 

unpleasant result of this postulate which you do not have any graduation for sentences 

that they do not belong to your belief set39. Moreover, the last postulate, (18), states 

that a tautology is equal or more entrenched than all sentences in our belief set. Again, 

Rott argues that as per ǘƘƛǎ ǇƻǎǘǳƭŀǘŜ Ψƛǘ ƛǎ ŦƻǊōƛŘŘŜƴ ǘƻ ŀǎǎƛƎƴ ǘƻ ǎƻƳŜ ǎŜƴǘŜƴŎŜ ŀ 

degree of epistemic entrenchment which is as high as the degree of logical truthΦΩ40  

The following is the definition of the entrenchment-based contraction: 

 
38 Rott, H., 1991, Preferential Belief Change Using Generalized Epistemic Entrenchment, Journal of 
Logic, Language and Information, P:45-туΣ tΥ пуΥ ΨΧƛǘ ƛǎ ŦƻǊōƛŘŘŜƴ ǘƻ ǎǘŀȅ ǳƴŘŜŎƛŘŜŘ ƛƴ ǘƘŜ ŎƻƳǇŀǊƛǎƻƴ 
ƻŦ ǘǿƻ ŀǊōƛǘǊŀǊȅ ǎŜƴǘŜƴŎŜǎΧΩ 
39 LōƛŘΥ ΨΧƛǘ ƛǎ ŦƻǊōƛŘŘŜƴ ǘƻ ƘŀǾŜ ŀ ƎǊŀŘŀǘƛƻƴ ƻŦ ǘƘŜ ǎŜƴǘŜƴŎŜǎ ǿƘƛŎƘ ŀǊŜ ƴƻǘ ƛƴŎƭǳŘŜŘ ƛƴ ǘƘŜ ŎǳǊǊŜƴǘ 
ōŜƭƛŜŦ ǎŜǘ YΧΩ 
40 Ibid 
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ὅÍὑḌὄ ª ὅÍὑ Ø 6ÁÌὄ

ὠὥὰὄ Ù ὅ   Ù ὄ Í ὅὲɲ  

(19) 

In the right side of the above formula, notice that from 6ÁÌὄ ὠὥὰὄ Ù ὅ 

follows 6ÁÌὄ ḽὠὥὰὄ Ù ὅ . It means that ὅ and its logical consequence ὄ Ù ὅ 

belong to the belief set ὑḌὄ. Notice if 6ÁÌὄ Ḡὠὥὰὄ Ù ὅ then we should retract 

ὄ and ὅ both.  

1.4.3 Revision 

The last possible epistemic change is the revision. Sometimes we cannot simply 

add what we have learned because our belief set will be inconsistent. We should revise 

our belief set. For example, I learn that Ψ.ǳǘǘŜǊŦƭƛŜǎ ǘŀǎǘŜ ǿƛǘƘ ǘƘŜƛǊ ŦŜŜǘΩ ὅ. I believed 

that butterflies taste with their proboscis and I believed that Butterflies do not taste 

with their feet ὅ. After learning ὅ, first, I should retract a sentence which it is 

inconsistent with my new information ὅ from my belief set, and then, I can add what 

I have learnt ὅ.  

By applying asterisk z as a symbol for revision, we have ὑ ὅz ὑḌ ὅ ὅ . 

This formula is called Levi identity, which it shows the connection between contraction 

and revision.  

Levi Identity 
ὑ ὅz ὑḌ ὅ ὅ 

(20) 

Besides, there is another formula which it is called Harper identity:  

Harper Identity 
ὑḌὅ ὑᶻ ὅ Æ ὅ 

(21) 
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The Levi identity (20) and the Harper identity (21) reflect the relationship between 

revision and contraction. Like partial meet contraction, we have the partial meet 

revision by following six postulates: 

Closure 
ὑ ὄz Ὥί ὥ ὦὩὰὭὩὪ ίὩὸ 

(22) 

Success 
" Í ὑ ὄz  

(23) 

Inclusion 
ὑ ὄz Ì ὑ ὄ 

(24) 

Vacuity 
ὄ Î ὑ ­ ὑ ὄz ὑ ὄ  

(25) 

Extensionality 
ὄ ª ὅ   ­   ὑ ὄz ὑ ὅz 

(26) 

Consistency 
ὄṲ Ṷ  ­  ὑ ὄzṲ Ṷ  

(27) 

The closure postulate, (22), is clear. Success, (23), says that if a sentence is not a 

tautology, then the sentence belongs to the revision of the belief set with that 

sentence. (24) states that a revision retracts and adds a sentence but expansion always 

add a sentence to the belief set. Therefore, the outcome of revising by a sentence is 

always a subset of the expansion by the same sentence.  

Vacuity (25) pronounces that if a sentence does not belong to a belief set, then 

the revision of the belief set by that sentence is equal to the expansion of the belief set 

with that sentence. Extensionality, (26) says the revision of a set, with two logically 

equivalent sentences, leading to the similar belief set. Moreover, (27) says the revision 

of a belief set with a consistent sentence, is a consistent set and if we consider (22), it 
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means they both guarantees that the new set is a belief set and it satisfies (4) and (5). 

Besides, we have two supplementary postulates:  

Superexpansion 
ὑᶻὄ Ø ὅ Ì  ὑ ὄz ὅ 

(28) 

Subexpansion 
ὄ Í ὅὲὑ ὅz ­  ὑ ὅz ὄ  Ì  ὑᶻὄ Ø ὅ  

(29) 

The formula (28), Superexpansion, and (29), Subexpansion, are related to the 

contraction supplementary postulates. Let me finish this section by Hansson words. He 

explains the relationship between them by the following text: 

 Let * be the partial meet revision defined from the partial meet 

contraction ÷ via the Levi identity. Then * satisfies 

superexpansion if and only if ÷ satisfies conjunctive overlap. 

Furthermore, * satisfies subexpansion if and only if ÷ satisfies 

conjunctive inclusion41. 

 

1.4.4 Two general rules 

In addition to the condition (4) that we should stay Consistent, and the condition 

(5) that we should accept all logical consequences of our belief set, which are two 

constraints of belief set, there are two constraints for belief change. Imagine there are 

ὲ possible ways of updating a belief set after receiving new information and we need 

to pick the best possible update. I call each possible way ὑ  like ὑ , ὑ , and etc. 

LetΩǎ ὠὥὰὄ  be the epistemic value of ὄ, which shows how much a belief is 

entrenched or is epistemically valuable, and ὑ  be the best possible update. Then 

two constraints of belief updates are the following formulae: 

 
41 Hansson, S.O., 2011, LogƛŎ ƻŦ .ŜƭƛŜŦ wŜǾƛǎƛƻƴΣ ǊŜǘǊƛŜǾŜŘ ŦǊƻƳ ΨƘǘǘǇΥκκǇƭŀǘƻΦǎǘŀƴŦƻǊŘΦŜŘǳκŜƴǘǊƛŜǎκƭƻƎƛŎ-
belief-ǊŜǾƛǎƛƻƴκΩ ώ!ŎŎŜǎǎŜŘΥ нсΦлмΦнлмтϐ  
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Preservation 
"ὲ  ȿὑ ᷊ὑȿ ¢ ȿὑ ᷊ὑȿ 

(30) 

Entrenchment 
"ὲ ȿὑ ᷊ὑȿ ȿὑ  ᷊ὑȿO ὠὥὰὑ ὑ

ὠὥὰὑ ὑ 42 

(31) 

The principle (30) says that we should minimize the amount of information loss. 

ὑ  preserved equally or more than any other possible belief updates. (31) says that 

if we should retract a belief, we should retract the least important one because we 

should keep more entrenched beliefs43. Therefore, ὑ  is epistemically retracts less 

valuable sentences. Above formulae (30) and (31) are not necessary for understanding 

of this section. They are only two general condition for belief change. 

2 The representation of doxastic attitudes in TBR. 

As TBR represents our epistemic states by a belief set, the question is how we 

could represent unknown, disbelieved, and suspended sentences by just a simple belief 

set. The disbelief set could be made based on the belief set: the set of the negation of 

all believed sentences is the disbelief set.  

2.1 Disbelief set 

As per (A.7)44, an agent disbelieves ὄ if and only if the agent believes ὄ. For each 

belief set, ὑ, we can define a set of sentences $ such that for all sentences in +, the 

negation of the sentence is in $. For example, if the belief set is ὑ ὄȟὅ, we have 

$ ὄȟὅ . By assuming this symmetry between belief and disbelief (A.7), the 

 
42 The value of a set is the sum of the value of its members 
43 Rott, H. 2000. Two Dogmas of Belief Revision, The Journal of Philosophy, 97(9), 503-522 
Rott considers both principles are dogmas.   
44 ὄὩὰὃȟ ὄ  ὈὭίὃȟὄ  
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representation of one of them, + or $, is enough to represent the other one. A model 

which does not reflect this relationship, probably could not endorse (A.7).  

The definition of a disbelief set (32) and the (33) shows the relationship between 

belief and disbelief set are the following: 

 
$ "ȿ" Í + 

(32) 

 
" " " Í + ª " Í $  

(33) 

2.2 Suspension and ignorance 

A sentence, which belongs to ,, is believed if it belongs to the belief set +. If its 

negation belongs to the belief set, then it is disbelieved. If the sentence and its negation 

do not belong to the belief set, then it is suspended, or the agent is ignorant about the 

sentence. How to know the epistemic attitude towards a sentence which is not 

believed or disbelieved? Is it suspension or ignorance? By suspended sentence, I mean 

a sentence which is not believed or disbelieved but the agent has conflicting evidence 

for and against it. Imagine an agent receive information about a sentence, and she add 

it to her belief set, then she receives information against it, while still she finds first 

received information reliable. Then retract the sentence without believing or 

disbelieving the sentence. On the other side, there are sentences which are unknown. 

The agent does not have any information about them. For making a distinction I think 

TBR cannot distinguish them. One may say, one way to distinguish suspension and 

ignorance, is defining , as a set of sentences such that the sentence or its negation is 

accepted by the agent45. Then , contains all believed, disbelieved and suspended 

sentences (or there is no unknown sentence in the language). Now, any sentence that 

does not belong to , is unknown to the agent. Another way for distinguishing 

 
45 I think if we look at the Ranking theory as the general account of TBR, then this is how it defines the 
language. For ranking theory, the language contains suspended, believed and disbelieved sentences. 
The interpretation of suspension is an open topic. We will come back to the issue when we are working 
on Ranking theory. 
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suspension and ignorance is by another alternative definition of , such that , is the set 

of all sentences such that the sentence or its negation is not acceptable for the agent. 

Then , contains all unknown, believed, and disbelieved sentences; and any sentence 

that does not belong to , is suspended. Unfortunately, TBR does not say anything 

about this issue explicitly. We could infer from the definition of contraction and 

expansion, that any sentence that belongs to , and it is retracted is an unknown 

sentence for the agent. Besides, expansion says that we learn new information that we 

did not know, and we add it to our belief set. Therefore, , is the set of unknown, 

believed, and disbelieved sentences. These solutions clearly do not make sense, 

because it is not how TBR was introduced. We know that , is simply the set of all 

sentences and above suggestions are meaningless. 

Let me illustrate the problem of representing suspended and unknown sentences 

by an example: 

Ali does not have any idea what Phaistos Disc46 is. He just knows that it is a 

historical object in the museum. He does not believe that Phaistos Disc was from Crete. 

Also, he does not disbelieve that Phaistos Disc was from Crete. We can say that he has 

non-belief attitude towards the sentence that Phaistos Disc was from Crete. 

 

 
46 Surprisingly I learned that this disk might be a fake historical object.  

1. Phaistos Disc 
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On the other side, we have Sara. She is an archeologist, and she researches on this 

object. There is a controversial debate whether Phaistos Disc was from Crete or not. 

Sara can easily convince Ali that it was from Crete or it was not. Sara is capable because 

she has convincing evidence for both sides. Ali and Sara are epistemically different. 

Sara suspends her judgment whether Phaistos Disc was from Crete or not, and Ali is 

ignorant that it was from Crete or not. Is it possible to represent this distinction in 

traditional belief revision?  

Unfortunately, no. Because there is no way to define them both at the same time 

by our TBR model. For each sentence in the language, there are three possibilities: it is 

in the belief set (belief), its negation is in the belief set (disbelief), or the sentence or 

its negation is not in belief set (ignorance or suspension of judgment). We need four 

possible states for each sentence in our model to distinguish suspension of judgment 

and ignorance. The sentences that are out of the belief and disbelief set could play one 

role, and it is not sufficient.  

TBR like many other simple theories in formal epistemology could not make any 

room for suspension and ignorance at the same time. It considers suspension and 

ignorance the same thing. 

3 System of Spheres47 and Indeterministic Belief Revision 

Grove proposed the systems of spheres which is related to the TBR postulates for 

the belief change. Let ὓ  be the set of all possible belief sets Ὧ. For any belief set ὑ, 

define ὑ as ὯÍ ὓȡ  ὑ Ì Ὧ  which are all interpretations that make ὑ true. If it is 

an inconsistent belief set, then ὑ̂ Ὧ̂ . In the same way and for the simplicity, for 

any sentence like ὄ, we could write ὄ instead of ὄ .  

 
47 Grove, A., 1988, Two Modelling for Theory Change, Journal of Philosophical Logic, Vol. 17, No. 2, P: 
157-170 
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For any subset Ὓ of ὓ , which could be called an sphere, ὸὛ  gives the 

intersection of ẔὼÍὛ. Notice that ὸὛ is a belief set. In case of Ὓ ,ɲ ὸὛ will be 

an inconsistent belief set.  

There are five properties of the function ὸȡ ς ­ ╚:  

 
Ô+ + 

(34) 

 
ὸὛṲ Ṷ  ª  Ὓ ᶮ 

(35) 

 
"" "3 Ì ὓ   Ô3 Æ " Ô3Ⱦ"  

(36) 

 
" 3ȟ3 Ì - 3 Ì 3   ­   Ô3 Ì Ô3  

(37) 

 
" +ȟ+ Í ἕ  + Ì +  ­  + Ì +  

(38) 

(34) says that the set of formulas of all interpretation of a belief set is that belief 

set. (35) says that the formulas of Ὓ are consistent if and only if it is not the empty set. 

The formula ΨÔ3Ⱦ"Ω in (36), means the smallest belief set containing both Ô3 and ", 

which is #ȡ"ᴼ#ɸ 4  or #ÎÔ3᷾" . (37) says that for the formulas of the 

superset of any sphere is a subset of the formulas in the sphere itself. (38) says that 

the set of the interpretations of a belief set is subset of the set of the interpretations 

of its superset.  

Let ╢ be the the collection of some subsets of ὓ , then we call Ὓ a system of 

spheres centered on ὢ if it satisfies the following conditions: 

 
5ȟ6 Í ἡ ­ 5 Ì 6  Ù  6 Ì 5 

(39) 
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" 5Í ἡ  8 Ì 5) 

(40) 

 
- Í ἡ  

(41) 

 
""ȟ$5Í ἡȟ"6Í ἡ 5 Æ " ̧ ɲ   Ø  6 Æ " ̧ ɲ   ­   5 Ì 6 

(42) 

 

The first condition (39) says that for any two spheres in a system of spheres, one 

of them is the subset of the other. The second condition (40) is about the center of the 

system. If a system of spheres centered on ὢ, then ὢ is the subset of all spheres in the 

system. (41) simply shows that -  always belongs to the system. The last formula (42) 

says that if the intersection of all interpretations of a sentence and a sphere in Ὓ is not 

empty set, then there is the smallest sphere in Ὓ that intersect with all interpretations 

of that sentence 48. 

The revision of a belief set ὑ with ὄ belongs to the intersection of ὄ and ὑ. 

The diagram (3) illustrates how the system of spheres explains revision. The revision 

belongs to the stripes area.  

 
48 Grove, A., 1988, Two Modelling for Theory Change, Journal of Philosophical Logic, Vol. 17, No. 2, P: 
159 

2. A system of spheres centered on [K] 
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3.1 Indeterministic Belief Revision: from spheres to ellipses 

 Traditional belief revision is deterministic. For a belief set and a given input ὄ, we 

have one outcome. Indeterministic belief revision proposes that we should allow for 

there being several equally reasonable revisions of a theory (belief set) with a given 

proposition. Consider ὑ as a belief set, and ὄ a proposition. The agent is going to revise 

ὑ with ὄ. Each fallback is a subset of ὑ which it is consistent with ὄ (we can call it a ὄ-

permitting subset of ὑ). As we said in the last section, we have a family of spheres, or 

possible fallbacks such that they are nested. [ŜǿƛǎΩǎ ǎǇƘŜǊŜ ǎŜƳŀƴǘƛŎǎ ŦƻǊ 

ŎƻǳƴǘŜǊŦŀŎǘǳŀƭǎ ƛǎ ŎŜƴǘŜǊŜŘ ƻƴ ŀ ǎƛƴƎƭŜ ǿƻǊƭŘΣ ŀƴŘ ƛƴ ƎǊƻǾŜΩǎ ƳƻŘŜƭ, they are centered 

on a theory. In diagram (3), the stripe area is the strongest ὄ-permitting fallback of ὑ 

expanded by ὄ.  

3.1.1 relational belief revision 

Indeterministic belief revision proposes a relational belief revision instead of 

functional belief revision. In TBR, connectedness is guaranteed by (14) - (19). If we give 

up connectedness, which it means some sentences are incomparable, then the belief 

revision will not be functional anymore. Instead of a family of spheres, as we have in 

TBR, we will have a family of ellipses. When we give up connectedness, we have a 

3. The diagram of K * B 
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family of ellipses, and we could have more than one outcome from the revision of a 

belief set ὑ by ὄ.  

 

In the figure (4) if you revise ὑ by ὄ, then you have two possible outcomes ὑ and 

ὑ. Like TBR, we have postulates for this relational (in contrast to functional) belief 

revision49: 

Take  ὑ Í ὑ ὄz as ὑ is a possible revision of ὑ  with ὄ:  

Seriality 
$ ὑ Ƞ ὑ Í ὑ ὄz 

(43) 

Success 
ὑ Í ὑ ὄz  ­  ὄÍ ὑ   

(44) 

Expansion 
ὄ Î ὑ   Ø  ὑ Í ὑ ὄz ­  ὑ  ὑ ὄ  

(45) 

Strong Consistency 
Ṿ ὄ  Ø  ὑὭ Í ὑά ὄz  ­ ̂ Î ὑὭ 

(46) 

Substitutivity 
 Ṳὄ ª ὅ  ­ ὑ ὄz ὑ ὅz  

(47) 

 
49 Lindstrom S., Robinowicz W., 1991, Epistemic entrenchment with incomparabilities and relational 
belief revision, in The logic of theory change, Edited by Fuhrmann, A., Morreau, M., Springer Lecture 
notes in Artificial Intelligence 465 
Notice that I changed the way that they have presented in their paper, in order to connect it to the 
main line 

4. The diagram of K z  B 
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Revision by conjunction 
( ὑ Í ὑ ὅz   Ø  ὄ Î ὑ  ­   ὑ ὄ Í ὑ ᶻ

ὄ Ø ὅ    

(48) 

 
 ὑ Í ὑ ὅz Ø "ὑ ὑ Í ὑ ᶻ

ὄÙὅ  ­ ὅ Î ὑ ­ 

$ ὑ ὑ Í ὑ ὄzÙὅ  Ø  ὑ ὑ ὅ   

(49) 

Seriality (43) says that for any belief set and a proposition, there is a set which is 

the possible revision of that set by the proposition. Success, (44), says that any possible 

revision of ὑ  with ὄ, should have ὄ as its member. The formula (45) is expansion, 

and it says that if a belief set is consistent with a proposition, then the revision of that 

set with that proposition is simply their expansion or  ὑ  ὑ ὄ  ὑ ὄz. 

Strong consistency postulate (46) says that in the case of revising a set by a 

consistent proposition, the result is consistent as well. Substitutivity or extensionality, 

(47) says that if two propositions are equivalent, then the revision of a belief set with 

those propositions reach the same outcome.  

The formula (48) is the revision by conjunction. The expansion of ὑ a possible 

belief set of ὑ   with ὅ while ὄ does not belong to ὑ, is the possible belief set of 

the revision of ὑ  with ὄØὅ.  Obviously as ὑ is the revision of ὑ  by ὅ, we know that 

ὅ is its member (success postulate), so, when we expand it with ὄ, as it is compatible 

with ὄ, we reach to a new set that ὄ and ὅ belongs to that set. (48) says that this set 

is the possible revision of the main belief set with the conjunction of ὄ and ὅ. 

The last postulate (49), says that if all possible revision of a belief set with the 

disjunction of ὄ and ὅ does not have ὅ as their member, then among them there is 

a belief set which its expansion with # is the revision of the first belief set with #.  
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By simple step, we can define functional belief revision based on this relational 

belief revision. The belief revision is functional when ὑ Í ὑ ὄz  Ø  ὑ Í ὑ ᶻ

ὄ ­  ὑ ὑ. It means, every two possible revisions of ὑ  with ὄ are the same and 

there is just one outcome for the revision function of a belief set and an input 

proposition.   

3.1.2 Epistemic Entrenchment 

There are five postulates for IndBR epistemic entrenchment. The connectedness 

cannot be derived from these postulates. In case of ὠὥὰὄ ¢ ὠὥὰὅ we say that ὅ 

epistemically is as entrenched as ὄ. The axioms (50)- (54) is the rationality requirement 

for a logically omniscient agent.   

Dominance 
ὄṲὅ ­  ὠὥὰὄ ¢ ὠὥὰὅ   

(50) 

Transitivity 
ὠὥὰὄ ¢ ὠὥὰὅ Ø ὠὥὰὅ ¢ ὠὥὰὈ  ­ ὠὥὰὄ ¢ ὠὥὰὈ  

(51) 

Conjunctive 

Closure 

ὠὥὰὄ ¢ ὠὥὰὅ Ø ὠὥὰὄ ¢ ὠὥὰὈ  ­ ὠὥὰὄ ¢ ὠὥὰὅ Ø Ὀ  
(52) 

Bottom 
 ̂Ṿὑ ­ ὄ Îὑ  ª (Val(B) ¢ Val ( )̂) 

(53) 

Top 
6ÁÌT  ¢ Val (B ) ­  ṸB 

(54) 

(50) and (51) are respectively like (14) and (15). Conjunctive closure (52), differ 

from (16) and it is the reason that the connectedness need not hold anymore. As per 

(52) if a proposition is less entrenched than two other propositions, then it is less 

entrenched than their conjunction. We could not derive that for any two propositions 

one of them is equally entrenched as their conjunction. This postulate says that to have 

(16) for two propositions, the agent should be able to compare them (or they should 
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be connected). By adding the following postulate IndBR epistemic entrancement is 

equivalent to the TBR epistemic entrenchment: 

Connectedness 
 ὠὥὰὄ ¢ ὠὥὰὅ Ù ὠὥὰὅ ¢ ὠὥὰὄ    

(55) 

By accepting (55), we could infer (16). For the proof, first, assume 

ὠὥὰὄ ¢ ὠὥὰὅ then you have (16), after that, assume ὠὥὰὅ ¢ ὠὥὰὄ  and again 

you can infer (16), therefore their disjunction gives us (16) as well.  

Any two possible belief sets of an agent, have one of these three possible 

relationships: one of them may be the subset of the other one. This case cannot 

happen in Indeterministic belief revision, because of preservation, if one possible belief 

set is a superset of another possible belief set, then the agent should take the superset 

and ignore the smaller one. Second, they are disjoint sets. This cannot happen because 

all possible belief sets contain all tautologies. Third, they are overlapping sets. In this 

case, two possible belief sets intersect, and there are some sentences that they belong 

just to one of the possible belief sets. So, if an agent has more than one possible belief 

sets, then for any two possible belief sets of the agent, their difference cannot be the 

empty set. Now, by this description, I illustrate that indeterministic belief revision 

allows conflicting possible belief sets. 

As an example, imagine ὄÍὑ Ø ὄÎὑ   and ὅÎὑ Ø ὅÍὑ. If the agent revises 

them with ὄÙ #, then she could have #ÍὑØ ὅÍὑ  and ὄÍὑ Ø "Íὑ . 

Therefore, an agent has contradicting possible belief sets. Notice that, from this result, 

it does not follow that # and # are not connected. For any possible belief set a 

proposition and its negation as per the revision postulate should be connected. The 

proof is simple. According to the strong consistency, a proposition does not belong to 

the belief set, or its negation does not belong. Therefore, at least is as entrenched as 

the contradiction. If the other one belongs, then we could compare, if not, they are 
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equally entrenched. Obviously, an agent always can compare the epistemic 

entrenchment of a proposition and its negation.  

An agent may find it possible to believe a proposition in a possible belief set and 

disbelieve it in the other one. Could we call it suspended judgment? 

4 The representation of suspended judgment in IndBR 

Imagine we have a set of possible belief sets. How could we say that a proposition, 

in general, is believed or not? In the example, we had #Íὑ Ø ὅÍὑ, is ὅ suspended? 

May I say that it is believed and disbelieved at the same time!! I prefer to say no. so, 

for the sake of uniform terminology, it seems compelling to say that every member of 

a possible belief set as an accepted proposition. Then, we could say that ὅ and # are 

accepted. And as per the definition of acceptance, accepting two contradicting 

propositions at the same time, is permitted.   

4.1 Accepted proposition 

It seems that we could have a definition for acceptance in IndBR: A proposition is 

accepted if and only if there is a possible belief set that contain that proposition.  

IndBR acceptance 
 ὃὧὧὄ  ª  $ ὑ ὄ Í ὑ    

(56) 

In other words, (56) says that a proposition is accepted if and only if the agent can 

accept it in a consistent acceptable theory. Or if it is possible to believe a proposition, 

then it is accepted.  

In the above example, imagine Ὁ is unknown or %Îὑ Ø ὉÎὑ. The proposition 

like ὅ Ø Ὁ is not accepted, and its negation is accepted in ὑ because #Íὑ. It follows 

that ὅ Ø Ὁ is disbelieved. 
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4.2 Basic doxastic attitudes 

Four doxastic states belief, disbelief, suspension, and ignorance could be defined 

as follows: 

IndBR Belief 
ὄὩὰὄ   ª   $ ὑ ὄ Í ὑ  Ø $ὑ ὄ Í ὑ    

(57) 

IndBR Disbelief 
ὈὭίὄ   ª   $ ὑ ὄ Í ὑ  Ø $ὑ ὄ Í ὑ  

(58) 

IndBR Ignorance 
ὍὫὲὄ   ª   $ ὑ ὄ Í ὑ  Ø $ὑ ὄ Í ὑ  

(59) 

IndBR Suspension 
Ὓόίὄ   ª   $ ὑ ὄ Í ὑ  Ø $ὑ ὄ Í ὑ  

(60) 

All above formulas are clear enough. Imagine an agent suspends ὄ and does not 

know about Ὁ, what should be her doxastic attitude about ὄØὉ? We could find the 

answer according (56) -(60) also we could do it with an epistemic bi-lattice.  

4.3 Epistemic bi-lattice 

We can apply a bi-lattice to explain how this model works. There are two axes: the 

horizontal axis which is the truth axis, and the vertical axis which is the commitment 

axis. In the truth axis from left to right, we had 

ὈὭίὄ ὍὫὲὄȟὛόίὄ ὄὩὰὄ . It simply means that If an agent 

disbelieves ὄ, she thinks that the proposition is not true. If she thinks that it is 

unknown, then at least it could be possibly true, therefore its place is after disbelief. 

The same could be said for suspension. And in the right side, an agent who believes ὄ, 

thinks that ὄ is true. In the vertical axis, which is commitment axis we have another 

inequality ὍὫὲὄ ὄὩὰὄȟὈὭίὄ Ὓόίὄ . When an agent does not 

know about ὄ, she does not have any commitment. When she suspends, she is fully 
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committed to both side. And when she believes or disbelieves, she is committed just 

to one side. In this text, in general, four basic doxastic states are illustrated by the 

following diagram: 

 

For the conjunction of two propositions, we could apply minimum (meet). For 

example, if ὅ is believed and Ὁ is unknown, their conjunction ὅØ Ὁ is unknown. If one 

of them is disbelieved, their conjunction is disbelieved. For the disjunction of two 

propositions we could apply maximum (join). For example, if ὅ is believed and Ὁ is 

unknown, their disjunction ὅÙ Ὁ is believed. It is easy to observe the validity of the 

following table:  

Ø Bel Dis Ign Sus  Ù Bel Dis Ign Sus  ¬ 

Bel Bel Dis Ign  Sus  Bel Bel Bel Bel Bel  Dis 

Dis Dis Dis Dis Dis  Dis Bel Dis Ign Sus  Bel 

Ign Ign Dis Ign Dis*   Ign Bel Ign Ign Bel**   Ign 

Sus Sus Dis Dis*  Sus  Sus Bel Sus Bel**  Sus  Sus 

 

6. Epistemic Bi-lattice 

Table 1 
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There are four dark squares which demand more clarification. Two squares (*), say 

that the conjunction of a suspended proposition and an unknown proposition is a 

disbelieved proposition.  We could simply investigate this claim in two different ways. 

First, we apply (56) -(60) to prove it. Assume that ὄ is suspended and Ὁ is unknown. 

We know that $ ὑ ὄ Í ὑ  Ø $ὑ ὄ Í ὑ . If ὑ contains ὄ, we are certain that 

( ὄØ Ὁ belongs to ὑ. Therefore, $ὑ ( ὄØ ὉÍ ὑ. On the other side as there is no 

possible belief set that contains Ὁ, we could infer that there is no possible belief set 

that contains ὄØ Ὁ as well. Therefore, ὄØ Ὁ  is disbelieve or in the other words  $ὑ( 

ὄØ ὉÍ ὑ  Ø  $ὑ  ( ὄØ ὉÍ ὑ. Second, we could reach to the same conclusion with 

the bi lattice. As ὄ is suspended, it means that   ὈὭίὄ Ὓόίὄ , if we add the 

conjunction of ὍὫὲὉ  we have ὈὭίὄØ ὍὫὲὉ ὛόίὄØ ὍὫὲὉ  we have 

(a) ὈὭίὄØὉ Ὓόίὄ Ø ὍὫὲὉ . On the other hand, we have 

ὍὫὲὉ ὈὭίὉ , and in the same way 

ὍὫὲὉØ Ὓόίὄ ὈὭίὉØ Ὓόίὄ , and eventually we reach to the second 

part (b) ὍὫὲὉØ Ὓόίὄ ὈὭίὄØὉ . From (a) and (b), we have could 

conclude that ὈὭίὄØὉ ὍὫὲὉØ Ὓόίὄ ὈὭίὄØὉ. It means that 

the conjunction of a suspended and an unknown proposition is disbelieved. 

ὍὫὲὉØ Ὓόίὄ ­ ὈὭίὄØὉ.50 The argument for two squares ** is the same.  

4.4 Some unwanted results 

As per the above theory and the way that we define doxastic states (56) -(60) we 

could reach to some epistemic states that they are not intuitively convincing. In our 

example, we observed that if ὄ is suspended and Ὁ is unknown, their conjunction ὄØὉ 

 
50 The same idea nad theories could be find here 
Anderson, A., Belnap, N., Dunn, M., 1992, Entailment, the logic of relevance and necessity, Princeton 
UP, P: 506 
Also .ŜƭƴŀǇΩǎ ǇŀǇŜǊ ōȅ ŦƻƭƭƻǿƛƴƎ ƴŀƳŜΥ A useful four-valued logic: How a computer should think. The 
section in the book has the same title. Section 81. Belnap introduce this four-valued logic for an agent 
who has inconsistent information. They are not logical values, they are epistemic values, because 
Belnap defines {T}=told true, and {F}=told false and so on.  
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is disbelieved. If ὄ is suspended ὄ is also suspended. If Ὁ is unknown, then Ὁ is 

unknown. With same calculation that we did for ὄØὉ we could say that ὄØὉ, ὄØ Ὁ, 

ὄØ Ὁ all are disbelieved because one of them is suspended and the other one is 

unknown. Now, we have four propositions ὄØὉ, ὄØὉ, ὄØ Ὁ, ὄØ Ὁ that they are 

all disbelieved but their disjunction is believed ὄØὉ Ù ( ὄØὉ Ù ὄØ Ὁ  Ù 

ὄØ Ὁ  = T because it is a tautology. It seems that the bi-lattice does not work 

properly. I think that believing the disjunction of some disbelieved propositions is an 

unwanted result but believing the disjunction of two suspended proposition is not 

irrational. My first attempt to find a solution by working with Indeterministic belief 

revision and a bi-lattice, does not work properly and it is not satisfying. I tried to do 

some amendments, then I thought I can start with an acceptance base instead of 

possible belief sets, and I found it less complicated and more plausible. I think that we 

could do better.  

5 Qualitative acceptance Revision 

As TBR and IndBR were not satisfactory, I made a new theory which I call it 

Qualitative acceptance Revision. The idea is that instead of more than one belief set; 

we could start with an acceptance base. However, first I need to mention some similar 

ideas in the literature for more clarification.  

For representing suspension, there are some suitable ideas in the literature by 

people who adhere paraconsistent belief revision. Paraconsistent Belief revision 

accepts that sometimes it is rational to have an inconsistent belief set. My theory 

differs from Paraconsistent Belief Revision (PBR). I prefer to call my theory qualitative 

acceptance revision because I think an agent should not believe a contradiction and 

also an agent should not believe a proposition and its negation at the same time. So, 

there is a clear distinction between Qualitative acceptance Revision (QAR) and 

Paraconsistent Belief Revision. [ŜǘΩǎ ǎǘŀǊǘ ǿƛǘƘ ǎƻƳŜ ŀǊƎǳƳŜƴǘ ōȅ Priest about 
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Paraconsistent Belief Revision and then discuss the difference between QAR and PBR. 

Priest gives some reasons why a rational agent must have an inconsistent belief: 51 

 Further, there are, in fact, good grounds for supposing that an 

ideally rational agent must have inconsistent beliefs. Such an 

agent would not believe something unless the evidence 

supposed its truth. Hence, every one of their beliefs, a1, ..., an , 

is rationally grounded. But the rational agent also knows that 

no one is perfect and that the evidence is overwhelming that 

everyone has false beliefs (rational agents included: 

rationality does not entail infallibility). Hence, they believe ¬ 

(a1 ᷈  ... ᷈  an). So, their beliefs are inconsistent.  

 

I prefer to paraphrase the above text by replacing belief with acceptance. I have 

two reasons: first, belief is stronger than acceptance. Accepting two contradicting 

propositions does not seem irrational. In many cases in our daily life, we find two 

people that they disagree each other, and we think that they are both right and their 

argument looks convincing. So, we accept both ideas without believing one of them. 

Second, I prefer to apply a uniform terminology, and it seems, mostly, what Priest calls 

belief, is, at least in my terminology, acceptance52.  

I do not agree with Priest in some cases. First, a rational agent should not believe 

a contradiction. Second, a rational agent should not believe two contradiction 

propositions at the same time. My claim is that a rational agent could accept two 

contradiction propositions.  

I call my theory qualitative acceptance revision because it seems to me that the 

model is like our daily epistemic activities, and the model is intuitively comprehensible.  

 
51 Priest, G. 2001. Paraconsistent Belief revision, Theoria 67: 214-228. P: 218 
52 Maybe I can add the third reason. While belief update works on a fixed conceptual framework, 
acceptance update can change the conceptual framework or set of possibilities.  
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There are at least two differences between qualitative acceptance revision (QAR) 

and indeterministic belief revision(IndBR): first, in QAR, the epistemic state of an agent 

will be represented by an acceptance base which is not necessarily consistent, and it is 

not closed under logical consequences. Second, the definition of an accepted 

proposition in QAR is different from IndBR. Moreover, it does not produce the same 

problem as IndBR.  

5.1 Acceptance base 

When an agent learns that ὄ, she had to believe also ὄÙὉ and ὄÙ Ὁ. TRB and 

IndBR, treat ", ὄÙὉ, and ὄÙ Ὁ equally. Epistemically they are different. Therefore, I 

thought that starting with an acceptance base (or even a belief base) is a better 

strategy. On the other side, I thought that we, at least sometimes, have some 

contradicting accepted propositions. If we represent the epistemic state of an agent 

with an acceptance base, it does not lead to triviality. The only key question is how the 

closure should be defined. [ŜǘΩǎ start with the acceptance base: 

An acceptance base ' is a set of propositions which an agent accepts as her basic 

accepted propositions53 . To put it differently, an acceptance base ' is a set of 

propositions which their epistemic value is more than zero. The acceptance base ' is 

not necessarily a consistent set:  

 
 Ὃ ὄȿὺὥὰὄ π 

(61) 

An acceptance base is the result of an inquiry. An inquiry is also a set of received 

information through the investigation. Sometimes, we receive contradicting 

information. The positive side of this definition is that we could distinguish various 

inconsistent acceptance sets. We could not distinguish various inconsistent belief set 

because they were all the same (,).  

 
53 Any other accepted proposition is derived from this set. 
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5.2 Inferable sets54 

The closure does not hold for the acceptance base. But, it could be applied to any 

consistent subset of the acceptance set. In daily life and even in scientific 

investigations, we do the same thing. A physicist ŀŎŎŜǇǘǎ ǘƘŀǘ ΨƭƛƎƘǘ ƛǎ ǇŀǊǘƛŎƭŜΩ ŀƴŘ ΨƭƛƎƘǘ 

is not a particle.Ω Depending on the situation, she applies one of them and not both at 

the same time. So, an argument based on an acceptance base is valid, if and only if it 

could be derived from a consistent subset of the acceptance set. The outcome of an 

argument is conditionally accepted. 

We could have some possible belief sets or inferable sets55  (which hold 

consistency and closure) based on any acceptance set. To that end, first, we need to 

define ', maximally consistent subsets of '. It plays a crucial role in QAR. The set ', 

is a maximally consistent subset of '. We could call it a maximally consistent inferable 

acceptance base: 

 
 '  Ì ' Ø  ' Ṳ ̂  Ø "" ὄ Í Ὃ Ø  ' Ç "Ṿ^­ ὄ Í  ' 56 

(62) 

For every ', let's define its correspondence possible belief set + #Î' . As 

the logical consequence function is Tarskian and satisfies (1) - (3), we could conclude 

that a possible belief set satisfies (4) and (5) exactly as a belief set does. 

 
+ #Î'  

(63) 

 
54 I ǊŜŀƭƛȊŜŘ ǘƘŀǘ ΨŘŜǊƛǾŀōƭŜ ǎŜǘǎΩ ŎƻǳƭŘ ōŜ ŀƭǎƻ ŀƴ ŀƭǘŜǊƴŀǘƛǾŜ ǘŜǊƳΦ  
55 I prefer to avoid this term, but I think it provide some intuition. Please do not consider the word 
belief as epistemologists consider. 
56 We could define the degree of triviality as the number of maximally consistent subset of the 
acceptance set. 
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The formula (63) says that + is the set of the logical consequence of '. As ' is 

consistent, the set + could be a possible legitimate belief set which satisfies (4) and 

(5). It might be helpful if you like to compare this theory with IndBR. In both theories, 

we have a set of possible belief sets, and we define accepted proposition based on this 

set of possible belief sets.  

5.3 Accepted in 

A proposition " is accepted in ', if and only if it follows from '. Let !ÃÃ"ȟ'  be 

Ψ" is accepted in 'ΩΦ We say " is accepted in ' if and only if it follows from ': 

 
ὃὧὧὄȟ'   ¹  'Ṳὄ 

(64) 

5.4 Assessable proposition 

How does an agent know that a proposition is accepted in '? We need to define 

the concept of assessability to define accepted proposition in QAR. A proposition is an 

assessable proposition if and only if the agent can decide in all ' whether it is true or 

false. In other words, a proposition is assessable if and only if from every ' the 

proposition or its negation could be inferred. Let !ÓÓ"ȟ'  be " is assessable in ' 

then: 

 
ὃίίὄȟ'  ª  !ÃÃ"ȟ' Ù !ÃÃ"ȟ'  

(65) 

Now we could define assessable proposition as a proposition that is assessable in 

any maximally consistent acceptance base. It means that the agent could always decide 

that it is true or false in a specific maximally consistent acceptance base: 

 
ὃίίὄȟ'  ª  "' ὃίίὄȟ'  

(66) 
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5.5 Accepted proposition 

I found that if we agree that being assessable is a necessary condition for the 

accepted proposition, then we will not have the same problem that we had in IndBR57.  

 
ὃὧὧὄȟ'  ­  ὃίίὄȟ'  

(67) 

And eventually the definition of the accepted proposition: 

 
ὃὧὧὄȟ'  ª  ὃίίὄȟ' Ø $' ὃὧὧὄȟ'  

(68) 

(68) says that a proposition is acceptable if and only if it is assessable and there is 

a ' that it is accepted in '. If we compare it with (56), we could see that there is a big 

difference between the definition of acceptance in QAR and IndBR. 

5.6 Basic doxastic attitudes 

We have four doxastic states. We could define them by the following formulas: 

NAR Belief 
ὄὩὰὄ   ª   "Ὃ ὃὧὧὄȟὋ  

(69) 

NAR Disbelief 
ὈὭίὄ   ª   "Ὃ ὃὧὧὄȟὋ  

(70) 

NAR Ignorance 
ὍὫὲὄ   ª   $Ὃ ὃίίὄȟὋ  

(71) 

NAR Suspension 
Ὓόίὄ   ª   $Ὃ ὃὧὧὄȟὋ  Ø $Ὃ ὃὧὧὄȟὋ  Ø ὃίίὄȟὋ  

(72) 

 
57 If we do the same thing in IndBR then they are somehow equivalent. The definition of acceptance in 
IndBR looks nice and I had to present my observation. 
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(72) looks complicated, but it simply says that a proposition is suspended if and 

only if it is not disbelieved, it is not believed, and it is not unknown or ignorance58.  

5.7 Conditionally accepted propositions 

We could find some propositions that have a more complicated situation. I can 

illustrate these propositions by an example. Imagine Ὃ ὄȟὄȟὄ­ὅ. There are 

two maximally consistent inferable subsets of Ὃ. The first one is Ὃ ὄȟ ὄ­ὅ and 

the second one is Ὃ ὄȟ ὄ­ὅ. The proposition ὅ is accepted in Ὃ and it is not 

accepted in Ὃ. Also, it is not assessable, because its negation ὅ is not accepted 

anywhere. Obviously ὅ is not believed, is, not disbelieved, is not unknown, and is not 

suspended. On the other hand, however, the proposition ὅ is not accepted 

anywhere, it is not unknown or ignorance (not assessable)! One might think that this is 

a big disadvantage, I think this is not. The proposition ὅ is a conditionally accepted 

proposition and its acceptance depends on what agent ignore in his acceptance base. 

We could call it accepting-by-retracting or accepting-by-ignoring.  

Let ὃὧὧὄȿὅȟὋ  be ὄ in Ὃ under the condition ὅ is acceptable. Then  

 
ὃὧὧὄȿὅȟὋ  ª  "Ὃ ὃὧὧὅȟὋ  ­ ὃὧὧὄȟὋ   59 

(73) 

A proposition ὄ is accepted in Ὃ under the condition ὅ if and only if ὄ is accepted 

in all maximally consistent subset of Ὃ which ὅ is accepted60. 

5.8 Epistemic change 

During an inquiry, an agent might learn and accept a proposition, and she might 

decide to contract her accepted proposition. We do not need to define revision 

 
58 Ignorance, unknown, non-assessable are interchangeable. 
59 According (73), we have various kinds of conditionals in NAR. 
60 Another difference between IndBR and QAR is that in IndBR if an agent accepts a proposition under 
the condition C and accept its negation under condition not-/Σ ǘƘŜƴ ǎƘŜ ǎǳǎǇŜƴŘǎ ƛǘΦ ¢ƘŜ ǎŀƳŜ ŎŀƴΩǘ ōŜ 
hold in NAR. 
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because when an agent accepts a proposition, she should not be necessarily worried 

about inconsistency.  

5.8.1 Expansion 

If an agent learns that ὄ, then she simply adds it to her acceptance base. Even if 

the proposition is accepted, she should add it. Because as per (68), an agent might 

accept a proposition which does not belong to the acceptance set.  

 
Ὃ ὄ   Ὃ Ç ὄ   

(74) 

5.8.2 Contraction 

Contracting the proposition ὄ could be reduce to the question of which subset of 

Ὃ should be the new acceptance set. Maybe someone asks why not just add ὄ to the 

acceptance set. It does not work because if an agent accepts ὄ and then she thinks 

that ὄ is not acceptable, then it is not suspended. Suspension is accepting a 

proposition and its negation. Anyway, the contraction does not entail accepting new 

proposition61. 

 
ὋḌὄ  Ì  Ὃ   

(75) 

Obviously, after contracting ὄ, the sentence should not be acceptable anymore.  

 
ὃὧὧὄȟὋḌὄ    

(76) 

 
61 We could define the contraction by following: Ὃ Ç ὄ ὄ . 
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The contraction should not retract propositions that do not play any role in 

accepting ὄ. In other words, the agent should be conservative to keep accepted 

propositions as much as she can.  

 
"ὌÌὋ ὌṾ  ̂Ø ὃὧὧὄȟὌ ­ ὋḌὄ Ë Ὄ  

(77) 

In other words, the formula (77) says that if we could add a proposition from Ὃ to 

the outcome ὋḌὄ, and still ὄ is not acceptable, then that proposition belongs to the 

outcome: 

  
ὅÍὋ Ø ὃὧὧὄȟὋḌὄ Ç ὅ ­ ὅ Í ὋḌὄ 

(78) 

(77) and (78) are equivalent. This constraint is like (6). 

Now, we need another constraint which relates to the epistemic value. If an agent 

could have more than one possible acceptance base which satisfies (75)-(78), then she 

should choose one which is more valuable. The epistemic value of the outcome is 

higher than all other possible outcomes: 

 
ὠὥὰὌ  В ὠὥὰὄÍ   

(79) 

 
"ὌÌὋ ὌṾ  ̂Ø ὃὧὧὄȟὌ ­ ὠὥὰὋḌὄ 6ÁÌ(  

(80) 

The epistemic value of a set of propositions is the sum of its members62.  

 
62 Notice that we could make even more satisfying theory of acceptance revision. For example, we 
could in the same way define conditional contraction (not accepting B under condition C). It has the 
same constraints. QAR is very fruitful theory, it is not just suitable for representing suspended 
judgment, it seems interesting for people who do research into conditional or four-valued logic. The 
best way to calculate the outcome of epistemic value is introduced in the last chapter. 
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Besides, if we apply the degree of vagueness (number of the inferable sets of an 

acceptance base), then someone might be interested to find the relationship between 

the vagueness and contraction. Is a less vague outcome always better than the vaguer 

one? Is the goal of contraction, having a less vague outcome? The answer is not. 

Sometimes an agent might prefer a vaguer acceptance base, because she like to keep 

some propositions even if it cost higher degree of vagueness. It all depends on the 

epistemic value of the sentences in the acceptance base.  

The epistemic value of a proposition which is in the acceptance base, shows the 

quantitative acceptance. This chapter is all about the qualitative nature of acceptance 

and all doxastic attitudes. Fortunately, QAR works better than TBR when it comes to 

ǘƘŜ ǊŜǇǊŜǎŜƴǘŀǘƛƻƴ ƻŦ ǎǳǎǇŜƴŘŜŘ ƧǳŘƎƳŜƴǘΦ [ŜǘΩǎ ŎƻƳǇŀǊŜ ƛǘ ǘƻ Ƴȅ ŦƻǊƳŜǊ ǇǊƻǇƻǎŀƭΣ 

IndBR+Belnap proposal. Here is how QAR works when there are two propositions: 

Ø Bel Dis Ign Sus  Ù Bel Dis Ign Sus  ¬ 

Bel Bel Dis Ign  Sus  Bel Bel Bel Bel Bel  Dis 

Dis Dis Dis Dis Dis  Dis Bel Dis Ign Sus  Bel 

Ign Ign Dis *  **   Ign Bel Ign  *  **   Ign 

Sus Sus Dis ** *  ****   Sus Bel Sus  ** *  ****    Sus 

 

If two propositions are believed, then each is accepted in all inferable bases, 

therefore their conjunction is believed as well. If a proposition ὄ is believed, and ὅ is 

disbelieved, then in all inferable bases, ὄ and × ὅ are accepted, therefore their 

conjunction ὄ Ø ὅ is not accepted, and  ×ὄ Ù  ×ὅ is accepted in all inferable bases 

Table 2 
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because  × ὅ is accepted. If both propositions are disbelieved, then their negation are 

believed, therefore their conjunction and disjunction is disbelieved.  

Generally, disbelief is dominant when it comes to conjunction. The conjunction of 

a disbelieved proposition with another proposition is always disbelieved. Besides, 

belief is dominant when it comes to disjunction. The disjunction of a believed 

proposition with another proposition is believed.  

There are eight cells that they need specific argument and clarification. The cells 

*, is the conjunction and disjunction of two propositions ὄ and ὅ which are both 

unknown (ignorance). When a proposition is unknown, then there is at least one 

inferable base which the proposition is not assessable: $Ὃ ὃίίὄȟὋ . There are two 

cases: (I) ὃίίὄØὅȟὋ , from this follows that ὄØὅ is unknown as well. Or (II) 

ὃίίὄØὅȟὋ , then necessarily ὃὧὧ×ὄØὅȟὋ , because if ὃὧὧὄØὅȟὋ , then 

ὃὧὧὄȟὋ , but ὄ was not assessable. Could ὃὧὧ×ὄØὅȟὋ  happen? Yes, a simple 

example is the case that ὄØὅ .̂ Therefore, for two unknown propositions, their 

conjunction could be an unknown proposition or a disbelieved proposition. With same 

pattern, one can prove that their disjunction is either an unknown proposition or a 

believed proposition.  

The cells ****, when both propositions are suspended, their conjunction could be 

suspended or disbelieved. The result could not be a believed proposition, because then 

both propositions should be believed as well. The result could not be an unknown 

proposition, because for any inferable base, both propositions are assessable, 

therefore their conjunction is assessable as well. The result could be a suspended 

proposition, a simple example is the case that both propositions are equivalent. Also, 

the result could be a disbelieved proposition, when ὄØὅ .̂ With same argument, 

the disjunction of two suspended propositions is suspended or believed. 

The cells ** and *** are the same: one proposition is suspended, and the other 

proposition is unknown. Their conjunction could not be a believed proposition, 

because then they must be believed. The result could be a disbelieved, suspended or 
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unknown proposition. For a disbelieved proposition, an example is ὄØὅ .̂ For 

having an unknown proposition as the result, let Ὃ be the inferable set that ὄ is not 

assessable in it. Then, if ὅ is accepted in Ὃ, then their conjunction cannot be 

assessable. If ὄØὅ is accepted, then ὄ is accepted and therefore is assessable. If 

×ὄØὅ is accepted, then ×ὄ should be accepted and therefore be assessable, which 

cannot happen again. Therefore, if there is an inferable set which ὄ is not assessable 

and ὅ is accepted in the inferable set, then ὄØὅ is unknown. A simple example could 

be an acceptance base containing only ὅ and ×ὅ. The inferable base which contain ὅ, 

make ὄØὅ unknown. At the end, there are cases that the conjunction of an unknown 

proposition and a suspended proposition is suspended. As an example, let the 

acceptance base contains ×ὅ and ὄØὅ. Then there are two inferable bases, one 

contains only ×ὅ, which entails ×ὄØὅ , and another inferable set contains ὄØὅ  

which entails ὄØὅ. So, the conjunction of a suspended proposition and an unknown 

proposition, could be a disbelieved, suspended, or unknown proposition. Same 

argument for their disjunction could be applied. Their disjunction could be a believed, 

a suspended or an unknown proposition. 

Ø Bel Dis Ign Sus  Ù Bel Dis Ign Sus  ¬ 

Bel Bel Dis Ign  Sus  Bel Bel Bel Bel Bel  Dis 

Dis Dis Dis Dis Dis  Dis Bel Dis Ign Sus  Bel 

Ign Ign Dis I/D D/S/I  Ign Bel Ign  I/B B/S/I  Ign 

Sus Sus Dis D/S/I S/D  Sus Bel Sus  B/S/I S/B   Sus 

 
Table 3 
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In contrast with IndBR that the conjunction of a suspended and unknown 

proposition is only a disbelieved proposition, in QAR, their conjunction could be an 

unknown, a suspended or a disbelieved proposition. Thus, we will not reach to same 

unwanted result as we observed in IndBR. Suspended judgment could be represented 

suitably in qualitative acceptance revision, QAR, without any specific unwanted result. 

The research about the representations of suspended judgment, could be divided 

into two parts: the representation of qualitative doxastic attitudes including qualitative 

suspended judgment, and the representation of quantitative doxastic attitudes. The 

first part is finished here. Now, I begin the second part, which is about quantitative 

doxastic attitudes and their relationship with qualitative doxastic attitudes.  
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 Bayesian Epistemology  

 

I am confident that tomorrow our 24-7-days library is open. I am less confident that it 

is rainy. Thus, tomorrow I go to the library, but I am not certain that I take an umbrella 

tomorrow. I know that tomorrow the library is not, necessarily, open. There are some 

possibilities that, for some legitimate reasons, it might be closed. For instance, they 

might have decided to repair something. Notice that this kind of possibilities does not 

affect my thought to check again and again their website for some possible new 

3 

On mondays, Wednesdays, and Fridays, I call myself a 
probabilist (much like Earman). In broad outline I 
agree with probabilism's key tenets: that (1) an 
agent's beliefs comes in degrees, which we may call 
credences; and that (2) these credences are rationally 
required to conform to the probability calculus... 
But on the contrary days of the week I am more critical 
of probabilism. A number of well-known arguments 
are offered in its support, but each of them is 
inadequate. 
Arguments For_Or Against_Probabilism? Alan Hajek 
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announcements. I can say that I believe that tomorrow the library is open (Qualitative 

belief). Moreover, I believe with .68 that it is rainy (Quantitative belief); however, 

concerning the library, I can also say that I believe .99 that tomorrow the library is open. 

When an agent has a qualitative belief, one can conclude that she has a quantitative 

belief. But from having a quantitative belief does not follow that the agent has 

qualitative belief. 

Let go back to (A.4) and (A.8). (A.4) says if an agent is doing the action ὄ , like 

endorsing ὄ when somebody state it; then he has accepted ὄ. (A.8) says that from 

accepting follows that the proposition ὄ is believed or it is suspended. The question is 

what about degrees of belief? How could we know or measure her degrees of belief? 

One63 may believe that our betting behavior and our degree of belief are connected. 

By saying that our degree of confidence or belief could be measured by our betting 

ratio. If an agent accepts a bet at odds of 1:4 that ὄ is true, then her degree of belief is 

at least .2. If it is her maximum odds, then .2 is her degree of belief.  

The connection between our betting behavior and our degree of belief naturally 

leads us to the mathematics of gambling: probability theory. This theory could help us 

to model our degrees of belief. The idea that our uncertainty or degree of belief about 

the occurrence of an event can be expressed by a probability function, could be traced 

back to Pascal.64 Therefore, the probability is not all about frequencies and statistics. 

We can talk about our judgments by using probabilities, e.g., I believe that tomorrow 

is rainy with .6. Subjectivists go one step further by saying that ΨtǊƻōŀōƛƭƛǘȅ ƛǎ the degree 

of belief.' Even when an agent says that the probability of having Tail when we flip a 

fair coin is .5, she is talking about her degrees of belief.   

Not everyone is happy with the subjectivist interpretation. There are different 

interpretations of probability. The probability of having Tail is the same for all agents. 

But different agents have different probabilities for Wesley So being the next chess 

 
63 Like Ramsey or de Finetti, see 
Talbott, W., Bayesian Epistemology, The Stanford Encyclopedia of Philosophy 
64 Gabby, M., Hartmann, S., Wood, J., Handbook of the Logic. 2011. Volume 10, Inductive Logic, The development of subjective 
bayesianism, by James M. Joyce, North Holland 



Qualitative acceptance Revision 71 
 

 

 
 

champion of United States of America. Why should we assume that they are 

categorically the same? We can trace back this issue to the debate between 

Conceptualists, like de Morgan and Quetelet, who adhered that probability is strength 

of belief; and Materialists, with the idea that probability is a measure of the relative 

frequency for repeating events. Peirce was against conceptualists, and he believed that 

applying the odds of the event for measuring the degree of belief is legitimate if it is 

determined by the objective relative frequency of the event65.  

We have somehow the same debate in the 20th century but with different 

umbrella terms: Subjectivists vs. Objectivists. De Finetti, is a typical subjectivist who has 

presented a completely subjective interpretation of probability. He describes how he 

found this interpretation convincing: 

 Χ while reading a book by Czuber, 

Wahrscheinlichkeitsrechnung Χ that book briefly pointed to 

the various conceptions of probability, Χ I cannot recall well 

ǘƘŜ ŎƻƴǘŜƴǘ ƻŦ ǘƘŜ ōƻƻƪ Χ Lǘ ǎŜŜƳǎ to me that it mentioned De 

Morgan as the representative of the subjectivistic point of 

viewΧ I seemed to realize that every other definition was 

meaninglessΧ !ƭǘƘƻǳƎƘ I found it natural to give to the distinct 

sides of ŀƴ ŀǇǇŀǊŜƴǘƭȅ άǇŜǊŦŜŎǘέ ŘƛŜ ǘƘŜ ǎŀƳŜ ǇǊƻōŀōƛƭƛǘȅΣ L 

could not see how one could give an objective meaning to 

probability on these grounds. The physical symmetry of the die 

looked to me as a circumstance that could explain why each 

individual attributes the same probability to the various sides 

of the die. 

But τ I thought τ there could be a thousand reasons to make 

an exception. For example, if one discovered that there was an 

imperfection in the die, or if one were influenced by the fact 

that after casting the die, frequencies distant from 1/6 have 

been recorded, ascribing this to some alleged imperfection of 

the die rather than to chance. Examples of this sort can be 

subjectively interpreted as situations in which one tries to give 

 

 
65 Burch R., Charles Sanders Peirce, нлмпΦ wŜǘǊƛŜǾŜŘ ŦǊƻƳ {9tΣ ΨƘǘǘǇΥ//plato.stanford.edu/entries /peiǊŎŜκΩ [Accessed 20.11.2014] 
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an objective justification for subjective opinionsΧa subjective 

component is always presentΧ66 

As you can observe, Subjectivists in their specific interpretation of probability 

maintain that Ψprobability is degree of belief,' ƻǊ ΨŘŜƎǊŜŜ ƻŦ ŎƻƴŦƛŘŜƴceΩ ƻǊ ǇŀǊǘƛŀƭ ōŜƭƛŜŦ 

of suitable agent67. One of their reason is that the subjective component is always 

present.  

We could adopt various approaches to apply the probabilistic model for 

representing degrees of belief. The main line in subjective probability is Bayesian 

epistemology. Bayesian epistemology spells out that a rational or ideal agent should 

obey probability laws (Kolmogorov axioms). Also, Bayesian epistemologists agree that 

ŀƴ ŀƎŜƴǘΩǎ ŜǇƛǎǘŜƳƛŎ ǎǘŀǘŜ ŎƻǳƭŘ ōŜ ǊŜǇǊŜǎŜƴǘed by a single probability function. At this 

point, the subjective probability camp is split into two camps. The dilemma is that our 

probabilities should be sharp, or it is rational to have imprecise, indeterminate, or 

interval-valued probabilities. Some think that indeterminacy is compatible with 

rationality68.  The first camp, which adheres to the ƛŘŜŀ ǘƘŀǘ ΨǇŜǊŦŜŎǘ Ǌŀǘƛƻƴŀƭƛǘȅ ǊŜǉǳƛǊŜǎ 

one to have sharp probabilities,' is the received view. It is important to mention that 

sharp does not necessarily entail uniqueness69. It could be observed when an agent 

thinks that there are two sharp possible probabilities or degree of beliefs for a 

proposition and both are acceptable. Like a biased coin and some evidence that 

propose it will be .6 tail, and another reliable source which says .54 tail. Also, we could 

make examples based on having various and legitimate reference class for our 

probability. The second camp says that the probability might be imprecise. Like a coin 

that all agent knows is that it is not unfair more than .8 tail or head. Then her interval 

 
66 De Finetti, B., 2008. Philosophical Lectures on Probability, Edited by Mura, A., Springer 
67 Hajek, A., 2011. Interpretations of Probability, Retrieved from SEP, 
http://plato.stanford.edu/entries/probability-interpret/  [Accessed 20.11.2014] 
68 Walley, P., 1992. Statistical Reasoning with Imprecise Probabilities. London, Chapman and Hall.  
(1.1.4. arguments for imprecise probabilities)  
69 Elga, A., 2010. Subjective probability should be sharp. tƘƛƭƻǎƻǇƘŜǊǎΩ LƳǇǊƛƴǘΣ ±ƻƭǳƳŜ мл 
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is [.2, .8]. There is no precise probability here. Also, the agent might even find .41 it 

comes head more plausible than .21 head, because .21 is closer to the .2.  

In this chapter, I investigate into Bayesian epistemology (sharp) and in the next 

chapter Dempster-Shafer theory of evidence (kind of imprecise probability). DS could 

be observed as a generalization of the probability theory. It can represent ignorance or 

lack of knowledge. 

First, I explain how Bayesian Epistemology works; then I show why it is not 

sufficient for representing the suspension of judgment because it cannot distinguish 

suspension from ignorance because one has to say that BE cannot represent ignorance, 

or BE necessitates equal distribution of probability for all possibilities, and this move, 

or generally, any kinds of distribution brings extra information without justification and 

then we will have a similar probability function for two different doxastic attitudes. I 

explain in detail these issues in this chapter.    

1 Preliminary 

In this section, I introduce BE norms and their corresponding arguments. BE 

proposes a model to represent epistemic states and some norms to illustrate the 

rationality constraints. There are two kinds of norms: synchronic norms and diachronic 

norms. Synchronic norms (five norms) concern the rationality constraints of a belief 

function at a given time, and diachronic norms (one norm) concern the rationality 

constraint of a belief function at different times. Besides, there are various arguments 

for rationality constraints, but I introduce the main line which is the Dutch book 

argument. 70  The Dutch Book argument (DBA) has convinced many formal 

 
70 CƻǊ ǘƘŜ ƻǊƛƎƛƴ ƻŦ ǘƘŜ ǘŜǊƳΣ 5ǳǘŎƘ .ƻƻƪΥ ²ŀƪƪŜǊΣtΦΣ ΨHistory of the term Dutch BookΩΣ Retrieved from, 
Ψpeople.few.eur.nl/wakker/miscella/dutcƘōƪΦƘǘƳ ώ!ŎŎŜǎǎŜŘ нмΦммΦнлмпϐΥ ΩǎƻƳŜƻƴŜ ǘƻƭŘ ƳŜ ŀǊƻǳƴŘ 
1987 that the term Dutch Book had been invented when Dutch insurance companies for ship in the 
19th century would organize and combine insurance in such a way as to make money whatever 
contingency occuǊǊŜŘΧΩ  
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epistemologists that rational credences are probabilities.  For example, Hartmann has 

ǇƻƛƴǘŜŘ ƻǳǘ ǘƘŀǘΥ Ψ5ǳǘŎƘ .ƻƻƪ !ǊƎǳƳŜƴǘǎ ǇǊƻǾƛŘŜ ŀƴ ƛƳǇƻǊǘŀƴǘ ŘŜŦŜƴǎŜ ƻŦ ǘƘŜ ǘƘŜǎƛǎ 

ǘƘŀǘ Ǌŀǘƛƻƴŀƭ ŎǊŜŘŜƴŎŜǎ ŀǊŜ ǇǊƻōŀōƛƭƛǘƛŜǎΦ !ƴ ŀƎŜƴǘΩǎ ŎǊŜŘŜƴŎŜǎ are identified with her 

betting prices; it is then shown that she is susceptible to sure losses iff these prices do 

not conform to Kolmogorov's ŀȄƛƻƳǎΦΩ71 

DBA could be traced ōŀŎƪ ǘƻ wŀƳǎŜȅ ŎƭŀǎǎƛŎ ǿƻǊƪǎ ƛƴ Ψ¢ǊǳǘƘ ŀƴŘ Probability,' which 

ǿŀǎ ŀƴ ŀǊƎǳƳŜƴǘ ŀƎŀƛƴǎǘ YŜȅƴŜǎ ǿƻǊƪΣ Ψ! ¢ǊŜŀǘƛǎŜ ƻƴ Probability.' It is another classic 

example of debate between subjectivists and objectivists. Ramsey died on 1930 (at the 

age of 26), and his manuscripts were acquired by Nicholas Rescher72. 

Three years later, 1933, KolmogorovΣ ƛƴ Ƙƛǎ ōƻƻƪΣ ΨCƻǳƴŘŀǘƛƻƴ ƻŦ ǘƘŜ ¢ƘŜƻǊȅ ƻŦ 

Probability,' presented the first axiomatization of probability theory73 . Thanks to 

Kolmogorov axioms, we can define a suitable or rational agent, as an agent that her 

degree of credence or belief should satisfy the axioms of probability74. This criterion is 

the first synchronic norm as coherence constraint.  

For qualitative belief, I apply ὄὩὰὄ , and I apply ὄὩὰЈὄ  to illustrate quantitative 

belief. BE start with a belief function at the give time t: 

 
ὄὩὰЈȡς ­  πȟρ    

(1) 

ς , is the power set of ὡ, set of all possibilities, and the algebra of propositions 

which is closed under conjunctions, disjunctions and negations. The function ὄὩὰЈ is BE 

model. For simplicity when time is not our concern I write ὄὩὰЈ. Also, when I need to 

 
71 Hartmann, S., Bayesian EpistemologyΣ нлмлΦ ! ŜƴǘǊȅ ƛƴ Ψ! /ƻƳǇŀƴƛƻƴ ǘƻ 9ǇƛǎǘŜƳƻƭƻƎȅΩ ŜŘƛǘŜŘ ōȅ 
Dancy, J., Sosa, E., and Steup, M., Wiley-Blackwell 
72 Autograph manuscripts documenting works of Ramsey: digital.library.pitt.edu (search keyword: 
ΨwŀƳǎŜȅΩύ 
73 Kolmogorov in his book mentions Von Mises and Brenstein who propose postulational system not by 
basic concept of probability, but by other concepts.   
74 Vineberg, S., 2011. Dutch Book Argument, Retrieved from SEP, http://plato.stanford.edu/entries/dutch-book 
[accessed 21.11.2014] 

http://plato.stanford.edu/entries/dutch-book
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mention a theory I distinguish them by subscripts like: ὄὩὰЈ  or ὄὩὰЈ . In each chapter, 

the default is the theory that I am presenting. Here by ὄὩὰЈ I mean ὄὩὰЈ . 

1.1 Probabilism 

Probabilism is the coherence constraint which says that an agent should obey 

probability laws75: 

 
ὄὩὰЈὄ ² π   

(2) 

 
ὄὩὰЈὡ ρ    

(3) 

 
ὄÆὅ Å  ­   ὄὩὰЈὄÇὅ  ὄὩὰЈὄ ὄὩὰЈὅ   

(4) 

(2) says that our degree of belief could not be a negative number. The formula (3) 

says that the probability of ὡ, or all tautologies, is 1. The third axiom (4), says that the 

probability of a disjunction of two mutually exclusive propositions is equal to the sum 

of their probabilities. The third axiom says that our probability theory is additive.  

1.2 Regularity 

The second synchronic norm is the regularity norm. If a proposition is not a 

tautology, then its degree of belief could always be less than 1. As per (A.7), a 

proposition which is not a contradiction could not have zero as its degree of belief.   

 
Ṳὄ  ­  ὄὩὰЈὄ ρ   

(5) 

 
75 Kolmogorov, A. N., Foundations of the theory of probability, translated by Morrison, N.,Chelsea 
Publishing Company, New York 
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1.3 Principle of Indifference 

The principle of indifference addresses the problem of the prior degree of belief 

when an agent does not have evidence. The principle proposes a uniform distribution 

over possibilities. Castell74 explains this principle as follow: 

 Each member of a set of propositions should be assigned the 

same probability (of truth) in the absence of any reason to 

assign them different probabilities.  

 

The principle of indifference forces the agent to assign equal distribution of the 

degree of belief when she does not have any information. From the Principle of 

indifference follows that if an agent has no reason to prefer a possibility over another, 

then she should assign the same degree to all of them. We know that as per (2)-(4) the 

sum of all degrees of possibilities should be 1. 

Let ὡ be the set of all possibilities ύ . The lemma derived from the principle of 

indifference is the following formula: 

 
 " ȟ  ὄὩὰ

Јύ ὄὩὰЈύ  ­ ὄὩὰЈύ
ȿ ȿ

 
(6) 

The problem is that without information about possibilities, and using the principle 

of indifference, we encounter paradoxes like Bertrand paradox. However, there are 

proposals to solve these paradoxes, but always there are more paradoxes.76  

Concerning our project, representing suspension and ignorance, those paradoxes 

are not the main problem. The problem is that BE cannot represent ignorance. The 

following example shows the problem. Imagine a coin is about to be tossed, and there 

is no information that the coin is fair or not. Let ὄ be the proposition that Ψit lands head 

 
76 Talbott, W. Bayesian Epistemology, 2008Φ wŜǘǊƛŜǾŜŘ ŦǊƻƳ {9tΣ ΨƘǘǘǇΥκκǇƭŀǘƻΦǎǘŀƴŦƻǊŘΦŜŘǳκŜƴǘǊƛŜǎ 
/epistemology-bayesianκΩ [Accessed 14.12.2014] 
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upΩ. As the agent does not have any information about the coin, it might be even a tail-

tail or head-head coin. As there is no information in favor or against ὄ and its negation, 

therefore as per (6) they have the same degree of belief .5. This degree of belief is 

equal to the degree of belief of an agent who knows that the coin is fair!  

1.4 Principal Principle 

The next norm is the Principal Principle. Imagine a fair coin was scheduled to be 

tossed at noon yesterday. We do not have any information about the outcome. To 

what degree should you believe that the coin falls head? The answer is simply .5.  

Let ὅὬὄ  be the chance of ὄ. Then principal principle is: 

 
ὄὩὰЈὄȿὉ Ø  ὅὬὄ ὥ ὥ   

(7) 

(7) shows the relation between objective chance and credence. It says that our 

degree of belief is equal to our objective chance if we accept that the chance function 

is valid and Ὁ is compatible evidence with the chance function and admissible.  This 

norm reverses the direction of inference regarding the subjective and objective 

understanding of probability. Peirce, as an objectivist, had proposed that applying 

probability for the degree of belief, is legitimate, if it ultimately rests on quantities 

obtained adopting an objectivist understanding of probability77. Objectivists like Peirce 

have their own problems. For example, suppose you live in Monaco, and you meet a 

person who lives in this city. If you know that, in Monaco, one in three people is a 

millionaire, then you cannot say that your degree of belief that the person is a 

millionaire is 1/3. But if you consider other classes which she belongs (and not just 

living in Monaco), like she is a teacher, your probability would be different. The 

 
77 Burch R., Charles Sanders Peirce, 2014. wŜǘǊƛŜǾŜŘ ŦǊƻƳ {9tΣ ΨƘǘǘǇΥκκǇƭŀǘƻΦǎǘŀƴŦƻǊŘΦŜŘǳκŜƴǘǊƛŜǎ 
κǇŜƛǊŎŜκΩ ώ!ŎŎŜǎǎŜŘ нрΦмнΦнлмпϐ 
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problem is called the problem of the reference class. In our example, the person 

belongs to different reference classes, and in many cases, the frequency information 

could be related to the incompatible reference class, such the set of students, illegal 

workers, etc. There are some solutions about the reference class. For instance, 

Reichenbach has stated that: 

 If we are asked to find the probability holding for an individual 

future event, we must first incorporate the case in a suitable 

reference class. An individual thing or event may be 

incorporated in many reference classesΧ We then proceed by 

considering the narrowest reference class for which suitable 

statistics can be compiled78. 

 

Solutions including Reichenbach were not convincing.79 The question of reference 

class problem is still open. 

In contrast to frequentists, Lewis has reversed the direction of inference and in his 

ǇŀǇŜǊ Ψ! {ǳōƧŜŎǘƛǾƛǎǘΩǎ Guide ǘƻ hōƧŜŎǘƛǾŜ /ƘŀƴŎŜΩΥ 

 Given two kinds of probability, credence and chance, we can 

have hybrid probabilities of probabilities. (no second order 

ǇǊƻōŀōƛƭƛǘƛŜǎΩΣ ǿƘƛŎƘ ǎǳƎƎŜǎǘǎ ƻƴŜ ƪƛƴŘ ƻŦ ǇǊƻōŀōƛƭƛǘȅ ǎŜƭŦ-

applied.) Χ to the believer in chance, chance is a proper 

subject to have beliefs about. Propositions about chance will 

enjoy various degrees of belief, and other propositions will be 

believed to various degrees conditionally upon them.80 

 

Here, the agent should not have any inadmissible information about ὄ. 

Information about ὄ is inadmissible if it is about ὄ and it has effect on ὄΩǎ beyond 

chance. One cannot apply Principal Principle when there is an inadmissible 

 
78 Pollock, J., 1990, Nomic Probability and The Foundations of Induction, OUP, P. 110 
79 Thorn, P., 2012, Two problem of Direct Inference, Erkenntnis 76(3) 
80 Lewis, D., 1980, ! ǎǳōƧŜŎǘƛǾƛǎǘΩǎ ƎǳƛŘŜ ǘƻ hōƧŜŎǘƛǾŜ /ƘŀƴŎŜ, in Studies in Inductive Logic and 
Probability, Vollume II, edited by Jeffrey, R., University of California Press, P. 263 
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information.81 Lewis, at the end of his paper about Principal Principle, mentions a 

Humean speculation: 

 ΧŀŎŎƻǊŘƛƴƎ ǘƻ ƻǳǊ ōǊƻŀŘƭȅ IǳƳŜŀƴ82 speculation (and the 

Principal Principle) if I were perfectly reasonable and knew all 

about the course of history up to now (no matter what that 

course of history actually is, and no matter what time is now) 

then there would be only one credence function I could have. 

Any other would be unreasonableΧL shall not attempt to 

decide between Humean and the anti-Humean variants of my 

approach to credence and chance. The Principal Principle does 

not. 

 

As far as I can understand, the Humean argument says that our degree of belief is 

equal to a unique credence function if the agent knows all about the course of history. 

So, if the agent knows only what the chance of a proposition is, then the degree of 

belief is equal to the objective chance. If we have any evidence which it is beyond the 

objective chance, then we could not apply the Principal Principle. In other words, the 

inadmissible information breakǎ ǘƘŜ ŎƻƴƴŜŎǘƛƻƴ ōŜǘǿŜŜƴ ŎǊŜŘŜƴŎŜ ŀƴŘ ŎƘŀƴŎŜΦ [ŜǿƛǎΩǎ 

words: 

 The power of the Principal Principle depends entirely on how 

much is admissible. If nothing is admissible it is vacuous. If 

everything is admissible it is inconsistent Χ I have no definition 

ƻŦ ŀŘƳƛǎǎƛōƛƭƛǘȅ ǘƻ ƻŦŦŜǊΧL ǎǳƎƎŜǎǘ ǘƘŀǘ ǘǿƻ ŘƛŦŦŜǊŜƴǘ ǎƻǊǘǎ ƻŦ 

information are generally ŀŘƳƛǎǎƛōƭŜΧ The first kind of 

admissible proposition is the proposition that is related to past 

 

 
81 Loewer, B., 2000, Lewis theory of Objective chance, Retrieved from his homepage, 
ΨǊŎƛ.rutgers.edu/¬loewer/papers/lewis-theory-of-objective-chance.pdf 
82 Loewer, B., Humean Supervenience, 1996, Philosophicql Topics 24, P. 101-127: Humean thesis is the 
doctorine that all there is to the world is a vast mosaic of local matters of particular fact, just one little 
ǘƘƛƴƎ ŀƴŘ ǘƘŜƴ ŀƴƻǘƘŜǊΧ ǿŜ ƘŀǾŜ ƎŜƻƳŜǘǊȅΥ ŀ ǎȅǎǘŜƳ ƻŦ ŜȄǘŜǊƴŀƭ ǊŜƭŀǘƛƻƴ ƻŦ ǎǇŀǘƛƻǘŜƳǇƻǊŀƭ ŘƛǎǘŀƴŎŜǎ 
ōŜǘǿŜŜƴ ǇƻƛƴǘǎΧŀƴŘ ŀǘ ǘƘŜǎŜ Ǉƻints we have local qualities: perfectly natural intrinsic properties which 
need nothing bigger than a point at which to be instantiated. For short, we have an arrangement of 
qualities. All else, superveniences on that. 
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events or that is about historical information. The second kind 

of admissible proposition is about hypothetical information83. 

Admissibility plays a crucial role in Principal Principle. In literature, you can find 

some chance-credence principle which is not related to the admissibility84. Also, there 

are some accounts that captures the intuition behind this principle. For example, 

Spohn85 proposes projectionist approach, and in this interpretation, one can see 

Principal Principle as an extreme application of reflection principle (I will discuss the 

reflection principle). Also, there is an interesting argument that the term inadmissible 

in the Principal Principle implicitly applies the principle of indifference.86   

1.5 Unwanted result 

Regarding our project, the formal representation of suspended judgment, a 

comparison between the principle of indifference and objective chance is important. 

Because an agent applies the latter when there is a chance function which means she 

has some information, while she applies the former when there is no information. 

When the chance of a proposition is .5, and all information is admissible, then the 

Principal Principle says the degree of belief is .5. Unfortunately, if an agent does not 

have any information about the proposition, based on the principle of indifference 

assign the same degree of belief.  

Be represent doxastic attitudes of two agent with two different doxastic attitudes 

with the same function. It seems that .5 is a suitable option for a suspended proposition 

and it is not a proper to assign .5 as the degree of belief of an unknown proposition. 

 
83 Lewis, D., 1980, ! ǎǳōƧŜŎǘƛǾƛǎǘΩǎ Ǝuide to Objective Chance, in Studies in Inductive Logic and 
Probability, Vollume II, edited by Jeffrey, R., University of California Press, P. 272 
82 Hall, N. 1994, Correcting The guide to Objective Chance, Mind Volume 103, OUP, P 507-517 
85 Spohn W., 2010, Chance and Necessity. In: Eells E., Fetzer J. (eds) The Place of Probability in Science. 
Boston Studies in the Philosophy of Science, vol 284. Springer, Dordrecht 
86 Hawthorne, J., Landers, J., Wallmann, Ch., Williamson, J., 2014, The principal Principle implies the 
Principle of Indifference, Retrieved from Academia.edu, 
ΨƘǘǘǇΥκκacademia.edu/9693231/the_Principal_Principle_Implies_the_Principle_of_IndifferenceΩ 
[Accessed 28.12.2014] 
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The principle of indifference cannot help BE to represent ignorance, and it leads to the 

same problem that TBR had: BE fails to distinguish suspension from ignorance. 

1.6 Reflection principle 

The next norm is the reflection principle which is a diachronic norm.  This principle 

is introduced by Van Fraassen ƛƴ Ƙƛǎ ǇŀǇŜǊ Ψ.ŜƭƛŜŦ ŀƴŘ ǘƘŜ ²ƛƭƭΩΦ By adopting the Dutch 

Book strategy, he illustrated that for any proposition ὄ and any future time ὸ, an 

ŀƎŜƴǘΩǎ ŎǳǊǊŜƴǘ ǇǊƻōŀōƛƭƛǘȅ ŦƻǊ ὄ conditional on later assigning its probability ὥ is itself 

ὥ:87 

 
ὄὩὰЈὄȿάώ ὨὩὫὶὩὩ έὪ ὦὩὰὭὩὪ Ὥὲ ὄ ὥὸ ὸ Ὥί ὥ ὥ  

(8) 

1.7 Conditionalization 

Another diachronic norm is Bayesian conditionalization which ǎŀȅǎ ǘƘŀǘ ŀƴ ŀƎŜƴǘΩǎ 

degree of belief at ὸ  after receiving new total evidence Ὁ  should follow the 

following norm: 

 
ὄὩὰЈ ὄ ὄὩὰЈὄȿὉ   

(9) 

Above norm could be called simple conditionalization. It has an important 

property: If an agent updates her belief function with a proposition ὄ, then the degree 

of belief of×ὄ will be π, and it remain always zero after updating with any other 

proposition, simple conditionalization maintains certainty and is cumulative. We 

cannot use simple conditionalization for learning, because learning does not always 

increase certainty, sometimes it increases uncertainty.  

 
87 Van Fraassen, B., 1984, Belief and the Will, Journal of Philosophy, Volume 81. Issue 5, 235 
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As the new information might be a partial belief, we need to find a 

conditionalization when the evidence does not give a proposition with certainty. The 

new degree of belief with Jeffrey conditionalization which is the generalization of (9): 

 
ὄὩὰЈ ὄ ὄὩὰЈ ὄȿὅȢὄὩὰЈ ὅ

ὄὩὰЈ ὄȿὅȢὄὩὰЈ ὅ  

(10) 

The common assumption in both cases is that the new information is part of the 

algebra. Therefore, simple and general (Jeffrey) conditionalization, cannot explain 

learning in general sense, because sometime an agent learns how to grasp a concept. 

1.8 Crucial questions 

I explained what BE is about and how it works, now, I am going to answer some 

questions:  

A. Could we represent the degrees of suspension and ignorance in BE? 

B. How does the discussion about the suspension change the Dutch book 

argument, as an argument for probabilism, which justifies BE based on the 

betting behavior of a rational agent?  

C. What is the relationship between the degrees of belief and four basic qualitative 

doxastic attitudes?  

 

2 Representing the degree of suspension and ignorance 

Regarding the first question (A), the short answer is no. The long answer: the 

principle of indifference proposes to represent ignorance (having no evidence) with a 

uniform distribution. If an agent does not know, and she thinks they are equally 

probable, then her degree of belief should be .5. Unfortunately, also, BE proposes to 
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assign the same degree if she had information from two highly reliable but 

contradicting sources that tomorrow it is rainy (for example a weather forecast website 

says that it is rainy, and a local TV weather forecast says that it is not rainy). As we could 

observe, in two epistemically different situations, BE proposes to assign the same 

probability .5. In the first case, the agent is ignorant, and in the second case, she 

suspends her judgment. Also, we expect that in the state of non-belief, when the 

degree of suspension is raising, then the degree of ignorance should be decreasing. 

Unfortunately, the belief (probability) function gives us no extra information to 

distinguish them. In the first chapter, I introduce some standards for degrees of 

suspended judgment. The second standard says that if the agent does not believe and 

does not disbelieve a proposition, then the higher degree of suspension entails the 

lower degree of ignorance and vice versa. Unfortunately, BE cannot reflect that 

property. If we take .5 as the highest degree of suspension, highly conflicting evidence 

in favor of the proposition and its negation, then we must assign the same degree .5 

for the case that the agent does not know anything about the proposition because as 

per the principle of indifference she does not have any evidence to assign different 

degrees to the proposition and its negation.  

There are some proposals for representing suspended judgment in a probabilistic 

way (accepting probability axioms). One of them is representing suspended judgment 

with special kinds of intervals πȟὥ while ὥ is a small number close to zero, and it says 

the agent tend to disbelieve the proposition and her degree of belief is vague over zero 

and some number close to zero. This proposal was introduced by Van Fraassen.88 The 

first problem with this representation is that after some conditionalizations the interval 

πȟὥ can turn to disbelief, by having π as the degree of belief, but it cannot turn to 

belief (a number like ὦ as the degree of belief), because zero after all conditionalization 

will remail zero. The suspended is not neutral and is more incline to disbelief. Another 

 
88 Van Fraassen, B., 1998, The Agnostic Subtly Probabilified. Analysis, 58(3), 212-220 
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problem is that the suspension of proposition should entail the suspension of its 

negation, as we discussed in the first chapter about the symmetry between suspension 

of a proposition and suspension of its negation; and this criterion does not hold here, 

because if the degree of belief to the proposition ὄ is πȟὥ, then the degree of belief 

for its negation ×ὄ is ρ ὥȟρ, and obviously as per the proposed definition by Van 

Fraassen ×ὄ is not suspended.89  

Another proposal could be representing the degree of suspension and ignorance 

by retracting the principle of indifference. From having no reason to assign 

propositions different probabilities, it does not follow that they should have the same 

probabilities. If there is a reason to assign similar probabilities, then the agent should 

assign similar probabilities. If the agent does not have any reason to assign different 

propobabilities and does not have any reason to assign similar propbabilities, then her 

probabilities should be vague over [0,1] or in other word she should not assign any 

probability.  

Moreover, from rejecting the principle of indifference from BE follows that 

ignorance cannot be represented.  

There are various ways to establish probabilism, and Dutch book argument is the 

most important one. I show that Dutch book argument is flawed. 

3 Dutch book argument for probabilism 

How could probabilism90 (three basic probability axioms (2) - (4)) be established, 

or why should our degrees of belief satisfy probabilism? DBA argues that if our degree 

of belief violates the probability laws, then we would be vulnerable to accept a bet with 

the sure loss. Also, if we obey, there is no sure loss.  

 
89 For more information about the proposal and the criticism see 
Hájek, A., 1998, Agnosticism Meets Bayesianism. Analysis, 58(3), 199-206 
90 In this text probabilism and Bayesianism are interchangeable 
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Proof. Imagine there is a bet which pays ρ euro if ὄ, otherwise nothing. The price 

that an agent accepts as a fair price for trading this bet (buying or selling), shows her 

degree of belief. For example, if I find .70 euro a fair price, then my degree of belief is 

.70. Also, if my degree of belief of ὄ is ὥ, then I should find ὥ a fair price for ὄ.  

First axiom. Assume that an agent violates the first axiom (2), ὄὩὰЈὄ ² π. She 

believes ὄ with degree ὥ (which ὥ π). Then she is ready to sell a bet that pays 1 

euro is ὄ, otherwise zero. Obviously, she loses at least ὥ euro in any case.  

Second axiom. Assume that an agent violates the second axiom which is 

normalization, ὄὩὰЈὡ ρ, then she is in one of two following states (i). ὄὩὰЈὡ

ρ  or (ii). ὄὩὰЈὡ ρ. (i) if she believes all tautologies with a degree which is less than 

one, then she accepts to sell a bet on ὡ to pay 1 euro if ὡ, otherwise zero. As ὡ is 

always true, she loses her money again. (ii) in this case you buy a bet to receive one 

euro while you paid more than one euro.  

Third axiom. Assume that ὄ and ὅ are incompatible. The third axiom states that 

our degree of belief should be additive: ὄÆὅ Å  ­   ὄὩὰЈὄÇὅ  ὄὩὰЈὄ

ὄὩὰЈὅ. If an agent violates this axiom, then she has one of following belief functions: 

(i)  ὄὩὰЈὄÇὅ  ὄὩὰЈὄ ὄὩὰЈὅ 

(ii)  ὄὩὰЈὄÇὅ  ὄὩὰЈὄ ὄὩὰЈὅ 

In the first case (i), the agent is ready to buy ὄÇὅ and to sell ὄ and ὅ. In this trade, 

she pays  ὄὩὰЈὄÇὅ ὄὩὰЈὄ ὄὩὰЈὅ , and whatever happens, she losses this 

money because if ὄÇὅ is winning then she receives 1 euro but, she should pay one 

euro, because of ὄ or ὅ. And she just loses the initial price. If ὄÇὅ is losing, then she 

receives nothing, and she should pay nothing. Again, the initial price is gone. In the 

second case (ii), the argument is the same, we just need to replace buy with sell and 

v.v. Converse Dutch book argument could be proved as well. It says that if we obey 



Bayesian Epistemology          86 
 

probability axioms, then there is no Dutch book. I just need to talk about the DBA and 

its problems.  

3.1 Czech book argument 

DBA indicates that there are some rational constraints on our belief functions. The 

main idea is that an agent should not accept a bet or a set of bets if it is guaranteed 

that she loses the bet in all possible worlds that might come true. ¢ƘŜ ǘŜǊƳ ΨǎǳǊŜ ƭƻǎǎΩ 

plays a crucial role in DBA, because it is the only motivation in DBA to accept 

probabilism. Beside this, there is an important assumption in the argument. If an agent 

thinks that a price is fair, then she is ready to buy or sell it at that price. It creates an 

opportunity to make a parallel argument which we could call the Czech book argument. 

The Czech book argument says that if an agent violates probability laws, then there is 

a bet which the agent accepts, and she wins in all possible outcomes, and her sure win 

is guaranteed. For proof, we just need to replace buy with sell and v.v. in DBA. This 

parallel weakens the power of DBA because it says that violating probability axioms 

could lead to a sure win and as per the Czech argument one can propose to violate 

probability axioms.  

Hajek 91 proposed a solution to this problem. He said if we replace fair with fair or 

favorable, then the problem does not exist anymoreΦ IŜ Ƙŀǎ ƳŜƴǘƛƻƴŜŘ ǘƘŀǘ ΨōŜǘǎ ǘƘŀǘ 

you consider fair are not the only one that you accept. You also accept bets that you 

ŎƻƴǎƛŘŜǊ ŦŀǾƻǊŀōƭŜΣ ǘƘŀǘ ƛǎ ōŜǘǘŜǊ ǘƘŀƴ ŦŀƛǊΦΩ92 He says if we replace fair with fair-or-

favorable, then the revised version of Dutch book argument will hold, and the revised 

version of Czech book argument will not work anymore. Let us look at the outcome of 

the replacement. First Dutch book argument: 

 
91 IŀƧŜƪ ŎƻƴǎƛŘŜǊǎ ǘƘŀǘ wŀƳǎŜȅ Ƙŀǎ ǇǊŜǎŜƴǘŜŘ ǘƘŜ ǎŀƳŜ ƛŘŜŀΣ ōŜŎŀǳǎŜ ƛƴ Ψ¢ǊǳǘƘ ŀƴŘ tǊƻōŀōƛƭƛǘȅΩΣ 
Ramsey leaves open the possibility that some or all of bets could be consider better than fair by the 
agent. DBA is formulated by various subjectivist by focusing just on fair prices and not favorable.  
92 Hajek, A., Arguments For-Or Against-Probabilism?Σ ƛƴ Ψ5ŜƎǊŜŜǎ ƻŦ .ŜƭƛŜŦΩ 9ŘƛǘŜŘ ōȅ IǳōŜǊΣ CΦΣ {ŎƘƳƛŘǘ-
Petri C., Synthese 342, Springer, P 229 
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DBA (Revised): If the agent violates probability axioms, there is a set of bets, which 

the agent considers each of them fair-or-favorable, which collectively the sure loss is 

guaranteed.  

Converse DBA (Revised): If the agent obeys probability axioms, there is not a set 

of bets, which the agent considers each of them fair-or-favorable, which collectively 

the sure loss is guaranteed.  

And Czech book argument: 

CBA (Revised): If the agent violates probability axioms, there is a set of bets, which 

the agent considers each of them fair-or-favorable, which collectively guarantees sure 

gain.  

Converse CBA (Revised): If the agent obeys probability axioms, there is not a set of 

bets, which the agent considers each of them fair-or-favorable, which collectively 

guarantees sure gain.  

3.1.1 Ignorance 

Here, I think we have another problem which is connected to our project: formal 

representation of suspended judgment. If we accept that an agent should follow some 

norms because of avoiding sure loss or gaining sure gain, then an ignorant person could 

always win in a group of individuals by exploiting the situation to her advantage. 

Imagine there are three agents. Two of them believe ὄ with degree .4 and .7 

respectively. Then the third agent can easily win in all possible world by buying a bet 

from the first agent and selling it to the second agent. The only thing that she need is 

setting her degree of belief in between somewhere like .55. Then she finds both trade 

not just fair but favorable. The person could be called an opportunist. It seems in a 

group of agents the ignorance could be more successful than others in terms of 

success. She applies kind of centralist policy to set her degrees of belief. Her norm is 
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following: my degree of belief is the average of the degree of belief of others. 

Epistemically, the opportunist accepts the testimony as the only source of knowledge. 

However, this problem, it seems, is relates to a group of rational agents, and one may 

say it is not against DBA, still, I think justifying probabilism needs more discussion. We 

have other serious problems. 

3.2 Package principle and betting on our actions 

One of the assumptions in DBA is that if an agent accepts to trade a bet on ὄ to 

win 1 euro for ὦ euro and accept to trade ὅ for ὧ euro, then she accepts to trade them 

both for ὦ ὧ. This assumption is not acceptable. An agent might accept ὄ and ὅ 

separately but avoid trading them together. Also, an agent might accept to buy two 

bets and not each separately. There are examples: I accept to buy a bet that I sit on the 

floor for ten seconds in the next minute for .90 euro to win 1 euro. Also, I accept to 

buy that I do not sit on the floor for ten second in the next minute for .90 euro to win 

1 euro. I am certain that if I buy this bet, the outcome is under my control and my sure 

gain is somehow guaranteed. But if I buy both with that price I win maximum 1 euro 

while I paid 1.80 euro. Betting on our action contradict the idea that our fair price 

shows our degree of belief. Notice that our action is a subset of events and we used to 

bet on our action. In addition, the DBA for reflection principle by Van Fraassen cannot 

be held without accepting that an agent could bet on her actions, the proposition like 

Ψ±ŀƴ CǊŀŀǎǎŜƴ ǿƛƭƭ Ŧǳƭƭȅ ōŜƭƛŜǾŜ ǘƘŀǘ IΩ means he is betting on his action: here believing 

is the action.93 As I mentioned betting on our action provides a class of counterexample 

against applying DBA for probabilism. 

The example for avoiding buying two bets separately and accepting the package is 

interesting. Imagine someone asks me to buy a bet that Lake Konstanz is the largest 

lake in Europe. I do not have any evidence and knowledge about this proposition. I 

 
93 Van Fraassen, B., 1984, Belief and the Will, Journal of Philosophy, Volume 81. Issue 5, 235 
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think I cannot buy with any price that it is the largest or it is not. But, I accept to buy 

with the price 1 euro both together.  

Both of above problematic examples share the same assumption: An agent cannot 

avoid trading a bet. An agent is always ready to decide to sell or buy a bet! I think it is 

not simply irrational. I think a rational agent should avoid acting in the case of being 

ignorant. Notice that for accepting any bet on ὄ, I should be sure that I am capable to 

know that ὄ is true. It is not always possible.94  

How are these issues connected to our project? An agent, who is completely 

ignorant, should stay undecided, and she should not trade any bet. If an agent does 

not know that a coin is fair or not, then she should not trade a bet that it is head by 

paying 50 cents to win 1 euro. Unfortunately, BE proposes to accept this trade. A 

person who knows that the coin is fair could legitimately trade that bet. BE sees both 

cases the same.  

4 Quantitative notion of belief and basic doxastic attitudes 

What is the relationship between our degree of belief and the qualitative notion 

of belief? The Lockean thesis gives us an answer. It says one should believe a 

proposition ὄ Ƨǳǎǘ ƛƴ ŎŀǎŜ ƻƴŜΩǎ ŘŜƎǊŜŜ ƻŦ ōŜƭƛŜŦ ŦƻǊ ὄ is sufficiently high. Foley defined 

and called it the Lockean Thesis95: 

 Add the idea that belief-talk is a simple way of categorizing our 

degree of confidence in the truth of a proposition. To say that we 

believe a proposition is just to say that we are sufficiently 

confident of its truth for our attitude to be one of belief. Then it 

is epistemically rational for us to believe a proposition just in case 

 

 
94 The same objection but with different approach is presented in: Dokic, J., Engel, P., Frank Ramsey- 
truth and success, P. 70 
95 Foley, R., 1992, The Epistemology of Belief and the Epistemology of Degrees of Belief. American 
Philosophical Quarterly, 29(2), 111-124. Retrieved from http://www.jstor.org/stable/20014406 



Bayesian Epistemology          90 
 

it is epistemically rational for us to have sufficiently high degree 

of confidence in it, sufficiently high to make our attitude towards 

it one of belief. I will call this way of thinking about the 

relationship between the rationality of beliefs and the rationality 

of degrees of belief "the Lockean thesis." 

 If we represent degrees of belief with probability theory which ὄὩὰЈὄ

ὈὭίЈὄ ρ, then the threshold should be more than .5, otherwise we might have a 

proposition which is believed and disbelieved at the same time and it is not acceptable. 

Unfortunately, the Lockean thesis in the context mentioned above leads to an 

ǳƴǿŀƴǘŜŘ ǇŀǊŀŘƻȄ ŎŀƭƭŜŘ Ψ[ƻǘǘŜǊȅ ǇŀǊŀŘƻȄέ. Imagine the threshold that an agent thinks 

her degree of belief is high enough to believe, is ρ e which e Í πȟρ (notice that we 

do not even need to restrict the threshold more than .5, and it works with any 

threshold), and she is going to a lottery to buy a ticket. There are a thousand tickets, 

and one of them will win. Her threshold is .9. Therefore, she disbelieves that every 

ticket ὸ win, because ὈὭίЈ" ȢωωωȢω and ὄὩὰЈ" ȢππρȢω. The agent 

disbelieves that every ticket is wining: "ὸ  ὈὭί" . But surprisingly she believes that 

the disjunction of all those disbelieved proposition ὄὩὰẓ "  because 

ὈὭίЈẓ " ρ Ȣω. It says that the conjunction of disbelieved propositions is 

believed by the agent. It seems irrational. (It is possible to show that the conjunction 

of believed propositions is disbelieved). As we observe BE could not even successfully 

represent belief and degrees of belief, and we could not expect to have a plausible 

representation of suspended judgment.  

As BE cannot represent acceptance and it is all about belief and degrees of belief, 

I think the Lockean thesis, which has our intuitive support, does not work properly here.  

5 BE cannot distinguish suspension and ignorance 

BE cannot represent the degree of suspension and ignorance at the same time. 

Therefore, BE proposes a rational agent to have the same betting behavior when she 
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suspends a proposition and when she is ignorant and does not have any information 

about the proposition. Same representation leads to having same betting behavior 

while a rational agent should avoid any decision when she is ignorant (betting on the 

coin which it might be fair or biased). As the problem of DBA is connected to the 

representation of quantitative suspension of judgment and ignorance, it seems that 

other similar approaches in BE encounter the same problems. We observed that BE 

could not represent the degree of suspension and ignorance. We should find another 

way to represent the degrees of belief. 

Besides, it is not possible to explain how the qualitative and quantitative notion of 

belief is connected. Also, BE is all about degrees of belief and disbelief, while I need to 

find a way to represent acceptance because after defining acceptance I can define all 

four basic epistemic states. 
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 Dempster -Shafer theory  

For representing all possible quantitative doxastic attitudes, we need a theory which 

could give us four basic functions for ignorance, disbelief, belief, and suspended 

judgment. Dempster-Shafer theory of evidence makes room for representing the 

degrees of ignorance and belief.  

Bayesian epistemology represents ignorance by a uniform distribution, which 

essentially mixes the lack-of-belief or non-belief with disbelief96, but Dempster-Shafer 

 
96 Liu, L., Yager, R.R., 2008, Classic Works of the Dempster Shafer Theory of Belief Functions, Springer, 
p. 7  

4 

.ŜǊƴƻǳƭƭƛΩǎ ƴƻǘƛƻƴ ƻŦ ƴƻƴ-additive probabilities was 
ǘƘŜ ŀƴŎŜǎǘƻǊ ƻŦ ǿƘŀǘ ǿŜ ƴƻǿ Ŏŀƭƭ ōŜƭƛŜŦ ŦǳƴŎǘƛƻƴǎΦ Χ Lǘ 
ǿŀǎ ŀƭǎƻ ŎƭŜŀǊƭȅ .ŜǊƴƻǳƭƭƛΩǎ ƛŘŜŀ ƻŦ ǇǊƻōŀōƛƭƛǘȅ 
assessment through combining weights of evidence 
ǘƘŀǘ ƳƻǘƛǾŀǘŜŘ {ƘŀŦŜǊ ǘƻ ǊŜŎŀǎǘ 5ŜƳǇǎǘŜǊΩǎ ǘƘŜƻǊȅ ƻŦ 
random sampling into a theory of evidence and to 
represent evidence using support functions. 
Classic Works of the DS Theory of Belief Functions 
Roland Yager, Liping Liu 
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theory of evidence could distinguish these two epistemic states by giving us two 

different belief functions. Among various theories in formal epistemology, DS is 

distinctive for many reasons; e.g., it is a generalized version of Bayesian epistemology, 

and it could represent the degree of ignorance formally. For any proposition, there is a 

way to represent the degree of belief and degree of ignorance, and we could see it as 

a kind of upper and lower probability for any proposition97.  

Besides, in this chapter, I try to find a solution for the lottery paradox. If we find a 

solution for representing all doxastic attitudes in DS (the relationship between the 

quantitative and qualitative notion of belief, disbelief, Suspension and ignorance.), 

then it will be a solution not only for DS but also for Bayesian functions as well because 

BE probability functions are a kind of DS functions.  

I begin by explaining DS theory of evidence, and then I explain how the degrees of 

belief, disbelief, suspension, and ignorance are representable in DS. Also, I explain a 

new technique to define four epistemic states based on the degrees of belief and how 

it relates to the problem of combining evidence which is still an open issue. 

1 Preliminary 

1.1 Set of possibilities 

DS is a theory of evidence. Sources of knowledge play the key role to define the 

set of possibilities and the degrees of belief. Every source suggests a set of possibilities, 

which DS calls a focal set; then the union of all focal sets is the subset of the set of 

possibilities. A source of knowledge may not only give information about the degree of 

belief but also gives information about the set of possibilities. If the suggested set of 

 
97 When DS introduced by Dempster, he considered it as a lower and upper probability theory, but 
nowadays this is not valid anymore and some people think that calling DS a lower and upper probability 
model might be even misleading. I think DS is not about ambiguity as upper and lower probability like 
to be. 
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possibilities is not a subset of the agentΩs set of possibilities, then the agent should 

change her set of possibilities.  

A possibility is not maximally specific because, during the process of inquiry, the 

agent might split it into two possibilities or even merge two possibilities. In other 

words, focal sets change during the inquiry. The union of all suggested sets of 

possibilities is the fully believed proposition which holds according to all sources of 

knowledge or suggested sets of possibilities. The smallest fully believed proposition is 

unique because the union of all sets of suggested possibilities is unique. The set of 

possibilities ὡ  contains all the smallest believed proposition by any source of 

knowledge. So, the set of possibilities is the union of all suggested sets of possibilities 

that the agent considers that they deserve inquiry.  

Some propositions, set of possibilities, may have zero as their degree of belief. DS 

does not consider regularity as it was considered in BE; otherwise, one could say that 

an agent with various independent98 sources of evidence receive information about 

various suggested sets of possibilities or focal elements and the union of all suggested 

sets of possibilities is the set of possibilities. However, we need to define it in a way 

that suits DS. 

Concerning the definition, a question arises: If a source of knowledge gives the 

union of all suggested sets of possibilities by another source of knowledge, could we 

call it an informative source? As the set of possibilities is unknown in an infallible sense, 

it seems that the source does not have any content and it is endorsing just a tautology. 

This issue remains a problem in DS theory of evidence. In the coming section, I illustrate 

by an example how DS represents the information from various sources of knowledge. 

 
98 It is not easy to define independent source. In Dempster words in  
Liu, L., Yager, R.R., 2008, Classic Works of the Dempster Shafer Theory of Belief Functions, Springer, p. 
68: 
Χ¢he mechanism adopted here assumes independence of the sources, a concept whose real-world 
meaning is not so easily described as its mathematical definition.  
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The function which represents evidence is called a mass function or a basic probability 

assignment.  

1.2 Mass Function 

Based on the sources of knowledge and the degree of certainty, we could 

introduce the mass function. The mass function shows the intrinsic evidence which the 

agent has for each member of the power set of the set of possibilities, or propositions. 

The mass of every proposition, ὄ, does not say anything about the mass of its subsets 

or supersets. The mass of ὄ is the credence of the proposition ὄ that the agent does 

not know how it should be distributed among its possibilities. Here is the distinction 

between DS and BE. For BE, there is always a default distribution. DS does not use the 

principle of indifference; therefore, there is no default distribution. Mass function 

assigns 0 to a proposition that no sources of knowledge suggest it as the set of 

possibilities. Also, DS normalizes the evidential support of each proposition. The sum 

of all masses should be 1 because DS needs to assign 1 as the degree of belief of the 

set of possibilities ὡ as the infallible knowledge. The definition of belief function as I 

explain later illustrates why DS needs the normalization. After normalization the 

degree of belief to the union of all suggested set of possibilities will be also 1. Also, one 

can explain DS by starting with belief function and then mass function. However, 

starting with mass function is more intuitive.  

 A function ὓȡς­ πȟρ is a mass function if and only if: 

 
                     ὓὄ ȿ ὄ Ì ὡ ρ 

(1) 
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The mass function is formed based on various sources of knowledge99. Every 

source can give the agent a mass number about its suggested set of possibilities or the 

focal element. A set Ὀ is a focal element if and only if its mass is more than zero.100 I 

recommend interpreting a focal element as a suggested set of possibilities because 

intuitively it makes DS understandable, and it helps us to see the relationship among 

RT and BR and DS. [ŜǘΩǎ see how Liu and Yager define the mass:101 

 The basic probability number m(A) allocated to a focal element A 

is not further divided into smaller chunks allocated to proper 

subsets of A.102 

 

LetΩs illustrate the issue with an example to explain how DS represent evidence as 

it is received while BE cannot do the same thing. Imagine an agent is on an island, and 

there are four Panthers on the island namely, two blue Panthers, and two pink 

panthers. They are made by an entertainment company to entertain people with a 

game. The tails of one of the blue Panthers and one of the pink panthers are long. So, 

there are four Panthers: a blue panther with a long tail,  

ύ  ὄØὅ, a blue panther with short tail, ύ ὄØ×ὅ, a pink panther with long 

tail, ύ ×ὄØ ὅ, and a pink panther with short tail, ύ ×ὄØ×ὅ. The panthers 

draw the logo of the company on the doors, and the person is lucky if she sees the 

panther while she is drawing. Otherwise, she should seek relevant information to form 

a belief about who did that painting.  One day, when she is going out, she sees the 

shape, the logo, on her door! She asks people to seek some information. She finds five 

sources. Let ὄ ōŜ Ψƛǘ ǿŀǎ ŀ ōƭǳŜ ǇŀƴǘƘŜǊΩΣ and ὅ ōŜ Ψƛǘ ƘŀŘ ŀ ƭƻƴƎ ǘŀƛƭΩΦ {ƻǳǊŎŜ1 ǎŀȅǎΣ Ψƛǘ 

ǿŀǎ ŀ ōƭǳŜ ǇŀƴǘƘŜǊΩ ὄ, source2 ǎŀȅǎΣ Ψƛǘ ǿŀǎ ŀ ōƭǳŜ ǇŀƴǘƘŜǊ ǿƛǘƘ ŀ ƭƻƴƎ ǘŀƛƭΩΣ ὄØὅ, 

 
99 A source of knowledge could be a sensor, an observation, a person, a TV channel or something else. 
Please notice that it is not like traditional epistemology.  
100 Shafer, G., 2008, Belief function and parametric models, P: 276 in Liu, L., Yager, R.R., 2008, Classic 
Works of the Dempster Shafer Theory of Belief Functions, Springer, p. 265-290 
101 Liu, L., Yager, R.R., 2008, Classic Works of the Dempster Shafer Theory of Belief Functions, Springer: 
p. 3 
 
102 Basic probability number or assignment and mass are interchangeable terms.  
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source3 ǎŀȅǎΣ Ψƛǘ Ƙad a long tail, or it was a pink paƴǘƘŜǊΩ; equivalently, Ψƛǘ ǿŀǎ ƴƻǘ ǘƘŜ 

ōƭǳŜ ǇŀƴǘƘŜǊ ǿƛǘƘ ǎƘƻǊǘ ǘŀƛƭΩ, ×ὄÙὅ, source4 ǎŀȅǎΣ Ψƛǘ ǿŀǎ ŀ Ǉƛƴƪ ŀƴŘ ƛǘ ƘŀŘ ŀ ƭƻƴƎ ǘŀƛƭΩΣ 

×ὄØὅ, and source5 says Ψit was made by one of those four panthersΩΦ Iƻǿ ŎƻǳƭŘ ǎƘŜ 

represent the information from various sources? What should be her degree of belief? 

And what should she believe? 

Each source gives information with different certainty about their information. 

[ŜǘΩǎ ǎŀȅ Source1 have Ȣφπ certainty about the report; Source2 have Ȣωπ certainty; 

Source3 Ȣωπ; Source4 Ȣψπ; and Source5 says ρ. It seems that the information of Source5 

is not valuable because the agent does not learn something new. So, she ignores that 

information. DS normalizes the information in a way that the sum of all sources is equal 

to ρ and assigning all uncertainties to ὡ. So, the interpretation of the information by 

Source1 ƛǎ Ψƛǘ ƛǎ ὄ 60%, and 40% it may be ὡ ( ὄ or ×ὄ). Therefore, the relative 

normalized firmness of information from various sources are as following:  ὓὄ

Ȣρυ; ὓὄØὅ Ȣςςυ; ὓ×ὄÙὅ Ȣςςυ; ὓ×ὄØὅ Ȣς; and ὓ7 Ȣς relatively 

certain about its report. 

As we know BE cannot distinguish the case that the agent has one source that says 

Ψƛǘ ǿŀǎ ŀ ōƭǳŜ ǇŀƴǘƘŜǊΩΤ ŦǊƻƳ ǘƘŜ ŎŀǎŜ ǿƛǘƘ ǘǿƻ ǎƻǳǊŎŜǎ ǘƘŀǘ ƻƴŜ ǎƻǳǊŎŜ ǎŀȅǎΣ Ψƛǘ ǿŀǎ 

ōƭǳŜ ǇŀƴǘƘŜǊ ǿƛǘƘ ƭƻƴƎ ǘŀƛƭΩ ŀƴŘ ŀƴƻǘƘŜǊ ǎƻǳǊŎŜ ǘƘŀǘ ǎŀȅǎΣ Ψƛǘ ǿŀǎ ŀ ōƭǳŜ ǇŀƴǘƘŜǊ ǿƛǘƘ 

ǎƘƻǊǘ ǘŀƛƭΩΦ BE assigns the same degree of belief .5 to blue panther with a long tail and 

blue panther with a short tail in both cases! In our example, BE suggests acting the 

same by using the principle of indifference for source 1, 3, 4, 5. As we always see the 

agent receives information as a support of a proposition and the proposition is not 

always a singleton (with one possibility) but BE suggests distributing that degree among 

the possibilities in the proposition. In our example with five sources, BE suggests having 

the following degree of belief without representing the evidential support as it received 

by the agent: 
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ύ  ύ  ύ  ύ  

.425 .125 .325 .125 

 

DS, in contrast, by having basic probability assignment shows the information 

precisely as it received. We see every source is restricting her possibilities to a subset 

of all four possibilities. Source1 restricts the answers to ὄØὅ  or ὄØ ὅ  (blue 

panthers), source2 restricts it to ὄØὅ (blue panther with long tail), source3 restricts it 

to ὄØὅ, ὄØ ὅ or ὄØὅ (pink or long tail, ὄÙὅ), source4 restricts it to ὄØὅ, 

and source5 does not restrict it.103 In other word, every source gives information about 

the possible set of possibilities.104 

As it was mentioned, a source of knowledge could give information to support 

even more than one possibility. For instance, if someone says that it was a blue 

panther, then she is saying that I should restrict my possibilities to two possible 

answers: ὄØὅ or ὄØ ὅ. Also, sometimes a source says what is not the case. Like 

source4 says that it was not the blue panther with a short tail ὄØ ὅ. Source5 seems 

not restricting the set of possibilities, but it does. It restricts the set of possibilities to 

the set of all possibilities. Notice a source might change the space of probability by 

changing the set of possibilities. Imagine the source6 who is saying it was not a panther! 

This information changes the conceptual framework.  

For any set of possibilities ὡ, the power set ς  is the set of all propositions or set 

of all possible evidence that one can receive from a source of knowledge. In the above 

example, there are four possible worlds: ύ ὄØὅ, ύ ὄØ ὅ, ύ ὄØὅ, 

 
103 Sometimes we know how much we do not know. Therefore, it is necessary to accept that we should 
avoid normalize the degree of belief as BE suggest and on contrary to BE we could assign that degree 
to the degree of ignorance. 
104 Shafer calls the union of all suggested set of possibilities, Core. The smallest proposition which is 
certainly believed. It is not necessarily the set of all possibilities. 

Table  1 
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ύ ὄØ ὅ. The agent may receive information that restricts her possibilities in 

16 different ways. In the example, she received evidences in favor of five suggested set 

of possibilities ύ , ύ  ȟύȟύ , ύȟύȟύ , and ύȟύȟύȟύ : 

Å ύ  ύ  ύ  ύ  ύȟύ  ύȟύ  ύȟύ  

 *   *   *    

ύȟύ  ύȟύ  ύȟύ  ύȟύȟύ  ύȟύȟύ  ύȟύȟύ  ύȟύȟύ  ύȟύȟύȟύ  

     *   *  

 

Now, DS assigns the normalized degree to each proposition as its intrinsic 

evidential support: Source1 is Ȣρυ; Source2 is Ȣςςυ; Source3 is Ȣςςυ; Source4 is Ȣς, and 

Source5 is Ȣς relatively certain about its report. 

Å ύ  ύ  ύ  ύ  ύȟύ  ύȟύ  ύȟύ  

 .225  .2  .15   

ύȟύ  ύȟύ  ύȟύ  ύȟύȟύ  ύȟύȟύ  ύȟύȟύ  ύȟύȟύ  ύȟύȟύȟύ  

     .225  .2 

 

This example shows how DS makes its basic probability assignment or mass 

ŦǳƴŎǘƛƻƴ ŀƴŘ ǊŜǇǊŜǎŜƴǘ ƛƴǘǊƛƴǎƛŎ ŜǾƛŘŜƴǘƛŀƭ ǎǳǇǇƻǊǘ ƻŦ ŜŀŎƘ ǇǊƻǇƻǎƛǘƛƻƴΦ [ŜǘΩǎ go further 

Table  2 

Table  3 
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step by step and introduce all functions. By introducing 5{Ωǎ Belief function, the 

contrast between BE and DS will appear. 

1.3 Belief Function 

The degree of belief of a proposition, ὄ, is the degree of commitment that the real 

world is in ὄ or as I will explain later the degree of belief is the sum of the masses of its 

subsets.  

There are some texts that start explaining DS by belief function instead of mass 

function. There is no difference between these two approaches because both 

approaches are mathematically equivalent. We can define the mass function based on 

belief function and vice versa. Shafer showed that the two definitions are equivalent105. 

I will explain how one can find the mass function or basic probability assignment of a 

belief function. 

Let ὡ be a set of all possibilities. The function ὄὩὰЈȡς­ πȟρ, is a belief function 

if and only if it satisfies the following three axioms: 

 
ὄὩὰЈÅ π106 

(2) 

 
ὄὩὰЈὡ ρ 

(3) 

 

ὄὩὰЈ ὄ  ²   

Ë ȟȟȣȟ
Å

ρȿȿ  ὄὩὰ  

Í

ὄ  

(4) 

 
105 Shafer in his book, A mathematical theory of evidence, chapter II, showed it. We should just add 
m(Ø)=0. Then three axioms of belief function, is equivalent with the definition of mass function plus 
m(Ø)=0. 
106 In this chapter Bel without subscript indicates BelDS. 
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The first axiom (2) says that the degree of belief for empty set is zero. The second 

axiom (3) says that the degree of belief for ὡ is 1 and it means the agent believes that 

the answer is in ὡ.  

The third axiom (4) is inequality of the union of propositions. In Bayesian 

probability, for two propositions we have: ὄὩὰЈὄÇὅ ὄὩὰЈὄ ὄὩὰЈὅ

ὄὩὰЈὄÆὅ ; for three propositions: ὄὩὰЈὄÇὅÇὈ ὄὩὰЈὄ ὄὩὰЈὅ

ὄὩὰЈὈ ὄὩὰЈὄÆὅ ὄὩὰЈὄÆὈ ὄὩὰЈὅÆὈ ὄὩὰЈὄÆὅÆὈ  and so on. In 

DS, it is the same, but with inequality: for two propositions: ὄὩὰЈὄÇὅ ² ὄὩὰЈὄ

ὄὩὰЈὅ ὄὩὰЈὄÆὅ ; for three propositions: ὄὩὰЈὄÇὅÇὈ ² ὄὩὰЈὄ

ὄὩὰЈὅ ὄὩὰЈὈ ὄὩὰЈὄÆὅ ὄὩὰЈὄÆὈ ὄὩὰЈὅÆὈ ὄὩὰЈὄÆὅÆὈ  

and so on.  

In case of ὅÆὈ Å , in Bayesian epistemology ὄὩὰЈὄÇὅ ὄὩὰЈὄ

ὄὩὰЈὅ, and in DS, ὄὩὰЈὄÇὅ ² ὄὩὰЈὄ ὄὩὰЈὅ. As you see, DS is not additive. I 

will explain how this property makes room for representing ignorance. 

The bridge between the mass function and belief function is the following:  

 
                   ὄὩὰЈὄ ὓὅ

Æ

 
(5) 

ὄÆὅ ὅ or ὅ Ì ὄ both are equivalent in the above formula (5). I preferred the 

above form because of its symmetry with the definition of plausibility function which I 

explain later. 

Now we could go back to our example and write the belief function based on the 

mass function. 
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 Å ύ  ύ  ύ  ύ  ύȟύ  ύȟύ  ύȟύ  

ὓ 0 .225 0 .2 0 .15 0 0 

ὄὩὰЈ 0 .225 0 .2 0 .375 .425 .225 

 ύȟύ  ύȟύ  ύȟύ  ύȟύȟύ  ύȟύȟύ  ύȟύȟύ  ύȟύȟύ  ύȟύȟύȟύ  

ὓ 0 0 0 0 0 .225 0 .2 

ὄὩὰЈ .2 0 .2 .575 .375 .650 .2 1 

 

There are two ways to define basic probability assignment (mass function) based 

on a belief function. The first definition is a recursive function: 

 
ὓЈÅ πȟὓЈὄ ὄὩὰЈὄ  ὓЈὅ  ὅ Ë ὄ  

(6) 

Alternatively, the equivalent definition is the following function: 

 
ὓЈὄ В ρȿ ȿ ὄὩὰЈὄ ȿ ὄ Ì  ὃ } 

(7) 

Also, a belief function is a BE (probability) function if the mass of propositions 

except the singletons are zero, or every proposition that has a mass does not contain 

Table 4 
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more than one possibility. In this case, the belief function will be additive because there 

is no undistributed evidential support.  

1.4 Plausibility Function 

The plausibility function illustrates the maximum degree of certainty which could 

be assigned coherently ŀǎ ǇŜǊ ŀƎŜƴǘΩǎ ŜǾƛŘŜƴŎŜ.  

The degree of plausibility of a proposition is one minus its degree of disbelief (8). 

We also could define the plausibility function based on the mass function (9): 

 
                 ὖὰὥЈὄ ρ ὄὩὰЈ ὄ ρ ὈὭίЈὄ 

(8) 

 
                 ὖὰὥЈὄ ὓὅ

Æ Å̧

 
(9) 

One can add another formula to this section. As the above formulas are saying, 

the degree of plausibility is always more or equal to the degree of belief: 

 
               ὖὰὥЈὄ  ²  ὄὩὰЈὄ  

(10) 

The difference between the degree of plausibility and belief is that higher degree 

of belief ὄὩὰЈὄ , means higher evidential support. The plausibility function is the 

degree of all evidential support that are not distributed, and they are compatible with 

the proposition. For example, for a coin that one does not know to be fair or biased, 

the degree of plausibility that it is head is 1, and the degree of plausibility that is not 

head is also 1. So, plausibility function says what is the maximum legitimate degree of 

certainty as per evidence (mass function). Notice, the degree of plausibility of ὄ for an 

ignorant agent is 1, but it does not mean that she accepts ὄ. Therefore, we cannot 
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interpret the degree of plausibility as the degree of acceptance. The belief function is 

closer to the notion of degree of acceptance than the plausibility function.  

2 The degrees of suspension, disbelief, and ignorance 

The degree of disbelief to ὄ, ὈὭίЈὄ , is equal to the degree of belief to its 

negation. For example, the degree of disbelief to ύȟύȟύ  is the degree of belief to 

ύ   which it is Ȣςςυ  . Or the degree of disbelief to ύ  is the degree of belief to 

ύȟύȟύ  which is Ȣσχυ. The degree of ignorance or vagueness for any proposition 

is one minus the degree of belief and disbelief. Also, if we recall the definition of 

suspension of judgment in belief revision; accepting a proposition and its negation at 

same time, then maybe it seems plausible to say that the degree of conflict in DS is the 

degree of suspension. The degree of conflict or suspension is the minimum of the 

degree of belief and disbelief (believing its negation).  

 
         ὈὭίЈὄ ὄὩὰЈ ὄ  

(11) 

 
         ὍὫὲЈὄ ρ ὄὩὰЈὄ ὈὭίЈὄ  

(12) 

 
         ὛόίЈὄ ÍÉÎ ὄὩὰЈὄȟὈὭίЈὄ  

(13) 

So, the above formulae are representing quantitative ignorance, suspension, and 

disbelief. The degree of disbelief could be calculated by the degree of belief in the 

negation of the proposition. ὈὭίЈὄ ὄὩὰЈ ὄ . The degree of disbelief shows the 

degree of evidential support of the negation of the proposition. It seems that BE and 

DS hold this formula both but DS does not hold what is valid in BE: ὈὭίЈ ὄ

ρ ὄὩὰЈ ὄ ὄὩὰЈ ×ὄ  and on the contrary DS does not hold: ὈὭίЈ ὄ ̧ ρ

ὄὩὰЈ ὄ . 

(12) says the degree of ignorance is equal to 1 minus the all evidential support for 

and against the proposition. So, the degree of evidence about (for and against) a 
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proposition plus degree of ignorance is 1. When there is no information, the degree of 

ignorance is 1. When the agent knows she is fully informedΣ ƭƛƪŜ ΨǘƘŜ Ŏƻƛƴ ƛǎ ŦŀƛǊΩΣ then 

her degree of ignorance is zero. When the degree of ignorance is zero, the belief 

function is like a simple BE function.  

(13) says what degrees of suspension mean. The degree of suspension is the 

degree of conflicting evidential support. Therefore, the minimum degree of belief and 

disbelief shows the conflicting evidential support. The highest degree of suspension is 

.5, and the minimum is 0. When the degree of suspension is zero, the degree of 

ignorance is one because ὛόίЈὄ ÍÉÎὄὩὰЈὄȟὈὭίЈὄ π , therefore 

ὄὩὰЈὄ  ὈὭίЈὄ π, and consequently ὍὫὲЈὄ ρ ὄὩὰЈὄ ὈὭίЈὄ

ρ π ρ. Also, when the degree of belief and disbelief are equal ὄὩὰЈὄ ὈὭίЈὄ  

then higher degree of suspension necessitate lower degree of ignorance and vice 

versa. This property meets one of the standards that I explained in the first chapter.  

DS is different from BE is a significant way. DS could distinguish the quantitative 

notion of ignorance from suspension. This finding is valuable for the project.  

The table in the next page illustrates all four epistemic functions with our example. 
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 Å ύ  ύ  ύ  ύ  ύȟύ  ύȟύ  ύȟύ  

ὓ 0 .225 0 .2 0 .15 0 0 

ὄὩὰЈ 0 .225 0 .2 0 .375 .425 .225 

ὈὭίЈ 1 .2 .650 .375 .575 .2 0 .2 

ὍὫὲЈ 0 .575 .350 .425 .425 .425 .575 .575 

ὛόίЈ 0 .2 0 .2 0 .2 0 .2 

 ύȟύ  ύȟύ  ύȟύ  ύȟύȟύ  ύȟύȟύ  ύȟύȟύ  ύȟύȟύ  ύȟύȟύȟύ  

ὓ 0 0 0 0 0 .225 0 .2 

ὄὩὰЈ .2 0 .2 .575 .375 .650 .2 1 

ὈὭίЈ .225 .425 .375 0 .2 0 .225 0 

ὍὫὲЈ .575 .575 .425 .425 .425 .350 .575 0 

ὛόίЈ .2 0 .2 0 .2 0 .2 0 

 

 Table 5 
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3 Qualitative doxastic attitudes 

Now we need to observe what might differ in DS regarding the relationship 

between quantitative and qualitative notions of belief. As we can represent all four 

degrees of suspension, ignorance, belief, and disbelief; one may expect that the 

Lockean thesis should look different here. We need to find a proper approach.  

The first difference is that in BE there is a threshold for defining belief; and in DS, 

as we need to define four basic epistemic states, in contrast, the acceptance threshold 

plays the primary role.  

The second difference is about the difference between acceptance and belief. The 

acceptance threshold does not need to produce a consistent set of accepted 

propositions, while the belief threshold needs to give a consistent belief set. Therefore, 

the acceptance threshold could be any number between zero and one. Notice that 

belief threshold in BE needs to be more than .5.  

The third difference is that the acceptance threshold is context sensitive (I think it 

is the same for belief). An agent may endorse a proposition in a context while she 

rejected to endorse it in another context. I think that a project about finding the proper 

threshold in different contexts is a key project to find the connection between 

knowledge and our actions.107  

It seems rational to say that if an agent accepts ὄ, then she should accept any 

proposition of which its degree of belief is more than or equal to ὄ, in other words: 

 
107 For example, I noticed that when we learn lots of completely new information (while we have no 
relevant information about it in our database), then it is rational to increases the threshold, and when 
we learn lots of information which contradict our old information, then it is rational to decrease the 
threshold. In the first case, the new information says that the context is changing and in the second 
case the new information says that our conceptual framework does not work properly. Finding the 
right account about how threshold is connected to our acceptance change and the change in our set of 
possibilities is an interesting project. 
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      ὄὩὰЈὅ  ²  ὄὩὰЈὄ   Ø  ὃὧὧὄ   ­   ὃὧὧὅ  

(14) 

(14) creates a new possibility to avoid defining a number as a threshold which is 

not related to the propositions and their degrees of belief. An agent who accepts a 

proposition is restricting her options for the threshold. It does not need to be specific 

and exact. What accepting a proposition implies is that the threshold is less than its 

degree of belief. Let ὧὶ be the threshold; critical point, for accepting a proposition then 

 
         ὃὧὧὄ  ­   ὧὶὄὩὰЈὄ  

(15) 

If the degree of belief for a proposition is more than or equal to the critical point 

ὧὶ, then it is an accepted proposition and as it is accepted, the proposition is believed 

if its negation is not accepted, and the proposition is suspended if its negation is 

accepted. The critical point might be any degree between zero and one. The milestones 

of the interdependent project about the legitimate critical point could be divided into 

two parts: a) finding general criteria (like (14) - (15)). b) finding the acceptable Ὅ  

subset of πȟρ  that satisfies the criteria. The first part is the philosophical or 

epistemological step, and the second part is the mathematical step. Notice that there 

is always at least one critical point which satisfies the condition. Zero is always a 

legitimate threshold because all propositions will be accepted and suspended, and 

there is no believed proposition except ὡ. (π Í Ὅ )  

For any belief function ὄὩὰЈ, and threshold ὧὶ, there is a set of believed 

propositions, which are accepted, and the negation of which is not accepted. A 

legitimate threshold should produce a consistent belief set. That set could be called a 

suggested set of possibilities, or suggested proposition by the agent. This set could be 

called a belief set if it is consistent and the intersection of each two believed 

propositions belongs to the set. (or it is closed under logical consequence).  
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If a threshold is legitimate, then the set of believed propositions as per the 

threshold is closed under logical consequence. Alternatively, if a threshold is legitimate, 

then it produces a belief set. 

3.1 From belief function to the quaternary epistemic states 

The critical point plays a central role in the quaternarization of degrees of belief. 

We could define belief, suspended judgment, disbelief, and ignorance based on the 

critical point. For defining basic doxastic attitudes, we need to define what an accepted 

proposition is. An accepted proposition indicates that the agent is capable of accepting 

the proposition because she finds the degree of belief firm enough to accept that 

proposition. The agent might find the negation of that proposition also firm enough to 

accept. 

Accepted (believable) proposition:  A proposition is accepted if and only if its 

degree of belief is more than the critical point ὅὶ. 

 
               ὃὧὧὄ  ª   ὧὶὄὩὰЈὄ  

(16) 

Based on this definition we could define the basic doxastic attitudes as per the 

relationship between acceptance and basic doxastic attitudes. A proposition, ὄ, is 

believed if and only if ὄ is an accepted (believable) proposition and ὄ is not an 

accepted proposition. (A5) ὄὩὰὃȟὄ ὃὧὧὃȟὄ ᷈ ὃὧὧὃȟὄ . A proposition is 

disbelieved if and only if its negation is believed.  

An essential property of the above definition is that from accepting a proposition 

does not follow that its negation is necessarily not accepted. It makes room for defining 

suspended judgments. The proposition, ὄ, is suspended if and only if the proposition 

and its negation are accepted; in other words, their degree of suspension is more than 

the critical point. And eventually Ignorance: An agent is ignorant about the proposition, 
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ὄ , if and only if the proposition and its negation both are not accepted. Or the 

maximum degree of belief and disbelief is less than the critical point. 

 
ὄὩὰὄ  ¹   ὄὩὰЈὄ ² ὧὶ Ø  ὄὩὰЈ ὄ ὧὶ 

(17) 

 
ὈὭίὄ  ¹   ὄὩὰЈὄ ὧὶ Ø  ὄὩὰЈ ὄ ² ὧὶ 

(18) 

 
Ὓόίὄ  ¹   ὄὩὰЈὄ ² ὧὶ Ø  ὄὩὰЈ ὄ ² ὧὶ 

(19) 

 
  ὍὫὲὄ  ¹   ὄὩὰЈὄ ὧὶ Ø  ὄὩὰЈ ὄ ὧὶ 

(20) 

Notice that if a proposition ὄ is believed then as per (17) necessarily ὄὩὰЈὄ

ὈὭίЈὄ .  

For finding thresholds which produce a belief set we assume that the agent wants:  

a) to accept all propositions of which their degrees of belief are more than the 

critical point 

b) not to accept any proposition of which their degrees of belief is less than the 

critical point.  

c) to believe the intersection of two believed propositions (close under logical 

consequence) 

d) to have a consistent set of belief 

Every set of believed propositions produces a set of possibilities, or proposition, 

which is the intersection of all believed propositions. LetΩǎ call it a core belief and the 

set ὅὄ be the core belief of the set of all believed propositions as per the critical point 

ὧὶ. Core belief is  
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ὄὩὰЈὄ ² ὧὶ  Ø  ὈὭίЈὄ  ὧὶ   ª  " Æ ὅὄ  ὅὄ  

(21) 

(21) says that the intersection of all believed proposition is equal to the core belief. 

(notice that the core belief is the smallest believed proposition).  

A threshold is legitimate if the intersection of all believed propositions as per that 

threshold (which is the core belief), is believed, and any superset of this core belief is 

believed as well. Let ,ÅÇὧὶ means ÃÒ is legitimate: 

 
 ὒὩὫὧὶO  " ὄȟὅ  ὄὩὰὄ Ø "ÅÌ# ᴼ ὄὩὰὄÆὅ  

(22) 

 
ὒὩὫὧὶO  " ὄ  ὄὩὰὄ ᴼ ὄὩὰὄÇὅ  

(23) 

 (22) guarantees that the third (c) criteria for a legitimate threshold are held. (23) 

says if a proposition is believed all supersets of the proposition should be believed as 

well. If a threshold produces an inconsistent believed propositions then according to 

(22) the threshold is legitimate if the empty set Å, which the intersection of two 

believed contradicting propositions, is believed. No threshold can satisfy it. Because for 

any threshold between zero and one the empty set is disbelieved (>0) or is suspended 

(0). Therefore (22) and (23) are enough for finding the legitimate thresholds.  

 
 " ὄȟὅ  ὄὩὰὄ ᴼ ὄὩὰὄÇὅ   Ø " ὄȟὈ  ὄὩὰὄ Ø "ÅÌ$

ᴼ ὄὩὰὄÆὈ  ª ὒὩὫὧὶ 

(24) 

Still, there is a way to find a better and simpler criterion for a legitimate threshold:  
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 If the set of believed propositions as per the threshold cr, contains 

the intersection of its members then it is a legitimate threshold. 

 

Let ὑ  be the set of believed proposition when the threshold is cr, then the 

above definition says: 

 
 ὒὩὫὧὶ ª  ὑ  ɸ ὑ  

(25) 

One needs to find all thresholds which satisfy (25).  

I think by following steps, the agent can reach all legitimate thresholds: 

a) An ordered set of degrees of belief:  

                        ὈὩὫ ὦ ὄὩὰЈὄ   ὄ Í ς  (ordered set) 

For every ὄὩὰЈὄ  and ὄὩὰЈὄ  all thresholds in ὄὩὰЈὄ  ȟὄὩὰЈὄ   

produce the same set of believed propositions because what is accepted according to 

ὄὩὰЈὄ  as the threshold, is also accepted in any number in interval, and every 

proposition which is not accepted according to ὄὩὰЈὄ  is not accepted for any 

number in the interval. 

b) For every proposition ὄ define the set of believed propositions:  

                                  ὑ Ј ὅ ȿ ὄὩὰЈὅ ²  ὄὩὰЈὄ   Ø  ὈὭίЈὅ

ὄὩὰЈὄ  

Introducing the set of believed propositions for all thresholds in the set ὈὩὫ. 

c) ὑ Ј  is consistent and deductively closed if and only if 

Ẕ ὅ  Í  Ј  Í ὑ Ј  and it means that ὄὩὰЈὄ  is a legitimate 

threshold. 
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d) If ὑ  is consistent then all numbers between (ὦ , ὦ  are legitimate. 

ὄὩὰЈὄ  ὦ. The reason is that they produce the same set of believed 

proposition as ὄὩὰЈὄ  does. 

Above instruction is a solution for finding all legitimate thresholds because for 

finding the legitimate thresholds one needs just to check all numbers that are assigned 

as a degree of belief to a proposition. For any number in the interval between every 

two number in the ordered set, the result of believed propositions does not change 

because the set of all accepted propositions and the set of all not accepted 

propositions remain the same. 

Let us find legitimate thresholds for the example (finding the panther): 

 Å ύ  ύ  ύ  ύ  ύȟύ  ύȟύ  ύȟύ  

ὄὩὰЈ 0 .225 0 .2 0 .375 .425 .225 

ὈὭίЈ 1 .2 .650 .375 .575 .2 0 .2 

 ύȟύ  ύȟύ  ύȟύ  ύȟύȟύ  ύȟύȟύ  ύȟύȟύ  ύȟύȟύ  ύȟύȟύȟύ  

ὄὩὰЈ .2 0 .2 .575 .375 .650 .2 1 

ὈὭίЈ .225 .425 .375 0 .2 0 .225 0 

 

a) ὈὩὫ πȟȢςȟȢςςυȟȢσχυȟȢτςυȟȢυχυȟȢφυπȟρ 

b) Set of believed propositions for every ὦ in ὈὩὫ. 

Table 6 
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¶ ὑ ὅ ȿ ὄὩὰЈὅ ²  π Ø  ὈὭίЈὅ π Å  All propositions are 

suspended 

¶ ὑȢ ὅ ȿ ὄὩὰЈὅ ²  Ȣς  Ø  ὈὭίЈὅ Ȣς

ύ ȟύȟύ ȟύȟύȟύ ȟύȟύȟύ ȟύȟύȟύȟύ  

¶ ὑȢ ὅ ȿ ὄὩὰЈὅ ²  Ȣςςυ Ø  ὈὭίЈὅ Ȣςςυ  

ύ ȟύȟύ ȟύȟύ ȟύȟύ ȟύȟύȟύ ȟύȟύȟύ ȟύȟύȟύ ȟύȟύȟύȟύ  

¶ ὑȢ ὅ ȿ ὄὩὰЈὅ ²  Ȣσχυ Ø  ὈὭίЈὅ Ȣσχυ  

ύȟύ ȟύȟύ ȟύȟύȟύ ȟύȟύȟύ ȟύȟύȟύ ȟύȟύȟύȟύ  

¶ ὑȢ ὅ ȿ ὄὩὰЈὅ ²  Ȣτςυ  Ø  ὈὭίЈὅ Ȣτςυ 

ύȟύ ȟύȟύȟύ ȟύȟύȟύ ȟύȟύȟύȟύ  

¶ ὑȢ ὅ ȿ ὄὩὰЈὅ ²  Ȣυχυ  Ø  ὈὭίЈὅ Ȣυχυ 

            ύȟύȟύ ȟύȟύȟύ ȟύȟύȟύȟύ  

¶ ὑȢ ὅ ȿ ὄὩὰЈὅ ²  Ȣφυπ  Ø  ὈὭίЈὅ Ȣφυπ 

 ύȟύȟύ ȟύȟύȟύȟύ  

¶ ὑ ὅ ȿ ὄὩὰЈὅ ²  ρ  Ø  ὈὭίЈὅ ρ  

ύȟύȟύȟύ  

c) Consistent suggested core beliefs: 

¶ ὑ ὅ ȿ ὄὩὰЈὅ ²  π Ø  ὈὭίЈὅ π Å  All propositions are 

suspended 

Ẕ ὄὄ ɸ  ὑπ
Å   and Å ὑɸ Therefore 0 is legitimate 

As it was expected zero is always a legitimate threshold. 
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¶ ὑȢ ὅ ȿ ὄὩὰЈὅ ²  Ȣς  Ø  ὈὭίЈὅ Ȣς

ύ ȟύȟύ ȟύȟύȟύ ȟύȟύȟύ ȟύȟύȟύȟύ  

Ẕ ὄὄ ɸ  ὑȢς
ύρ   and ύρ ὑɸȢς Therefore .2 is legitimate 

¶ ὑȢ ὅ ȿ ὄὩὰЈὅ ²  Ȣςςυ Ø  ὈὭίЈὅ Ȣςςυ  

ύ ȟύȟύ ȟύȟύ ȟύȟύ ȟύȟύȟύ ȟύȟύȟύ ȟύȟύȟύ ȟύȟύȟύȟύ  

Ẕ ὄὄ ɸ  ὑȢςςυ
ύρ   and ύρ ὑɸȢςςυ Therefore .225 is legitimate 

¶ ὑȢ ὅ ȿ ὄὩὰЈὅ ²  Ȣσχυ Ø  ὈὭίЈὅ Ȣσχυ  

ύȟύ ȟύȟύ ȟύȟύȟύ ȟύȟύȟύ ȟύȟύȟύ ȟύȟύȟύȟύ  

  Ẕ ὄὄ ɸ  ὑȢσχυ
ύρ   and ύρ ᶱὑȢσχυ Therefore .375 is not legitimate 

¶ ὑȢ ὅ ȿ ὄὩὰЈὅ ²  Ȣτςυ  Ø  ὈὭίЈὅ Ȣτςυ 

ύȟύ ȟύȟύȟύ ȟύȟύȟύ ȟύȟύȟύȟύ  

Ẕ ὄὄ ɸ  ὑȢτςυ
ύρȟύσ   and ύρȟύσ ᶱὑȢτςυ Therefore .425 is not legitimate 

¶ ὑȢ ὅ ȿ ὄὩὰЈὅ ²  Ȣυχυ  Ø  ὈὭίЈὅ Ȣυχυ 

ύȟύȟύ ȟύȟύȟύ ȟύȟύȟύȟύ  

Ẕ ὄὄ ɸ  ὑȢυχυ
ύρȟύσ   and ύρȟύσ ᶱὑȢυχυ Therefore .575 is not legitimate 

¶ ὑȢ ὅ ȿ ὄὩὰЈὅ ²  Ȣφυπ  Ø  ὈὭίЈὅ Ȣφυπ 

 ύȟύȟύ ȟύȟύȟύȟύ  

Ẕ ὄ ɸ  Ȣ ύȟύȟύ   and ύȟύȟύ ὑɸȢ  Therefore .650 is 

legitimate 
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¶ ὑ ὅ ȿ ὄὩὰЈὅ ²  ρ  Ø  ὈὭίЈὅ ρ ύȟύȟύȟύ   

Ẕ ὄ ɸ  ύȟύȟύȟύ   and ύȟύȟύȟύ ὑɸ Therefore 1 is 

legitimate 

So zero and one are always legitimate 

d) Legitimate thresholds:  

 Legitimate thresholds = πȟȢςςυÇ Ȣυχυȟρ  

An impressive result of this account is that suspending all proposition by taking 

zero as the acceptance threshold always is legitimate. Also, taking one as the threshold 

and believing the only ὡ is always legitimate.  

In the above example, if the agent takes .650 as her threshold, then she believes 

that it was not the blue panther with a short tail ὄØ ὅ. This proposition expresses 

the most valuable information according to .650 as her acceptance threshold.  

It could be observed that a threshold like .5 does not work because the 

intersection of two believed propositions is not believed while .6 is a legitimate 

threshold and the intersection of believed propositions is believed. It is easy to make 

new examples and observe the result of this account. Intuitively I find this proposal rich 

ŀƴŘ ŎƻƴǾƛƴŎƛƴƎΦ [ŜǘΩǎ Ǝƻ ŦǳǊǘƘŜǊ ōȅ ƳŀƪƛƴƎ ŀƴ ŜǇƛǎǘŜƳƛŎ ƭƻƎƛŎ ōŀǎŜŘ ƻƴ ǘƘƛǎ ǇǊƻǇƻǎŀƭ to 

ŎƻƳǇŀǊŜ ƛǘ ǘƻ .ŜƭƴŀǇΩǎ ƳƻŘŜƭ ǿƘƛŎƘ ǿŜ ŘƛǎŎǳǎǎŜŘ ƛƴ chapter two.   

3.2 Truth table (as a four-valued logic) 

We could make a four-valued (logic) based on this proposalΦ [ŜǘΩǎ ὅὄ be the 

smallest believed proposition, or the intersection of all believed proposition, based on 

a legitimate threshold, then: 
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ὄὩὰ ὈὭί 

ὈὭί ὄὩὰ 

ὍὫὲ ὍὫὲ 

Ὓόί Ὓόί 

 

Ø ὄὩὰ Ὓόί ὍὫὲ ὈὭί 

ὄὩὰ ὄὩὰ Ὓόί ὍὫὲ ὈὭί 

Ὓόί Ὓόί ὈὭίÅȟὛόί * ὈὭί 

ὍὫὲ ὍὫὲ * ὈὭίÅȟὍὫὲ ὈὭί 

ὈὭί ὈὭί ὈὭί ὈὭί ὈὭί 

  

Ù ὄὩὰ Ὓόί ὍὫὲ ὈὭί 

ὄὩὰ ὄὩὰ ὄὩὰ ὄὩὰ ὄὩὰ 

Ὓόί ὄὩὰ ὄὩὰ#"ȟὛόί  z ὄὩὰ 

ὍὫὲ ὄὩὰ  z ὄὩὰ#"ȟὍὫὲ Ὓόί 

ὈὭί ὄὩὰ Ὓόί ὍὫὲ ὈὭί 

 

 

 

Table 7 

Table 9 

Table 8 
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­ ὄὩὰ Ὓόί ὍὫὲ ὈὭί 

ὄὩὰ ὄὩὰ Ὓόί ὄὩὰ ὄὩὰ 

Ὓόί ὄὩὰ ὄὩὰ#"ȟὛόί  z Ὓόί 

ὍὫὲ ὄὩὰ  z ὄὩὰ#"ȟὍὫὲ ὍὫὲ 

ὈὭί ὄὩὰ ὄὩὰ ὄὩὰ ὄὩὰ 

 

ὈὭίÅ , Ὓόί, means it is disbelieved if it is an empty set, and it is suspended 

otherwise.  ὈὭίÅ , ὍὫὲ,  means it is disbelieved if it is an empty set, and it is unknown 

otherwise. 

ὄὩὰὅὄ, Ὓόί means it is believed if it is the core belief, and it is suspended 

otherwise. ὄὩὰ#", ὍὫὲ means it is believed if it is the core belief, and it is unknown 

otherwise.  

[ŜǘΩǎ ǇǊƻǾŜ one of the outcomes to show how it could be proved. The intersection 

of two suspended propositions; ὄ and ὅ, could be a disbelieved proposition or a 

suspended proposition (proof): for proving that a disbelieved proposition or a 

suspended proposition, one needs only an example. If ὄ Ø ὅ ,ɲ then  ὈὭίὄ Ø ὅ 

because its degree of belief is zero. Also ὄ Ø ὅ could be a suspended proposition, a 

simple example is ὅ ὄ, then ὄ Ø ὅ ὄ, which means ὄ Ø ὅ is suspended, because 

ὄ is suspended. Now, I should prove that their intersection cannot be a believed 

proposition or an unknown proposition. First, the outcome cannot be a believed 

proposition, because if ὄ Ø ὅ is believed, then ὄ would be believed as well (which is 

not). In other words, if ὄὩὰὄ Ø ὅ ²  ὧὶ, then ὄὩὰὄ ²  ὧὶ. Second, it cannot be an 

unknown proposition, because if it is unknown, then ὄὩὰὄ Ù ὅ ¢  ὧὶ, and 

Table 10 
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consequently ὄὩὰὄ ¢  ὧὶ (which is not). Therefore, ὄ Ø ὅ cannot be a believed or 

an unknown proposition. 

Lƴ ŎƻƴǘǊŀǎǘ ǘƻ .ŜƭƴŀǇΩǎ ƳƻŘŜƭΣ by having the acceptance threshold concerning a 

belief function and a legitimate function the agent can have only three of all four 

epistemic states. I explain the issue in the next section. 

3.3 Qualitative Ignorance and suspended judgment 

Unfortunately, DS could not represent all doxastic attitudes, because there is an 

important problem. For any legitimate acceptance threshold, one may have one of 

three epistemic states that two of them are belief and disbelief. I mean, it is impossible 

to have any unknown proposition when there is a proposition which is suspended. Also 

if the agent suspend a proposition, she cannot consider any other proposition as an 

unknown proposition.  

Proof. Imagine ὄ is suspended and ὅ is unknown according to the legitimate 

critical point ὧὶ, then  

ὄὩὰЈὄ ² ÃÒȟὄὩὰЈ " ² ὧὶȟὄὩὰЈὅ < ÃÒȟὄὩὰЈ # < ÃÒȢ 

I) One can prove that ὄ Ç ὅ is believed. ὄὩὰЈὄ Ç ὅ ² ÃÒ, because ὄṒ

ὄ Ç ὅ, and ὄὩὰЈὄ Ç ὅ ² ὄὩὰЈὄ ² ÃÒ. Also ὄὩὰЈ ὄ Æ ὅ < ÃÒ, 

because ὄ Æ ὅ Ṓ ὅ, and ὄὩὰЈ ὄ Æ ὅ <  ὄὩὰЈὅ < ÃÒ.  

II) Also ὄ Ç ὅ is believed. ὄὩὰЈὄ Ç ὅ ² ÃÒ, because ὄṒὄ Ç ὅ, and 

ὄὩὰЈὄ Ç ὅ ² ὄὩὰЈὄ ² ÃÒ. Also ὄὩὰЈ ὄ Æ ὅ < ÃÒ, because 

ὄ Æ ὅ Ṓὅ, and ὄὩὰЈ ὄ Æ ὅ <  ὄὩὰЈὅ < ÃÒ.  

Moreover, as per (I) and (II), ὄὩὰὄ Ç ὅ  and ὄὩὰὄ Ç ὅ , one can conclude 

that ὄὩὰὄ  because the threshold was legitimate, therefore the intersection of two 

believed proposition should be believed. But as we assumed ὄ was suspended, 
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Ὓόίὄ , and a proposition cannot be suspended and believed at the same time as I 

discussed in the first chapter. Therefore, the assumption that a legitimate proposition 

can produce a suspended proposition and an unknown proposition at the same time is 

wrong. Therefore, for a legitimate threshold it is impossible to have a suspended 

proposition and an unknown proposition at the same time.   

I think the above consequence of the Acceptance threshold proposal is not quite 

plausible. The way that DS works cannot do better. Every model in formal epistemology 

has its limitation and problems. The transition from mass function and the belief 

function make this problem. In the last chapter, I introduce quantitative acceptance 

revision model and this acceptance threshold proposal works properly there.  

4 Suspension/Ignorance and the rule of combination 

It seems DS can represent a quantitative and qualitative suspension of judgment 

(with some problems). There is another problem when we see how DS propose to 

combine evidence. One can expect that an agent should suspend her judgment when 

she combines two highly conflicting evidence, unfortunately, DS cannot provide a 

solution for this problem. Finding a satisfying rule of combination still is an open 

problem. I think this project provides clear and clean interpretation because of 

distinguishing suspension and ignorance.  

DS in its classic interpretation cannot distinguish suspension and ignorance, that is 

why I tried to give a satisfying interpretation of DS. In the next section, one can see 

how classic DS propose to combine information and make a new mass function when 

there is information from various sources. I explain the rule of combination which are 

proposed by Dempster, Yager, Inagaki and Dubois and Prade and I illustrates why they 

are not working and how the problem is just about the distinction between suspension 

and ignorance.   
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4.1 The Dempster rule of combination.  

It is essential to know how to combine information from two independent sources 

of knowledge, which give two mass or belief functions. If an agent receives information 

from two different sources what should she do? The first thought may be the following: 

If an agent learns to believe ὄ and learns to believe ὅ, where ὅ is compatible with ὄ, 

then she should conclude that ὄÆὅ should be believed. If ὄ and ὅ are not compatible, 

then she should believe only all tautologies. Dempster rule capture the intuition when 

it comes to the notion of belief, but it fails to keep the valuable information during the 

combination of evidence. Receiving conflicting information does not always mean that 

that information is not valuable. [ŜǘΩǎ ǎŜŜ Ƙƻǿ 5ŜƳǇǎǘŜǊΩǎ ǊǳƭŜ ǿƻǊƪǎ and fails. 

5ŜƳǇǎǘŜǊΩǎ Ǌule of combination is a three-step process: 1. The intersection of focal 

elements, which defines where masses should be distributed. Here it ignores all 

incompatible focal elements. 2. Multiplication of corresponding basic probability 

numbers ὓὓ , which distributes non-normalized masses 3. Normalization, which 

makes the result a new mass function. 

The combination of two pieces of evidence could be calculated by the following 

equation: 

 
ὓ ὄ ὓ ὅȢὓ Ὀ

Æ   

Ⱦ ὓ ὅȢὓ Ὀ

Æ  ̧ Å

 
(26) 

This rule of combination is not what we like. The reason is simple; it ignores all 

conflict. [ŜǘΩǎ propositions ὄ and Ὀ be the focal elements of ὓ , and ὅ and  Ὀ be a 

focal element in ὓ , while ὄ and ὅ and Ὀ are mutually exclusive, then in the combined 

mass function, the mass of ὄ and ὅ are both zero, because В ὓ ὉȢὓ ὊÆ    

because for any two propositions that their intersection is ὄ or ὅ, the mass of one of 

them is zero.  
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An example can illustrate the problem. Imagine there are three possibilities: ύ , 

ύ , ύ , and two mass functions, ὓ  and ὓ , and their corresponding belief function, 

ὄὩὰЈ and ὄὩὰЈ:  

 ύ  ύ  ύ  ύȟύ  ύȟύ  ύȟύ  ύȟύȟύ  

      ὓ  .9  .1 0 0 0 0 0 

      ὄὩὰЈ .9 .1 0 1 .9 .1 1 

      ὓ  0 .1 .9 0 0 0 0 

      ὄὩὰЈ 0 .1 .9 .1 .9 1 1 

 

If the agent takes ὧὶȢσ as the threshold, then she thinks as per the first source 

that she should believe ύ  as core belief or smallest believed proposition and she 

should believe its supersets. Then ύȟύ  is disbelieved. Also, she thinks that as per 

the second source she should believe ύ  as the core belief and all its supersets while 

she disbelieves ύȟύ . First thing that we expect is that as ύ  and ύ  are not 

compatible, therefore, the qualitative conclusion of the combination should not 

propose to believe them. 5ŜƳǇǎǘŜǊΩǎ ǊǳƭŜ ŘƻŜǎ ǘƘŀǘ. The combination ὓ  is: 

 ύ  ύ  ύ  ύȟύ  ύȟύ  ύȟύ  ύȟύȟύ  

      ὓ  .9 .1 0 0 0 0 0 

      ὄὩЈ .9 .1 0 1 .9 .1 1 

      ὓ  0 .1 .9 0 0 0 0 

Table 11 
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      ὄὩὰЈ 0 .1 .9 .1 .9 1 1 

ὓ  0 1 0 0 0 0 0 

      ὄὩὰЈ  0 1 0 1 0 1 1 

 

5ŜƳǇǎǘŜǊΩǎ ǊǳƭŜ satisfy the constraint that ύ  and ύ  should not be believed 

in the conclusion but it has a negative result when we look at what it proposes to 

believe: ύ Ȧ The proposition ύ  is disbelieved according to the both sources, and 

after the combination it is believed.  

I think the agent, which considers ὅὶ Ȣσ as the threshold, should suspend ύ  

and ύ  after the combination. Because in comparison to ύ , it has more support, 

at least one source is .9 certain that ύ  should be believed. 

Another problem is that the combination ignores the conflicting focal elements 

and it does not matter two sources are highly conflicting or not. For example, even 

each source assign .9999999 as the mass of ύ  and ύ  and .0000001 as the mass 

of ύ , the combination is the same! Or .3 as the mass of ύ  and ύ  and .7 as the 

mass of ύ , again the result is the same. It is not realistic.  

The problem may be the first step of the combination: intersection. The result 

always assigns degrees to the intersection of focal elements. We need a rule of 

combination that, based on the reliability of sources of knowledge, makes a proper 

result. When two entirely reliable sources are giving two highly conflicting evidence, 

then the result should be a suspended judgment. When they are not reliable, and they 

are independent, then it seems reasonable to ignore the conflicting data, but the 

problem is that we could not simply assign 1 to their intersection. When two sources 

Table 12 
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of knowledge that we do not know whether or not they are reliable, are giving highly 

conflicting information, then it is reasonable to assume that they are not reliable. So, 

we could ignore the conflict, and we apply the intersection of their suggested focal 

elements.  

Shafer introduced the method of discounting a belief function and explained its 

importance in the combination of highly incompatible belief function108. Let ρ ὥ be 

the degree of reliability (or trust as Shafer called it) such that π ὥ ρ and 

ὄὩὰЈὄ ρ ὥȢὄὩὰὄ . For combining two or more than two belief functions 

(not mass function), we could apply the following rule:  

 
ὄὩὰЈὄ ρȾὲ   ὄὩὰЈὄ Ễ ὄὩὰЈὄ  

(27) 

bƻǘƛŎŜ ǘƘŀǘ ƛƴ 5ŜƳǇǎǘŜǊΩǎ ǊǳƭŜ ŜǾŜƴ if an agent receives the information from 10 

sources, nine compatible sources and one highly incompatible source, the result is the 

same as having two conflicting sources. By the discounting method, the result is 

different and consequently more plausible. 

One of the problems with discounting method is that the order of combination 

changes the result. Imagine an agent use this method for two belief functions   ὄὩὰЈ 

and   ὄὩὰЈ. Then, she receives    ὄὩὰЈ.  All with the same degree of reliability. The 

result for A will be    ὄὩὰЈὄȾτ     ὄὩὰЈὄȾτ    ὄὩὰЈὄȾς. If she receives 

   ὄὩὰЈ and    ὄὩὰЈ and then    ὄὩὰЈ, the result is different    ὄὩὰЈὄȾτ  

   ὄὩὰЈὄȾτ    ὄὩὰЈὄȾς. The reason behind the problem of discounting 

method is that the average operator is not associative. 

4.2 ¸ŀƎŜǊΩǎ Ǌǳle 

Yager proposed a new ǊǳƭŜ ǘƻ ŀǾƻƛŘ 5ŜƳǇǎǘŜǊ ǊǳƭŜΩǎ ǇǊƻōƭŜƳΦ He focused on the 

normalization and the redistribution of masses. He did not change the structure of the 

 
108 Shafer, G., 1976, A mathematical theory of evidence, p:251 
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rule completely. Yager introduced ὗ, the ground probability mass assignment. The 

difference between ὗ and ὓ is the normalization: 

 
        ὗὄ ὓ ὅȢὓ Ὀ

Æ   

 
(28) 

In YagerΩǎ ǊǳƭŜΣ ǘƘŜ ƎǊƻǳƴŘ ǇǊƻōŀōƛƭƛǘȅ Ƴŀǎǎ ŀǎǎƛƎƴƳŜƴǘ ƻŦ the empty set is equal 

or more than zero. (in DS traditional model it is always zero). 

 
         ὗÅ ὓ ὅȢὓ Ὀ

Æ   Å

 
(29) 

So ὗÅ  could be zero or more than zero. π ὗÅȢ (28) proposes that we 

should assign the degree of conflict to ὗÅ . 

Next step is just adding this degree ὗÅ  to the set of all possibilities: 

 
        ὓ7  ὗ7 ὗÅ  

(30) 

From YagerΩǎ Ǉƻƛƴǘ ƻŦ ǾƛŜǿΣ ὓ7  is the degree of ignorance. The degree of belief 

based on Yager, could be calculate as per ὗ as the mass of propositions (except 7) and 

ὓ as the mass of 7.  
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 Å ύ  ύ  ύ  ύȟύ  ύȟύ  ύȟύ  ύȟύȟύ  

      ὓ  0 .9 .1 0 0 0 0 0 

      ὓ  0 0 .1 .9 0 0 0 0 

ὗ  Yager .99 0 .01 0 0 0 0 0 

ὓ  Yager 0 0 .01 0 0 0 0 .99 

ὄὩὰЈ   Yager 0 0 .01 0 .01 0 .01 1 

ὄὩὰЈ Dempster 0 0 1 0 1 0 1 1 

 

¸ŀƎŜǊΩǎ Ǌǳle cannot help so much. It has the same problem that DS had because 

still ύ  has the highest degree of belief among proper subsets of ὡ. According to 

the threshold ὅὶ Ȣσ it is unknown or ignorance, but for ὅὶ Ȣππρ it should be 

believed while ύ  or ύ  are unknown! It ignores the conflicting evidence as 

DempǎǘŜǊΩǎ ǊǳƭŜ ŘƻŜǎΦ We need a combination rule that propose to suspend a 

proposition in case of highly conflicting evidence for and against it. 

YagerΩǎ rule ƛǎ ōŜǘǘŜǊ ǘƘŀƴ 5ŜƳǇǎǘŜǊΩǎ rule because it does not give too much 

credit to the intersection of focal element. Still, the distinction between suspension 

and ignorance is missing, and it is easy to see how the mistake of taking having 

conflicting evidence and having no evidence the same epistemic state, is problematic 

in formal epistemology.  

Table 13 
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4.3 LƴŀƎŀƪƛΩǎ ǳƴƛŦƛŜŘ ŎƻƳōƛƴŀǘƛƻƴ ǊǳƭŜ  

Inagaki ǳƴƛŦƛŜǎ 5ŜƳǇǎǘŜǊΩǎ ŀƴŘ ¸ŀƎŜǊΩǎ ǊǳƭŜ Ǿƛŀ ŘŜŦƛƴƛƴƎ ǳƴƛŦƛŜŘ ŎƻƳōƛƴŀǘƛƻƴ ǊǳƭŜ 

ōȅ ŀǇǇƭȅƛƴƎ ¸ŀƎŜǊΩǎ ƎǊƻǳƴŘ ǇǊƻōŀōƛƭƛǘȅ Ƴŀǎǎ ŀǎǎƛƎƴƳŜƴǘΦ  Take ὗÅ  as the degree of 

conflict, then 

 
      ὓ" ρ ὯȢὗÅ Ȣὗ" 

ὄ ̧ ÅȠ ὄ̧ 7Ƞ π Ὧ
Å

  

(31) 

 
 ὓ ὡ ρ ὯȢὗÅ Ȣὗὡ ρ ὯȢὗÅ ὯȢὗÅ  

(32) 

Based on what one takes as Ὧ, the result will be different. 

 

When Ὧ is in its highest degree then 

ὓ ὄ ρ ὗÅ Ⱦρ ὗὡ ὗÅ  ȢὗÅ  

ὓ ὡ ὗὡ  

These rules, Dempster, Yager and even the extreme rule, could not solve our 

problem because they follow the first step, they work on the intersection of focal 

elements.  

 

Inagaki rule of combination 
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4.4 Dubois ŀƴŘ tǊŀŘŜΩǎ ŘƛǎƧǳƴŎǘƛǾŜ ŎƻƴǎŜƴǎǳǎ ǊǳƭŜ 

From Dubois ŀƴŘ tǊŀŘŜΩǎ Ǉƻƛƴǘ ƻŦ ǾƛŜǿΣ ŀōƻǾŜ ǊǳƭŜǎ ǿƻǊƪ ŦƻǊ ŀ ǎŜǘ ƻŦ ǎƻǳǊŎŜǎ ǘƘŀǘ 

they are reliable, and we retract the conflicting evidence. Dubois and Prade distinct 

disjunctive and conjunctive pooling. 

Conjunctive pooling: if the sources are completely reliable and properly 

interpreted, then there is no room for conflicting evidence, we should ignore them 

because it could be self-contradictory to claim that those sources are reliable. 

Disjunctive pooling: if the sources are not completely reliable, but we have no 

information about their reliability then we can assume that one of those sources tells 

the truth without specifying which one109.  

 
                ὗὄ ὓ ὅȢὓ Ὀ

Ç   

 
(33) 

As an example, let us see how this rule treats example mentioned above. 

 ύ  ύ  ύ  ύȟύ  ύȟύ  ύȟύ  ύȟύȟύ  

ὓ  0.9 .1 0 0 0 0 0 

ὓ  0 .1 .9 0 0 0 0 

ὓ  0 .01 0 .09 .81 .09 0 

 

 
109 Dubois D., Prade, h., 1992, On the combination of evidence in various mathematical frameworks, in Reliability data 
collection and analysis, by Flamm, J. and Luisi, T., 1992: page 213-241 

Table 14 
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Again, this rule does not change so much, because still, like other rules, the degree 

of belief for ύ  is zero. There is a problem. I think ̧ ŀƎŜǊΩǎ ǊǳƭŜ ŀƴŘ 5ǳōƻƛǎ ŀƴŘ tǊŀŘŜΩǎ 

rule has the same nature toward conflicting data, but the later gives us better and more 

elaborate results however it cannot distinguish ignorance and suspension during the 

combination. 

5 Basic doxastic attitudes in DS 

Dempster-Shafer theory of evidence can represent the degree of suspension and 

ignorance, but it fails to keep their natural value when it combines two sources of 

evidence. It is not fully successful to represent doxastic attitudes qualitatively however 

it is more successful than BE.  

The definition of degrees of suspension and ignorance works properly. The degree 

of suspension is the degree of conflicting belief, and the degree of ignorance is one 

minus the sum of the degree of belief and disbelief.   

Regarding the relationship between belief function and basic qualitative doxastic 

attitudes, I have proposed a proposal. If the agent tries to distinguish doxastic 

attitudes, she should answer the acceptance threshold question: At which degree of 

belief I should accept a proposition? Finding the legitimate threshold is what an agent 

should do in a context and according to her belief function. The goal is trying to have a 

consistent and closed belief set. This proposal works, but it has its limits. Briefly, I can 

say concerning the quaternary judgmental assertions (qualitative belief, disbelief, 

suspension, and ignorance) an agent cannot suspend a proposition while she finds 

another proposition unknown and vice versa.  

Unfortunately, DS does not give a sensible rule of combination for combining two 

pieces of evidence. I showed that proposed rules of combination that work based on 

the intersection of focal elements could not be plausible. Disjunctive pooling method 
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is a more elaborate rule of combination than DS and YageΩǎ ǊǳƭŜ, but it is still in 

Dempster's camp because it cannot distinguish suspended judgment from ignorance 

during combining evidence. The rule of combination after years still is an open 

question, and it needs a separate project to be discussed. Still, there is not a 

satisfactory rule of combination to keep the evidential support of proposition as it is 

naturally expected. I showed that neglecting the distinction between suspension and 

ignorance plays is the reason that there is not the satisfactory rule of combination.  
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 Ranking theory  

 

By applying ranking theory, we can represent quantitative and qualitative notions 

of belief, suspension of judgment110, ignorance, belief change (like belief revision), 

conditionals, conditionalization (like general conditionalization in subjective 

probability). It entails all Belief Revision postulates for contraction, expansion, and 

 
110 The representation of suspended judgment need some improvement which I will present. This 
theory is open for more improvement and new achievement in Formal Epistemology.  

5 

ΧProbably the best thing to say is that the philosopher 
inquires into the rational laws of the dynamics of 
ōŜƭƛŜŦΦ IƻǿŜǾŜǊΣ ǘƘŜ ǘŜǊƳ άǊŀǘƛƻƴŀƭέ ƛǎ Ŝǉǳŀƭƭȅ 
ambiguous between a normative and a descriptive 
perspective.  
The Laws of Belief, Wolfgang Spohn 
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revision111 and it is fruitful as much as a subjective probability because it is capable of 

representing degrees of belief and conditionalization. For understanding its motivation 

and its philosophical background, we could come back to the history of probability by 

looking at Bernoulli112 on non-additive probability, or Joseph Butler113 who had the 

same ideas, that if ὄὩὰЈ ὄȿὅ π, then ὄὩὰЈ ὄȿὅ π which is not like the 

familiar complementation principle of negation.114  

 
ὄὩὰЈ ὄȿὅ π   ­    ὄὩὰЈ ὄȿὅ π  

(1) 

This theory and its capability of defining the degree of unopinionatedness 

(neutrality), is an exceptional property among other theories. During the inquiry into 

Ranking theory (RT), I noticed that the following questions play crucial roles: A) what 

are ranks? A narrower question could be: do ranks relate to qualitative epistemic 

updates, or do they relate to the quantitative epistemic changes? B) Could RT 

represent the grading of suspension as the degree of contradiction (minimum degree 

of belief and disbelief)? What about the degree of ignorance? Could we consider the 

degree of neutrality as the degree of suspension?  C) what does suspension mean in 

RT and what RT can say about qualitative ignorance? In the end, I introduce a General 

Ranking Theory which is capable of being a basic qualitative model of the qualitative 

acceptance theory. The complete qualitative model of qualitative acceptance revision 

is presented in the last chapter.   

 

 
111 See Spohn, W. 2014. AGM, ranking theory, and the many ways to cope with examples. In David 
Makinson on Classical Methods for Non-Classical Problems (pp. 95-118). Springer Netherlands. Not 
only it entails belief revision postulates for expansion, contraction and expansion.  
112 Spohn, W. 2009, A survey of Ranking Theory, in Huber, F., and Schmidt-Petri, C., (editors), Degrees of 
Belief, Dordrecht, Springer, P. 186  
113 Cohen, J. 1980. Some historical Remarks on the Baconian conception of probability. Journal of the 
History of ideas 41, 219-231: P 224  
114 ὄὩὰЈ ὄȿὅ π, then ὄὩὰЈ ὄȿὅ ρ ὄὩὰЈ ὄȿὅ ² π 
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1 Classic Ranking Theory 

Ranking theory, like subjective probability, takes the object of belief to be a 

proposition, set of possibilities. The objects of all doxastic attitudes, namely belief, 

disbelief, and suspension of judgment is a proposition, are a set of centered possible 

worlds, or a set of possibilities115: 

 These objects are pure contents, i.e., propositions. To be a bit 

more explicit: We assume a non-empty set W of mutually 

exclusive and jointly exhaustive possible worlds or possibilities, as 

I prefer to say, for avoiding the grand associations of the term 

ΨǿƻǊƭŘΩ ŀƴŘ ŦƻǊ ŀƭƭƻǿƛƴƎ ǘƻ ŘŜŀƭ ǿƛǘƘ ŘŜ ǎŜ ŀǘǘƛǘǳŘŜǎ ŀƴŘ ǊŜƭŀǘŜŘ 

phenomena (where doxastic alternatives are considered to be 

centered worlds rather than worlds). And we assume an algebra 

A of subsets of W, which we call propositions. All the functions we 

shall consider for representing doxastic attitudes will be functions 

defined on that algebra A. 

 

1.1 Negative Ranking function 

Assume a non-empty set of possible worlds that they are mutually exclusive and 

jointly exhaustive. Take each of them as a possibility. Then define  ꜝas an algebra of 

subsets of ὡ. Each member (like ὄ) of ꜝ  is a proposition.  

Let ꜝ  be an algebra over ὡ. Then k is a negative ranking function for ,ꜝ if and 

only if, ‖ is a function from ꜝ   into Ὑᶻ = ὙÇ {¤} such that for all ὄȟὅ Í ꜝ :   

 
 ‖ ὡ π  

(2) 

 
115 Spohn, W. 2009, A survey of Ranking Theory, in Huber, F., and Schmidt-Petri, C., (editors), Degrees 
of Belief, Dordrecht, Springer, p: 4 
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 ‖ Å ¤ 

(3) 

 
 ‖ ὄÇὅ ÍÉÎ‖ ὄȟ‖ ὅ  

(4) 

The function k is a grading of disbelief116. It is the reason that k is called a negative 

ranking function. ‖ ὃ π means ὃ is not disbelieved. Notice that not-disbelieving 

does not entail believing. This simple move, helps us to represent at least three 

epistemic states because a proposition and its negation might be not-disbelieved, and 

it means they are not believed or disbelieved. I discuss this issue later. 

Besides, as we have  ‖ ὄÇ ὄ ‖ ὡ ÍÉÎ‖ ὄȟ‖ ὄ π, one can 

conclude that  

 
 ‖ ὄ π Ù ‖ ὄ π 

(5) 

1.2 Positive Ranking function 

It is possible to model our doxastic states based on degrees of belief instead of 

degrees of disbelief. We can define a positive ranking function by the following:  

Let ꜝ  be an algebra over ὡ. Then “ is a positive ranking function for ꜝ  iff “ is a 

function from ꜝ   into Ὑᶻ = ὙÇ {¤} such that for all ὄȟὅ Í ꜝ :   

 
 “ ὡ ¤  

(6) 

 
 “ Å π 

(7) 

 
 “ ὄÆὅ ÍÉÎ“ ὄȟ“ ὅ  

(8) 

 
116 Spohn, W., 2012, Laws of Belief, ranking theory and its applications, OUP, P: 70 
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The function p is the grading of belief. “ ὄ π means that ὄ is not believed. (6) 

says that the agent should believe tautologies, and (7) says that her degree of belief 

for all contradictions is zero. And (8) says that the degree of belief of a conjunction of 

two propositions is their minimum degree of belief.  

As we have  “ ὄÆ ὄ “ Å ÍÉÎ“ ὄȟ“ ὄ π, Therefore,  

 
 “ ὄ π Ù “ ὄ π 

(9) 

1.3 Two-sided ranking function 

The third function is a two-sided ranking function. Let ꜝ  be an algebra over ὡ. 

Then † is a two-sided ranking function for ꜝ iff † is a function from ꜝ  into Ὑᶻ = ὙÇ 

{¤}  such that there is a negative ranking function ‖ and its positive counterpart “ for 

which for all ὄ Í ꜝ :  

 
 † ὄ ‖ ὄ ‖ ὄ “ ὄ ‖ ὄ  

(10) 

So one can conclude that: 

 
       † ὄ † ὄ π  

(11) 

(11) asserts that the two-sided rank of a proposition plus the two-sided rank of its 

negation is zero.  

1.4 Conditional Rank 

Let ‖ be a negative ranking function for ,ꜝ and ‖ ὄ ¤ or ꜝ  is regular. Then 

the conditional rank of ὄ Í ꜝ on given ꜝ  is defined as: 
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       ‖ ὄ ȿ ὅ  ‖ ὄÆὅ ‖ὄ  

(12) 

According to (12), we have 

 
‖ ὄ ȿ ὅ π   Ù   ‖ ὄ ȿ ὅ π 

(13) 

Also, we can say ‖ ὄÆὅ ‖ ὄ ‖ ὄȿὅ . As we have ὄ

ὄÆὅÇὄÆ ὅ, we have ‖ ὄ ÍÉÎ ‖ ὄÆὅȟ‖ ὄÆ ὅ .  

Besides, the positive conditional rank as well as the negative conditional rank could 

be defined:  “ὄȿὅ  “×ὅÇὄ “×ὅ.  

The general conditionalization like Jeffrey conditionalization in subjective 

probability117, for epistemic update or revision, could be defined as follow: 

1.5 Spohn Conditionalization 

Let ‖ be a negative ranking function for ꜝ  and ὄÍ ꜝ  such that ‖ ὄȟ‖ ὄ

¤ , and ὲÍ +. Then the ὄ­ ὲ ὧέὲὨὭὸὭέὲὥὰὭᾀὥὸὭέὲ of ‖ is defined by 

 

‖­ ύ
‖ ύȿὄ   Ƞ              ύÍὄ

‖ ύȿὄ ὲȠ ύÎ ὄ
 

(14) 

One could see the conditionalization  as a three step process: first the negative 

rank of all possible worlds in the proposition decrease by subtracting ‖ὄ  because 

‖ ύȿὄ  is equal to ‖ ύÆὄ ‖ ὄ ‖ ύ ‖ ὄ  in this step the negative 

rank of ὄ will be zero. In the second step, the negative rank of all possible worlds in ×" 

will decrease by subtracting ‖ ×ὄ  (like what happened for possible worlds in ὄ) but 

 
117 The relation between simple conditionalization and Jeffrey conditionalization in BE is like the relation 
between simple conditionalization and Spohn conditionalization in RT. 
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in the third step it increases by adding ὲ. This three step guarantees that the negative 

rank of ὄ is zero and the negative rank of its negation is ὲ.  

1.6 Regularity 

A negative ranking function ‖ for ꜝ is called regular iff  ‖ὄ ¤ for all non-

empty ὄÍꜝ : 

 
‖ Ὥί ὶὩὫόὰὥὶ  ª ""Íꜝ  ὄ̧Å ­ ‖ ὄ ¤  )   

(15) 

1.7 Qualitative belief and degree of unopinionatedness 

Based on the definition of a two-sided ranking function, one can identify three 

kinds of values for every given † ὄ :  

† ὄ π, which means the agent believes B.  

† ὄ π, which means the agent disbelieves B.  

† ὄ π, which means the agent suspends her judgment towards B.   

Here, RT gives a clear relationship between qualitative and quantitative belief, 

disbelief, and suspension. But why the agent should suspend only when † ὄ π, 

Spsohn in his book says: 118   

 It may seem unfair that the range of belief extends to all 

positive reals (or integers) and the range of disbelief to all 

negative reals (or integers), whereas there is only one way to 

be neutral, namely by assigning rank π. Why should neutrality 

not comprise a larger range of ranks? We could just as well 

distinguish some positive rank (or some positive number) ᾀ 

and define the closed interval ᾀȟᾀ   as the range of 

 

 
118 Spohn, W., 2012, The Laws of Belief, ranking theory and its applications, OUP, p. 76, 77  
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neutrality. So † ὄ ᾀ, express belief in ὄ, † ὄ ᾀ, 

express disbelief in ὄ, and everything in between express 

ǎǳǎǇŜƴǎŜ ƻŦ ƧǳŘƎƳŜƴǘΧ  

Moreover, here there is something even more exciting regarding our project:119  

 Χ Ƙƻǿ exactly the parameter ᾀ is fixed depends on how strictly 

we want to understand belief in the given context. The crucial 

point is that, however we fix the parameter ᾀ, we always get 

the formal structure of belief we want to haveΧ The study of 

belief is the study of that ranking structure. 

 

The definitions of belief, disbelief, and suspension need amendment. The 

suspension set could be established based on the degree of neutrality: Ὓ ὄ ȿ ᾀ

 † ὄ ᾀ. If ᾀ  † ὄ ᾀ, then ᾀ  † ὄ ᾀ, so fortunately, it endorses one of the 

axioms (A.9) that I like to hold in this project Ὓόίὃȟὄ 3Õίὃȟὄ. In the other word, 

if ὄ Í Ὓ, then ὄ Í Ὓ. 

1.8 Doxastic attitudes in RT 

The relationship between two-sided ranking function and doxastic states is the 

following: 

 
† ὄ  ᾀ   ¹   "ÅÌ ὄ  

(16) 

 
† ὄ ᾀ   ¹   $ÉÓ ὄ  

(17) 

 
ᾀ † ὄ ᾀ  ¹   3Õί ὄ  

(18) 

I think (18) should be the state of suspension and not ignorance because there are 

cases that RT suggest assigning zero as the negative rank, like a fair coin. Also, it seems 

 
119 Ibid 
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to me that RT suggests assigning no rank to a proposition which is unknown (my 

interpretation). If there is a subset of ὡ which is not a member of the algebra and does 

not have any rank, then one can call it unknown proposition. I discuss it in the coming 

section about qualitative belief, suspension, disbelief and ignorance.  

Every negative ranking function (or two-sided ranking function), illustrates a 

unique belief set which is closed under logical consequence. The set of all believed 

propositions is the belief set: 

 
ὑ ὄ ȿ † ὄ ᾀȠᾀ π 

(19) 

Moreover, we could define the disbelief (Ὀ  and suspension set (Ὓ): 

 
Ὀ ὄ ȿ † ὄ ᾀ 

(20) 

 
Ὓ ὄ ȿ ᾀ ² † ὄ ² ᾀ 

(21) 

The proof of closure is simple. Take ὄ and ὅ as believed propositions, then their 

conjunction belongs to ὑ because we have † ὄ ᾀ, and † ὅ ᾀ and it means  

‖ ὄ ᾀ and ‖ ὅ ᾀ, on the other side we have  ‖ ὄ Ç ὅ

ÍÉÎ‖ ὄȟ‖ ὅ , 

Moreover, as the negative ranks of  ὄ and ὅ are both more than ᾀ, we can 

conclude that  

‖ ὄ Ç ὅ ᾀ, and it entails that † ὄÆὅ ᾀ or ὄÆὅ is believed: 

ὄὩὰὄÆὅ. 
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1.9 What are Ranks? 

The account that negative ranks are the grading of disbelief, and positive ranks are 

the grading of belief is the classic interpretation of RT. We could rewrite ranking 

function with different notations to reflect this interpretation: 

 
ὄὩὰЈ ὄ  “ ὄ  ‖ ὄ  

(22) 

 
ὈὭίЈ ὄ  ‖ ὄ  

(23) 

So one can conclude that  

 
ὄὩὰЈ ὄ  ὈὭίЈ ὄ  

(24) 

As believing a proposition is equivalent with disbelieving its negation, one can 

legitimately expect the same property when she thinks of quantitative belief.  (24) 

endorses this intuition.  

One of the most remarkable properties of RT is the relationship between the 

degree of ōŜƭƛŜŦ ŀƴŘ ŘƛǎōŜƭƛŜŦΦ LŦ ǿŜ ƪƴƻǿ ŀƴ ŀƎŜƴǘΩǎ ŘŜƎǊŜŜ ƻŦ ōŜƭƛŜŦ of a proposition, 

then we cannot always know her degree of disbelief. For example, if we know that the 

agent believes Ὧὄ  with the degree of π, then there is no way to know what the 

degree of disbelief Ὧ ὄ  is. If we know that the degree of belief is more than zero 

Ὧὄ π, then we could be certain that its degree of disbelief is zero Ὧ ὄ π. It 

seems that RT differs from BE with regards to the relationship between degrees of 

belief and disbelief. It is always possible to know the degree of disbelief in BE when we 

know the degree of belief. RT and DS are similar regarding to this issue. Notice BE does 

not have this property. However, I like this property of RT, but the classic interpretation 

of RT is not satisfying. There are reasons to avoid the grading-of-disbelief interpretation 

of negative ranks. In the next section, I explain the problem. 
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1.9.1 The quantitative nature of ranks 

I think it is simplistic to say that the ranks are grading of belief and disbelief. One 

criticism of this interpretation is that an agent can legitimately have a positive degree 

of belief and disbelief at the same time. For instance, in some degree I believe that in 

the next hour it is rainy because of the weather forecast that I watched on TV, also in 

some degree I disbelieve because sky is clear blue. I think that It is not necessary to 

assign zero to the degree of belief or disbelief as (1) is proposing (also (5) the law of 

negation endorses).120 It seems to me that RT focuses, in return, on the difference 

between the degree of belief and disbelief. It ignores the contradicting evidence and 

considers which one is preferable. Therefore, if a proposition and its negation are not 

both preferable, then RT says: it is suspended. This resemblance between ranks and 

the degree of preferability is clear to me, but their exact relationship is a conundrum.  

It seems natural to expect the ranking theory to represent information which is 

received as a probability function: a fair coin, a dice, or even statistical information. 

What should be the negative rank of a proposition that the coin comes up head? 

Ranking theory says zero. What should be the negative rank of the proposition that a 

dice come up 5? Again, it should be zero! The two-sided rank should be zero as well. 

I think the preferability is the key to a plausible interpretation. [ŜǘΩǎ ōŜƎƛƴ ǿƛǘƘ ǘƘŜ 

definition of preferability and the degree of preferability: 

The degree of preferability of a proposition is the degree of belief to the 

proposition minus its degree of disbelief.  

 
ὖὶὩὪЈὄ  ὄὩὰЈὄ ὈὭίЈὄ  

(25) 

 
120 I do not mean that ranking theory is not contradiction-tolerant, RT, Qualitatively, is a contradiction-
tolerant theory. 
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The first thing that connects the quantitative notion of preferability and the 

qualitative notion of belief is the expectation that if a proposition is believed, then its 

degree of preferability should be positive.  

 
ὄὩὰὄ  O  ὖὶὩὪЈὄ π 

(26) 

What are properties that ὖὶὩὪЈ and the two-sided ranking function †, both have 

in common? The first property is that from believing a proposition follows that † is 

positive (16) says that †ὄ ᾀ ὥὲὨ ᾀ π therefore, ὄὩὰὄ  O  †ὄ π. Another 

property is the relation between the degree of preferability of a proposition and its 

negation: 

 
ὖὶὩὪЈὄ ὖὶὩὪЈ×ὄ π 

(27) 

(27) is similar to (11) which says †ὄ †×ὄ π. 121  Unfortunately the, 

preferability function is not exactly the two-sided ranking function. Let me illustrate 

the situation with two examples. Imagine we have four possibilities and ὄὩὰЈ  is a 

Bayesian function as follow: 

 ύ  ύ  ύ  ύ  

ὄὩὰЈ  Ȣφ π Ȣρ Ȣσ 

ὈὭίЈ  Ȣτ ρ Ȣω Ȣχ 

 

 
121 The belief function can be Bayesian or DS. In both cases, the preferability function holds this 
property. 

Table 1 
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How can an agent translate this information into a ranking function? Could the 

preferability function help? 

 ύ  ύ  ύ  ύ  

ὖὶὩὪЈὄ  Ȣς ρ Ȣψ Ȣτ 

The degree of preferability may help the agent to have an ordered set of 

possibilities with ordinal numbers. The property of the two-sided ranking function 

which is important is that for all propositions ὄ and ὅ, the two-sided ranking function 

is such that †ὄÇὅ ² †ὄ . Therefore, if a proposition is believed, each superset of 

the proposition is believed as well. This property is important for the closure. All 

preferability functions have this property as well: for all ὄ and ὅ the preferability 

function holds that ὖὶὩὪЈὄÇὅ ² ὖὶὩὪЈὄ . Therefore, if one defines a preferability 

threshold for defining believed propositions, then for any believed proposition all 

supersets of the proposition are believed as well.  

Besides, there is another exciting property that two-sided ranking function and the 

preferability function have in common: it is impossible to have two possibilities with 

positive two-sided rank or with positive preferability degrees. The proof is simple, if the 

two-sided ranks of two possibilities are positive, †ύ π and † ύ π, then 

from †ύ π one can conclude that ‖ὡ ύ ‖ ύ  and ‖ὡ

ύ π.  

‖ὡ ύ ÍÉÎ ‖ ύ ȿ ύ  ɸ ὡ ύ π and as ύᶲὡ ύ ),  

‖ ύ π and therefore, it is impossible to have two possibilities with positive 

two-sided ranks.  

Table 2 
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For proving that two possibilities with a positive degree of preferability, assume 

that ὖὶὩὪЈ ύ π, and ὖὶὩὪЈ ύ π. Then from ὖὶὩὪЈ ύ π one can 

conclude that ὄὩὰЈ ύ ὄὩὰЈὡ ύ =ὄὩὰЈ ύ ὄὩὰЈὡ ύ ύ , 

therefore 

ὄὩὰЈ ύ ὄὩὰЈ ύ ὄὩὰЈὡ ύ ύ     (I) 

By same argument, one can conclude that  

ὄὩὰЈ ύ ὄὩὰЈὡ ύ =ὄὩὰЈ ύ ὄὩὰЈὡ ύ ύ , therefore 

ὄὩὰЈ ύ ὄὩὰЈ ύ ὄὩὰЈὡ ύ ύ   (II) 

Moreover, (I) and (II) cannot be true at the same time. Therefore, it is impossible 

to have two possibilities with positive degrees of preferability. 

The preferability function which is made based on a probability function is not 

precisely a two-sided rank because it cannot hold the most essential property of two-

sided ranks: For all degree of neutrality, ᾀ, if two propositions are believed or if the 

two-sided rank of two propositions are more than ᾀ, then the two-sided rank of the 

intersection of those propositions is more than ᾀ as well: "ᾀ †ὄ ² ᾀ    Ø  †ὅ ² ᾀ  

Ҧ  †ὄÆὅ ² ᾀ. This property guarantees the closure. Unfortunately, one cannot say 

the same thing about the preferability function. The second example illustrates why it 

does not work: 

 ύ  ύ  ύ  ύ  ύ  

ὄὩὰЈ  Ȣς Ȣς Ȣς Ȣς Ȣς 

ὈὭίЈ  Ȣψ Ȣψ Ȣψ Ȣψ Ȣψ 

ὖὶὩὪЈ Ȣφ Ȣφ Ȣφ Ȣφ Ȣφ 
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One can observe that ὖὶὩὪЈ ύȟύ ὖὶὩὪЈ ύȟύ Ȣς, and 

ὖὶὩὪЈ ύȟύȟύ ὖὶὩὪЈ ύȟύȟύ Ȣς, but their intersection: 

ὖὶὩὪЈ ύȟύȟύ Æύȟύȟύ ὖὶὩὪЈ ύȟύ  Ȣς 

The intersection of two propositions with positive degrees of preferability has a 

negative degree of preferability. In RT the intersection of two propositions with a 

positive two-sided rank always has a positive two-sided rank. From having a positive 

two-sided rank of the proposition ὄ and the proposition ὅ, †ὄ πȟ†ὅ π, 

follows that the negative ranks of ×ὄ and ×ὅ are both positive (‖×ὄ π and 

‖×ὅ π ). And consequently †ὄ Æ ὅ π  because  ‖×ὄ Ç ×ὅ

ÍÉÎ‖×ὄȟ‖×ὅ π. Therefore, the degree of preferability cannot be the two-

sided ranking function.  

If an agent receives information that all possibilities in her set of possibilities are 

equally probable, then what is her negative ranking function? As they are equally 

probable, then their negative ranks should be the same, and as at least one possibility 

should have zero as its negative rank, therefore, their negative ranks are all zero. 

Therefore, RT proposes to assign zero as their negative rank. Does this translation give 

us some hints to find the relationship between two-sided rank and preferability 

function? 

[ŜǘΩǎ ǎŜŜ Ƙƻǿ w¢ ǿƻǊƪǎ ǿƘŜƴ ŀƴ ŀƎŜƴǘ ƛǎ ƛƴ ŀ ƭƻǘǘŜǊȅΦ Imagine there are eight 

tickets and the probability of each to be the winning ticket is 1/8. Then RT suggests that 

the negative rank of each possibility (ticket) should be zero. Consequently, the two-

sided rank of all propositions is zero and they are all suspended. Is there any other 

possible translation by RT? I think no. I think this is the best translation of the 

information and the best equivalent ranking function.  

Table 3 
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Now, imagine the same lottery, but two tickets are two times more probable than 

other tickets. The probability of two tickets, T1, T2 are each .2, and other six possibilities 

are .1 probable. What should be the equivalent negative ranking function? 

If we construct an ordered set of possibilities with an ordinal number (the degree 

of preferability), then two tickets are more preferable than others (-.6 their degree of 

preferability while for other possibilities it is -.7). Then the agent must suspend two 

tickets with .2 as their probability and disbelieves all other possibilities, and she must 

disbelieve that one of the tickets T3 or T4 ƻǊΧ ¢8 is winning, but the proposition that T1 

or T2 is winning is less probable than (T3 or T4 ƻǊΧ ¢8) is winning!  

As it can be observed the relationship between BE and RT is a mystery, and still, it 

is an open question. CǊƻƳ {ǇƻƘƴΩǎ Ǉƻƛƴǘ ƻŦ ǾƛŜǿ ǘƘŜȅ ŀǊŜ two distinct doxastic modes: 

 I am reluctant to opt for interactionism. My experience rather 

is that belief and probability are like oil and water; they do not 

mix easily. So, the dualistic alternative to interactionism is 

separatism, the view that there are indeed two distinct 

doxastic modes. You may be described as being in the one or 

as being in the other, perhaps on different occasions; but there 

is no good way to mediate between or combine the two 

modes. I sense the absurdity of this position; therefore, I am 

not determinately promoting it. However, it is obvious that I 

have so far adopted methodological separatism, as one might 

call it. 

 

If ranking theory and statistical information are two distinct doxastic modes, then 

it seems, receiving statistical information cannot ŎƘŀƴƎŜ ŀƴ ŀƎŜƴǘΩǎ ǊŀƴƪƛƴƎ ŦǳƴŎǘƛƻƴΦ  

1.9.2 The qualitative nature of ranks 

A qualitative approach to the nature of ranks is an account of how qualitative 

epistemic updates produce ranks. Ranks illustrate the quantitative nature of our 

epistemic states from qualitative updates.  
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I try to illustrate by an example how a qualitative approach works in contrast with 

the quantitative approach. The question of the nature of ranks and its relation to 

statistical information remains open. 

One interpretation of RT says that the nature of coming information is 

quantitative, and it mean that the agent should fix her ranks based on the coming 

quantitative information. One can ask someone, who accept this interpretation, how 

should one translate other quantitative information, like statistical information, to a 

ranking function? I could not find a systematic way to answer this question. The best 

answer in the literature is that they are two distinct doxastic modes. Another 

interpretation says that the agent receives only qualitative information, and then she 

assigns ranks to her possibilities. I explain how the second interpretation may look alike 

and how it works.  

In the qualitative interpretation of ranks, the ranks are the degree of contradicting 

information. Ranks are the production of changing the order of possibilities. Every 

change produces a change in the ranks of possibilities. When I made this interpretation 

of the ranking theory, I observed that this interpretation could explain what the set of 

possibilities is, ὡ, and what does it means when an agent considers an algebra over 

ὡ.  

The set of possibilities ὡ is the set of possibilities that their place could be known 

by some imaginable information. The algebra over ὡ shows that the agent expects to 

receive information about propositions in the algebra. For example, imagine that ὡ

ύȟύȟύ , then the agent believes all information can change the order of these 

three possibilities. If she considers ꜝ Åȟύ ȟύȟύ ȟύȟύȟύ , then it 

means she expects to receive information about ύ ȟύȟύ  and all information will 

change the order of these two sets. In other words, for the agent the proposition 

ύȟύ  is like a possibility. Every proposition in an algebra that its proper subsets are 
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not a member of the algebra are atoms. For example, atoms of  ꜝare ύ ȟύȟύ , 

and atoms of the algebra ς  are ύ ȟύ ȟύ .  

It is better to say that every ranking function produces an ordered set of atoms 

(instead of possibilities) because the algebra which the function is defined over it, is 

not always ς . 

We assume that the agent receives qualitative information about propositions. 

There are two possible qualitative epistemic changes:  An agent might learn to suspend 

a proposition, or an agent learns to believe a proposition (or disbelieve its negation). 

So, the question is how each qualitative epistemic change affects ranks.  

If an agent learns that she should suspend the proposition ὄ, then it means that 

she should suspend ×ὄ as well, therefore the negative rank of ὄ and ×ὄ should be 

less than or equal to ᾀ. If they are suspended, then the agent does not need to change 

anything. For simplicity, I introduce a model when ᾀ π. If the proposition is not 

suspended and the degree of neutrality is zero, then the agent should change her 

ranking function as the following formula suggest: 

 
Ὓόίὄ  ­ ‖ ύ ‖ ύ ÍÉÎ‖ ύ ύÍὄ  

(28) 

(28) guarantees that the minimum negative rank of possibilities in a proposition 

which should be suspended is equal to π. As the suspension of a proposition Ὓόίὄ , 

necessitates the suspension of its negation Ὓόίὄ  ¹  Ὓόί×ὄ , therefore, the same 

rank assignment should be done for ×ὄ.  

One can define the conditional suspension like Ὓόίὄȿὅ, and it means that after 

suspension the negative rank of ὄÆὅ is equal to the negative rank of ὅ. 

(‖ ὄÆὅ ‖ ὅ) 
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The second possible qualitative epistemic update happens when an agent learns 

that she should believe a proposition. An agent assigns the ranks after believing ὄ by 

the following formula: 

 

ὄὩὰὄ  ­ 
" ύÍὄȠ ‖ ύ ‖ ύ ÍÉÎ‖ ύ  ύÍὄ         

" ύÎὄȠ ‖ ύ ‖ ύ ρ122                                             
 

(29) 

(29) says that if an agent believes ὄ, then she should assign zero as the rank of the 

proposition, and she should add one degree to the rank of its negation. Therefore, 

believing ὄ produce the same degree that a conditionalization like ὄ ­ ‖ ὄ ρ 

does. The above formulae (28) and (29) need an amendment for all possible degree of 

neutrality.  

Now, two interpretations of ranks are introduced, and it is time for one of the most 

critical question: RT and degrees of suspension. Sections 1.9.1 and 1.9.2 are not 

connected to other sections in this chapter, because the interpretations of ranking 

theory do not play any role in other sections specially when it comes to the general 

ranking theory which I explain at the end of this chapter.  

1.10 Grading of suspension 

If one sees the ranks as the degrees of belief or disbelief, then one should agree 

that RT cannot represent the degree of suspension because the degree of 

contradiction (conflicting evidence from two different sources of knowledge) is always 

zero. (1) and (3.5) are both illustrating this point: a positive (more than zero) negative 

rank of a proposition necessitates zero as the negative rank of its negation.  

 
122 An alternative account could be adding the rank of the believed proposition to its negation as the 
degree of surprise. I avoid it because of the simplicity of the example. My main intention is giving an 
intuition by giving a simple idea. 
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I think one could say that ranking functions are a preferability-like functions. By 

adopting this approach, one can say that ranking theory is a contradiction-tolerance 

model.  I mean however RT does not represent the degree of conflict, but it is not like 

DS rule of combination that simply delete conflicting evidence.  I discuss the qualitative 

suspension in the next section. As RT represents qualitative suspended judgment, I like 

to check whether RT represents the degrees of suspension or not.  

One of the things in RT that might grasp ƻƴŜΩǎ attention is the unopinionatedness 

threshold or the degree of neutrality. Could this threshold be the degree of 

suspension?  

The threshold ᾀ ŎŀƴΩǘ ōŜ ǘƘŜ ŘŜƎǊŜŜ ƻŦ ǎǳǎǇŜƴǎƛƻƴΣ ōŜŎŀǳǎŜ the degree of 

suspension at least can be different for every proposition. If we agree that ᾀ is the 

degree of suspension, then we should agree that all propositions have the same degree 

of suspension. Also, the degree of belief (two-sided rank) which is ignored because of 

ᾀ123, cannot represent the degree of suspension, because then all propositions which 

their two-sided rank is more than ᾀ would have the same degree of suspension. The 

second reason to reject this idea is that ᾀ does not relate to the degree of contradictory 

information.   

The threshold ᾀ is the threshold of unopinionatedness, and it says that an agent 

ignores124 ranks which are less than the threshold and what makes a proposition to be 

believed or disbelieved depends on the unopinionatedness threshold. Notice that 

there is a difference between the unopinionatedness threshold and the degree of 

unopinionatedness. We need to be careful about it. For every proposition the degree 

of unopinionatedness, or the degree to which the agent ignores, is different. If the two-

sided rank of a proposition is ρπ, and ᾀ φ, then the proposition is believed, and the 

degree of unopinionatedness is φ. If the two-sided rank of a proposition is τ and ᾀ

φ, then the degree of unopinionatedness of the proposition is τ. The degree of 

 
123 †ὄ ᾀO Ὓόίὄ ᾀ;  †ὄ ¢  ᾀO Ὓόίὄ †ὄ  
124 ΨƛƎƴƻǊŜΩ ƳŜŀƴǎ ǘƘŜ Ǌŀƴƪ ŘƻŜǎ ƴƻǘ ƭŜŀŘ ǘƻ ŀ ōŜƭƛŜŦ ōŜŎŀǳǎŜ ƛǘ ƛǎ ƴƻǘ ƘƛƎƘ ŜƴƻǳƎƘ όƭƛƪŜ [ƻŎƪŜŀƴ ǘƘŜǎƛǎύ 
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unopinionatedness is the two-sided rank that an agent ignores. As we observe, 

however, the unopinionatedness threshold is the same for all propositions, but the 

degree of unopinionatedness is different. The threshold ᾀ is the maximum possible 

degree of unopinionatedness for any proposition.  

It seems RT cannot represent degrees of suspension and degrees of ignorance, but 

RT can represent the degrees of unopinionatedness. So, RT is introducing new 

quantitative epistemic state which is opinionatedness, which is noticeable and unique. 

Because of this property, it is even harder to find the relationship between RT and BE. 

What is the equivalent quantitative opinionatedness function in BE? [ŜǘΩǎ ŦƛƴƛǎƘ ǘƘƛǎ 

section with the claim that RT cannot represent quantitative ignorance and suspension.  

1.11 Qualitative Suspension and Ignorance 

RT can produce a suspension set, a belief set, and a disbelief set from a negative 

ranking function. So, every proposition with a negative rank belongs to one of the 

above sets. We have the right terminology for the property: assessable proposition. A 

ranking function and the unopinionatedness threshold generate the set of assessable 

propositions from a ranking function. The assessability set is the set of all propositions 

that the proposition or its negation is accepted. So, if a subset Ὀ of ὡ is not a member 

of ꜝ  and the negative ranking function is Ὧȡꜝ ᴼᴙ ᷾ Њ , then Ὀ does not have 

any rank and it is unknown.  

 
ὃίίὄ ḳὍὫὲὄ ḳ  ὄÎ ꜝ125 

(30) 

 
125 Belief means accepting a proposition and not accepting its negation; disbelief means believing the 
negation of the proposition; suspension means accepting the proposition and accepting its negation. 
According to these definitions, assessable proposition is a proposition which is believed, disbelieved, or 
suspended. This definition is equivalent with the following definition: a proposition is assessable 
ὃίίὄ  if the proposition is accepted or its negation is accepted.  
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ὍὫὲὄȿ ὍὫὲὄ  

(31) 

So, briefly, the observation shows that RT can represent the degree of belief and 

disbelief if one interprets ranking functions as the degree of belief and disbelief. 

Alternatively, RT can represent the degree of preferability and opinionatedness (I 

prefer this interpretation). Also, RT can represent the qualitative belief, disbelief, 

suspension, and ignorance cleanly and distinctively.  

The beauty of RT is that it is the only model which its classic version can distinguish 

assessable propositions from non-assessable propositions. If a theory can distinguish 

assessable from non-assessable propositions, then that theory can distinguish 

ignorance from suspension. If we agree that a proposition is the set of possibilities, 

then RT introduced two kinds of propositions: propositions which are in the algebra 

and they have ranks, and propositions which the ranking function does not assign any 

number to it. A proposition without any rank is an unknown proposition.126 So, all 

propositions with rank, are assessable; and it means they are believed, disbelieved or 

are suspended. But it is not enough to say that all unknown propositions are 

propositions without rank. We need a way to have some unknown propositions with 

positive degree of belief; propositions which have some evidential support, but it is not 

enough support to make them an accepted proposition. In the next section, I introduce 

a general ranking theory to show how by some changes, one can illustrate qualitative 

and quantitative suspension at the same time. I have an idea to represent the degrees 

of suspension in RT.  

2 General Ranking Theory 

I made a general ranking theory to represent the degree of conflicting evidence or 

suspended judgment by allowing multiple ranking functions. RT can represent 

qualitative suspension, but it cannot represent quantitative suspension (it cannot 

 
126 The same argument does not work for BE because the Lockean thesis does not work properly in BE. 
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because always the rank of the proposition or its negation is zero, and there is no 

degree of conflicting evidence). In General Ranking Theory (GRT) the agent can have a 

positive rank for a proposition in one function, and a positive rank in another ranking 

function. This generalization is connected to the Qualitative acceptance Revision (QAR) 

as a generalization of belief revision that I explained in chapter 2. The basic ranking 

function constructs an acceptance base (which can be inconsistent or consistent), and 

then a general ranking function will be calculated based on this acceptance base and 

its corresponding basic ranking function. 

2.1 Basic ranking function 

Let ὡ be a set of possibilities and —ȡς ­ ᴙÇ¤  be a (positive) basic ranking 

function such that 

 
         —Å π 

(32) 

 
         —ὡ ¤ 

(33) 

The first difference between RT and GRT is that GRT assigns basic ranking function 

to all proposition or set of possibilities, but RT assigns ranks only to propositions which 

are a member of the algebra. According to the basic ranking function and an 

acceptance threshold, one can define an acceptance base. 

2.2 Acceptance base 

Then the acceptance base Ὃ is the set of all propositions that their basic rank is 

more than the acceptance threshold ὅὶ . 

 
Ὃ ὄȿ—ὄ ² ὅὶ  

(34) 
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By introducing — as a basic ranking function; I separate propositions with basic 

rank, that their basic rank is positive; from propositions that their basic rank is zero and 

they do not have explicit evidential support. For example, if an agent learns that 

tomorrow it is rainy (ὄ) with basic rank 12, without any other information about ×ὄ, 

then her basic rank that tomorrow is not sunny would be 0. Now, if the acceptance 

threshold is 8, then ὄ is in the acceptance base. By introducing Ὃ as the acceptance 

base, I separate propositions the basic rank of which is high enough to be used in an 

argument. In other words, the acceptance base is the set of propositions from which 

the agent can infer other propositions by applying classic logic. 

Notice that the acceptance base may be inconsistent. The acceptance base is not 

necessarily closed under logical consequence. Therefore, there is more than one 

possible inconsistent acceptance base. This is the very important property of this 

model. GRT can represent various inconsistent agents. As people are inconsistent in 

different ways, it is irrational to say that all inconsistent agents are the same as we see 

in traditional belief revision theories. A model cannot represent suspended judgment 

if it cannot represent inconsistency.  

2.3 Assessable propositions 

The next step is about reasoning from an acceptance base. If the acceptance base 

is consistent, then all logical consequences of the acceptance set are valid. If the 

acceptance set is not consistent, then the logical consequence of the acceptance set is 

not valid, and the agent should not draw any conclusion from the acceptance base 

because if she does, then she must consider all propositions to be acceptable and this 

is irrational. The agent should draw a conclusion from a consistent subset of ', and 

what he infers, is conditional; unless it is derivable from all maximally consistent subset 

of '. One can call every maximally consistent subset of ', an inferable acceptance 

base; because as it is consistent, one can draw conclusion from it. The minimum 

number of inferable acceptance bases is one.  

For every acceptance base Ὃ, There is a set Ὅ of subsets Ὃ of Ὃ such that  
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Ὅ 'ȿ'  Ì ' Ø  ' 

Ṳ^ Ø "" ὄ Í Ὃ Ø  ' Ç "Ṿ^­ ὄ Í  '  

(35) 

These subsets Ὃ, are inferable acceptance bases. The assessable propositions are: 

 
ὃίίὄ ¹ "' 'Ṳὄ Ù 'Ṳ ὄ  

(36) 

For any Ὃ there is a set !ÓÓ of all assessable propositions that is also the smallest 

subalgebra ꜝ  that contains all members of Ὃ. For the proof see below.  

 
!ÓÓ  ꜝ ὄȿ ὃίίὄ  

(37) 

For proving the set of all assessable propositions is an algebra we need to prove 

that i) the empty set is assessable and therefore always is a member of any set of 

assessable propositions,"ὋȠ Åᶲ!ÓÓ', and ii) if a proposition is assessable then its 

negation is also assessable and belongs to the set of assessable propositions, " !ɸÓÓO

×" !ɸÓÓ, and iii) the intersection of every two assessable propositions is assessable as 

well and eventually,                   "ᶲ!ÓÓ' Ø  #ᶲ!ÓÓ' ᴼ " Æ # ᶲ!ÓÓ'.  

i) For any acceptance base, the empty set Å is always assessable because for 

all inferable acceptance base its negation ὡ  is derivable. 

Therefore,"ὋȠ Åȟ7ᶲ!ÓÓ' 

ii) For any assessable proposition, we have ὃίίὄ ¹ "''Ṳὄ Ù 'Ṳ

ὄ , therefore one can conclude that ×ὄ is assessable because of 

ὃίίὄ ¹ ὃίί×ὄ ¹ "''Ṳὄ Ù 'Ṳ ὄ  

iii) Imagine that ὄ  and ὅ  are both assessable, therefore we have  

ὃίίὄ ¹ "''Ṳὄ Ù 'Ṳ ὄ  and ὃίίὅ ¹ "''Ṳὅ Ù 'Ṳ
















































