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Introduction

As a special form of optimization problems, optimal control problems are aimed at finding an optimal input of control variables with respect to one or more objectives. Furthermore, the control variables oftentimes influence a certain state of the system by means of a differential equation. In particular, an objective might be to achieve a certain desired state or to minimize the cost that is caused by applying the control.

Moreover, in real-world applications like engineering, there is often a trade-off between multiple objectives. In most practical examples, there is some kind of cost that is supposed to be as low as possible. Besides, we often have a performance objective which could be one of many possible examples, such as achieving a certain desired result in as little time as possible. So it is natural to have at least two, often contradictory objectives in a real-world optimization problem. Additionally, in the context of multiple objectives a concept of optimality has to be defined, since finding a solution that is optimal for each individual objective in the classical sense is, most of the time, impossible. Therefore, we will use the notion of Pareto optimality throughout this thesis.

Having chosen an optimality concept, it is often unclear upfront how the different objectives have to be weighted such that a desirable compromise can be reached. Therefore, by providing a whole set of Pareto optimal solutions, we seek to offer a basis for a so-called decision-maker to find this kind of compromise. While determining such a set of Pareto optimal solutions it is important to ensure adequate coverage of the whole spectrum of possible solutions. To this end the choice of a suitable solution method is beneficial. Many approaches to treat multiobjective optimization problems use some kind of scalarization to obtain a number of scalar optimization problems, which can be treated more easily by well-known scalar optimization methods. The solution method used in this thesis is the Euclidean reference point method, which has the capability to approximate the Pareto optimal solutions uniformly across the set of solutions as opposed to the straightforward weighted sum method (see e.g. [1]), for which it is hard to predict how far apart the Pareto optimal solutions are.

Another aspect of optimal control problems is the possibly high dimension of the equations that are due to the discretization in numerical computations. This becomes already apparent for problems with three space dimensions that are discretized by the finite element method. If one desires a reasonably fine approximation of space, the computational effort becomes really high. Therefore, model order reduction techniques come into consideration. Especially in this thesis, proper orthogonal decomposition (POD) is employed, which has favourable properties to treat evolution problems like the one occurring in this thesis. In particular, by design, POD attempts to capture the most dominant characteristics of the solutions of the treated differential equation. A central issue while applying POD is to have a solid understanding of how the approximation error behaves and if it can be controlled in any way. If the error can be controlled, POD can be
a powerful tool, because it greatly reduces the dimension of the treated problem, which leads to a much lower computational effort. In the numerical experiments, it will be explored, how a time-efficient POD strategy can be constructed and at the same time, a sufficiently high quality of the solutions can be ensured.

The focus of this thesis is supposed to be on numerical experiments treating a bicriterial optimal control problem which is governed by a diffusion equation with time-dependent convection term including three space dimensions. Similar problems in two space dimensions have already been investigated in [2] and [3]. Most of the theoretical results concerning the Euclidean reference point method and the optimal control by a time-independent convection term were developed in [2] and tested numerically. These theoretical results and will therefore be used again in this thesis. In [3] the necessary adoptions for a time-dependent convection term were made and tested numerically. In the present thesis, we will extend these findings to the case of three space dimensions and explore associated difficulties. Furthermore, we will take a closer look at various POD strategies, analyse the results and refine those strategies gradually. In the process, new a-priori estimates that were worked out in collaboration with the author of [3] will be applied to construct a more efficient POD strategy.

The following overview shows how this thesis is structured.

In Chapter 1, we state basic definitions and results that do not belong to the actual topic of this thesis directly but are supposed to facilitate the understanding of some of the main results. Chapter 2 is a compilation of relevant theoretical results, cited from [2] that will later be used to treat bicriterial optimization problems. The Euclidean reference point method is introduced as the method of choice to solve bicriterial optimization problems. Based on this method a basic algorithm that can be used to compute Pareto optimal solutions of a bicriterial optimization problem is provided.

Chapter 3 gives a condensed overview of the basic theory of proper orthogonal decomposition which is aimed at applying it to the state and adjoint equation in both the theoretical and the numerical considerations of the central optimal control problem of this thesis.

Chapter 4 builds the foundation to treat the specific optimal control problem of this thesis in the context of bicriterial optimal control problems governed by a certain evolution equation as well as how to apply POD to it. Multiple a-priori and a-posteriori error estimates regarding the POD approximation of the optimal control problem are presented which can also be applied for the numerical treatment of the optimal control problem.

Chapter 5 consists of numerical investigations which examine the practical application of algorithms to compute the Pareto front as well as employing POD in this concrete case. Three different models in three space dimensions are considered successively while various strategies to control the size of the POD basis and also to update the POD basis are tested and refined in the process. Meanwhile, the focus is put on both time efficiency and sufficient accuracy of the used algorithms with the aim of gaining further insight on how two choose different parameters in the POD strategy. Besides, possible improvements of the basic algorithm to compute the Pareto front by adjusting the employed step sizes are explored.

Finally, in the Conclusion we review the most important insights we have gained in the preceding chapters.
Chapter 1

Auxiliary Results and Definitions

To begin with, we state some general definitions and results, which will be used repeatedly in
the subsequent chapters. Throughout this chapter, let $n \in \mathbb{N}$.

1.1 Order on $\mathbb{R}^n$

Definition 1.1. Let $\bar{\mathbb{R}} := \mathbb{R} \cup \{-\infty, \infty\}$.

(i) For $x, y \in \bar{\mathbb{R}}^n$ we declare

\[ x \leq y \iff x_i \leq y_i \text{ for } i \in \{1, \ldots, n\}, \]
\[ x < y \iff x_i < y_i \text{ for } i \in \{1, \ldots, n\}. \]

Additionally, we define

\[ x \preceq y \iff x \leq y \text{ and } x \neq y. \]

(ii) Accordingly, for $x \in \mathbb{R}^n$ we write

\[ \mathbb{R}^n_{\geq x} := \{ y \in \mathbb{R}^n \mid y \geq x \} \subset \mathbb{R}^n, \]
\[ \mathbb{R}^n_{\nleq} := \{ y \in \mathbb{R}^n \mid y \preceq x \} \subset \mathbb{R}^n. \]

and we define $\mathbb{R}^n_{\geq x}$, $\mathbb{R}^n_{\nleq}$ analogously. Furthermore, we use the notations $\mathbb{R}^n_{\geq} := \mathbb{R}^n_{\geq 0}$, $\mathbb{R}^n_{\nleq}$ := $\mathbb{R}^n_{\nleq 0}$ and likewise $\mathbb{R}^n_{\geq}$ and $\mathbb{R}^n_{\nleq}$.

(iii) Consequently, we define for $x, y \in \bar{\mathbb{R}}^n$ with $x \leq y$:

\[ (x, y) := \{ z \in \mathbb{R}^n \mid x < z < y \}, \]
\[ [x, y] := \{ z \in \mathbb{R}^n \mid x \leq z \leq y \}. \]

One sided intervals of this kind are defined accordingly.

1.2 Inequalities

The following two inequalities are cited from [4, p. 27].

Lemma 1.2 (Gronwall’s inequality). For $T > 0$ let $v : [0, T] \to \mathbb{R}$ be a non-negative, differentiable function satisfying

\[ v'(t) \leq \varphi(t)v(t) + \chi(t) \text{ for all } t \in [0, T], \]
where $\varphi$ and $\chi$ are real-valued, non-negative, integrable functions on $[0,T]$. Then it holds

$$v(t) \leq \exp \left( \int_0^t \varphi(s) \, ds \right) \left( v(0) + \int_0^t \chi(s) \, ds \right) \text{ for all } t \in [0,T].$$

In particular, if $v \leq \varphi v$ in $[0,T]$ and $v(0) = 0$ hold, then $v = 0$ in $[0,T]$.

**Lemma 1.3** (Young’s inequality). For every $a, b \in \mathbb{R}$ and $\varepsilon > 0$ we have

$$ab \leq \frac{\varepsilon a^2}{2} + \frac{b^2}{2\varepsilon}.$$  

### 1.3 Abstract Evolution Equations

Let $(V, \langle \cdot, \cdot \rangle_V)$ and $(H, \langle \cdot, \cdot \rangle_H)$ be two real, separable Hilbert spaces, such that $V \subset H$ dense with compact embedding. Overall, we assume $V \subset H \subset V'$ to be a Gelfand triple. For more details about the Gelfand triple in the context of optimal control, see for example [5, p. 118]. Besides, let $T > 0$.

**Definition and Remark 1.4.** Let us define

$$W(0,T) := \{ \varphi \in L^2(0,T;V) \mid \varphi_t \in L^2(0,T;V') \}$$

along with the inner product

$$\langle \varphi, \psi \rangle_{W(0,T)} := \int_0^T \langle \varphi(t), \psi(t) \rangle_V + \langle \varphi_t(t), \psi_t(t) \rangle_{V'} \, dt \quad \text{for all } \varphi, \psi \in W(0,T)$$

Then, $(W(0,T), \langle \cdot, \cdot \rangle_{W(0,T)})$ is a Hilbert space (see [6, p. 473]).

The following result is taken from [6, p. 473], where it was also proved.

**Theorem 1.5.** Any $\varphi \in W(0,T)$ satisfies $\varphi \in C(0,T;H)$ and the embedding

$$W(0,T) \hookrightarrow C(0,T;H)$$

is continuous, i.e. there is a constant $C_W > 0$, such that

$$\| \varphi \|_{C(0,T;H)} \leq C_W \| \varphi \|_{W(0,T)} \quad \text{for all } \varphi \in W(0,T).$$

Under appropriate assumptions, it is possible to show the well-posedness of abstract evolution problems such as the weak formulation of the state equation occurring in this thesis. In a more general form, the evolution equation reads

$$\langle y_t(t), \varphi \rangle_{V',V} + a(t; y(t), \varphi) = \langle f(t), \varphi \rangle_{V',V} \quad \text{for all } \varphi \in V$$

$$\langle y(0), \varphi \rangle_H = \langle y_0, \varphi \rangle_H \quad \text{for all } \varphi \in H,$$  

(AEE)

which is supposed to hold almost everywhere (a.e.) in $(0,T)$. Additionally, $a(t; \cdot, \cdot) : V \times V \to \mathbb{R}$ is assumed to be a bilinear form for almost all (f.a.a.) $t \in (0,T)$. Moreover, we suppose $f : (0,T) \to V'$ and $y_0 \in H$. Here, $\langle \cdot, \cdot \rangle_{V',V}$ stands for the dual pairing between $V$ and its dual space $V'$. 
Remark 1.6. (i) For \( y \in W(0, T) \) it holds
\[
\langle y(t), \varphi \rangle_{V', V} = \frac{d}{dt} \langle y(t), \varphi \rangle_H \quad \text{for all } \varphi \in V.
\]
(see [6, p. 477]).

(ii) The initial condition of (AEE) can be interpreted using the embedding \( W(0, T) \hookrightarrow C(0, T; H) \) from Theorem 1.5.

More specifically, the well-posedness of (AEE) requires the following assumption.

**Assumption 1.** Suppose that the bilinear form \( a(t; \cdot, \cdot) : V \times V \to \mathbb{R} \) fulfils the following requirements:

1. The function \( t \mapsto a(t; \cdot, \cdot) \) is measurable,
2. there is a constant \( C_a > 0 \) which does not depend on \( t \) such that
   \[
   |a(t; \varphi, \psi)| \leq C_a \|\varphi\|_V \|\psi\|_V \quad \text{for all } \varphi, \psi \in V;
   \]
3. there are constants \( \gamma > 0 \) and \( \eta \geq 0 \) that do not depend on \( t \) such that \( a(t; \cdot, \cdot) \) is coercive, that is
   \[
   a(t; \varphi, \varphi) \geq \gamma \|\varphi\|_V - \eta \|\varphi\|_H \quad \text{for all } \varphi, \psi \in V
   \]
   holds.

Now, the following theorem, which is based on [6, pp. 512-513, Theorems 1 and 2], yields the desired result about the solvability of (AEE).

**Theorem 1.7.** Let \( a(t; \cdot, \cdot) \) be a bilinear form satisfying Assumption 1. Then, for any \( f \in L^2(0, T; V') \) and \( y_0 \in H \) there exists a unique solution \( y \in W(0, T) \) of (AEE) which depends continuously on the data. More specifically,
\[
\|y\|_{W(0, T)} \leq C \left( \|f\|_{L^2(0, T; V')} + \|y_0\|_H \right)
\]
(1.1)
holds for a constant \( C > 0 \) which does not depend on \( f \) and \( y_0 \).

**Proof.** A proof regarding the existence and uniqueness of the solution can be found in [6, pp. 512-520]. The inequality (1.1) can be shown by standard variational techniques and energy estimates similar to those in [6, pp. 520-521].
Chapter 2

Bicritical Optimization by the Euclidean Reference Point Method

In order to deal with optimization problems that have more than one objective function, an appropriate optimality concept, namely the so-called Pareto optimality will be introduced. Using this concept, we will learn that a set of solutions has to be found instead of a single optimal solution. Similarly to [3], we introduce the concepts of multiobjective optimization problems only for the bicritical case, since this is the relevant case for the applications in this thesis. With regard to the analysis of multiobjective optimization problems, we recall the definitions concerning the order on \( \mathbb{R}^n \) from Chapter 1, which will be applied for the case \( n = 2 \). All results in this chapter are cited from [2, Chapter 3, pp. 13-37], where the general case, which also holds for more than two objectives, is covered. Likewise, the proofs to the results in this chapter can also be found there. However, we only state the results that are necessary to treat the specific optimal control problem in this thesis.

Let \((U, \langle \cdot, \cdot \rangle_U)\) be a real Hilbert space and \( U_{ad} \subset U \) non-empty, convex and closed. In this chapter, we will treat the following Bicritical Optimization Problem

\[
\min_{u \in U_{ad}} f(u) \quad \text{(BO)}
\]

with the function \( f : U_{ad} \to \mathbb{R}^2, f(u) := (f_1(u), f_2(u))^T \).

**Definition 2.1.** We call

1. the set \( U_{ad} \subset U \) admissible set and a vector \( u \in U_{ad} \) admissible,
2. the image of the admissible set \( Y := f(U_{ad}) \subset \mathbb{R}^2 \) objective admissible region and a vector \( y \in Y \) objective vector.

### 2.1 Optimality Concept

Since in most applications, there is a conflict between the objective functions, we cannot expect to minimize both \( f_1 \) and \( f_2 \) at the same time. That is why we introduce a more appropriate optimality concept, which will be used throughout this thesis, namely the Pareto optimality.

**Definition 2.2.** An admissible vector \( \bar{u} \in U_{ad} \) is called Pareto optimal for (BO) if there is no \( u \in U_{ad} \setminus \{\bar{u}\} \) with \( f(u) \preceq f(\bar{u}) \). Besides, we call \( P_U := \{u \in U_{ad} \mid u \text{ is Pareto optimal}\} \subset U \) the Pareto set and \( P_Y := f(P_U) \subset \mathbb{R}^2 \) the Pareto front.

**Remark 2.3.** (i) Taking into account the previous definition of optimality, solving the optimization problem (BO) essentially means to determine a set of Pareto optimal solutions, i.e. the Pareto set, which usually contains more than one element.
(ii) The purpose of calculating a set of Pareto optimal solutions is to present this set to a decision maker who can use his deeper insight of the problem to pick a solution which is the best solution according to his criteria.

For the analysis of the present multiobjective optimization problem, we define a lower bound of the Pareto front.

**Definition 2.4.** By

\[ y^\text{id} := \inf_{u \in U_{\text{ad}}} \left( \begin{array}{c} f_1(u) \\ f_2(u) \end{array} \right) := \left( \begin{array}{c} \inf_{u \in U_{\text{ad}}} f_1(u) \\ \inf_{u \in U_{\text{ad}}} f_2(u) \end{array} \right) \]

we define the ideal objective vector of (BO).

### 2.2 Scalarization by the Euclidean Reference Point Method

There are many different approaches on how to compute Pareto optimal solutions. For example, several of these methods are covered in [1]. One approach that is often used, is to scalarize the multiobjective optimization problem, such that it can be solved by well-known optimization techniques for scalar problems. Usually solving one scalar optimization problem yields one Pareto optimal solution, so in order to approximate the Pareto set, a series of different scalar problems has to be solved. In this thesis, only the scalarization method called the Euclidean reference point method is introduced, since this method will be used for the later numerical experiments. Therefore we only state the results which are necessary to construct the numerical optimization algorithm in the last section of this chapter. All results of this section are based on [2, pp. 26-34].

**Definition 2.5.** We write \( P_{Y} + \mathbb{R}^2_\leq := \{ z + x \mid z \in P_{Y} \text{ and } x \in \mathbb{R}^2_\leq \} \). For \( z \in P_{Y} + \mathbb{R}^2_\leq \) we define

\[ F_z : U \to \mathbb{R}, \quad F_z(u) := \frac{1}{2} (f_1(u) - z_1)^2 + \frac{1}{2} (f_2(u) - z_2)^2. \] (2.1)

Then, we call

\[ \min_{u \in U_{\text{ad}}} F_z(u) \quad \text{(RPP)} \]

the Euclidean reference point problem for the reference point \( z \).

**Remark 2.6.** Evidently, minimizing the scalar function \( F_z \) is equivalent to determining an objective vector \( y \in Y \) that is closest to the reference point \( z \) with respect to the Euclidean distance.

**Notation 2.7.** For a reference point \( z \in \mathbb{R}^2 \), we denote by \((\text{RPP})_z\) the corresponding Euclidean reference point problem.

### 2.2.1 Theoretical Results

In this section we formulate analytical results that serve as the foundation for the algorithm to compute the Pareto front at the end of this chapter.
Assumption 2. Suppose that $f_1$ and $f_2$ are strictly convex, continuous and bounded from below. If $U_{ad}$ is unbounded, we require additionally that $\lim_{\|u\|_U \to \infty} f_i(u) = \infty$ holds for $i \in \{1, 2\}$.

The following result is a citation from [2] where it appeared as Theorem 3.35 along with its proof.

**Theorem 2.8.** Let $z \in P_Y + \mathbb{R}^2_{\geq}$ be a reference point and let Assumption 2 be satisfied. Then, the Euclidean reference point problem (RPP) has a unique solution $\bar{u}_z \in U_{ad}$ which is Pareto optimal.

We proceed by stating an important result, that ensures that all Pareto optimal solutions can be found by solving an Euclidean reference point problem. The following result is a citation from [2] where it appeared as Lemma 3.46 along with its proof.

**Lemma 2.10.** Let Assumptions 2 and 3 be satisfied. We define the set $Z := \{z \in P_Y + \mathbb{R}^2_{\geq} \mid z_{i_p} < y_{i_p}^d - \kappa\}$ for any $\kappa > 0$. Then, the mapping $Z \to U_{ad}$, $z \mapsto \bar{u}_z$, where $\bar{u}_z$ is the unique minimizer of $F_z$, is Lipschitz continuous with respect to the constant $\frac{1}{2} (\kappa \cdot C_{i_p})^{-\frac{1}{2}}$.

The following result is a citation from [2] where it appeared as Theorem 3.47 along with its proof.

**Theorem 2.11.** Let Assumption 2 be satisfied. Then, the mapping $P_Y + \mathbb{R}^2_{\geq} \to P_Y$, $z \mapsto f(\bar{u}_z)$, where $\bar{u}_z$ is the unique minimizer of $F_z$, is Lipschitz continuous with Lipschitz constant 1.

The following result is a citation of [2, Corollary 3.52]. The corresponding proof can also be found there.

**Corollary 2.13.** Let Assumption 2 be satisfied. Besides, let $z^1, z^2 \in P_Y + \mathbb{R}^2_{\geq}$ be arbitrary reference points and assume that $\bar{u}^1, \bar{u}^2 \in U_{ad}$ are the unique minimizers of $F_{z^1}$ and $F_{z^2}$, respectively. Then it holds

$$\|f(\bar{u}^1) - f(\bar{u}^2)\|_{\mathbb{R}^2} \leq \text{dist}(z^2, \mathcal{R}),$$

where we denote by $\mathcal{R} \subset \mathbb{R}^2$ the ray that starts in $f(\bar{u}^1)$ and goes through $z^1$. 

2.2.2 A-Posteriori Error Estimate

We would also like to cite an error estimate regarding the reference point problem (RPP) \( z \), which serves as the basis for the error estimate that is used in the numerical considerations of this thesis. The following result is a citation from [2] where it appeared as Theorem 3.51 along with its proof.

**Theorem 2.14.** Let Assumptions 2 and 3 be satisfied. Additionally, let us assume that the functions \( f_1, f_2 \) are quadratic, that is they fulfil

\[
f_i(u + h) = f_i(u) + \langle \nabla f_i(u), h \rangle_U + \frac{1}{2} \langle \nabla^2 f_i(u) h, h \rangle_U
\]

for all \( u \in U_{ad}, h \in U \) with \( u + h \in U_{ad} \) and for \( i \in \{1, 2\} \). Furthermore, let \( z \in P_Y + \mathbb{R}_+^2 \) and \( \bar{u} \in U_{ad} \) be the unique solution of \((RPP)_z\). Then, for any \( u_p \in U_{ad} \) satisfying \( f(u_p) \geq z \) and \( f_{ip}(\bar{u}) + f_{ip}(u_p) > 2z_{ip} \), we obtain the estimates

\[
\| \bar{u} - u_p \|_U \leq \left[ C_{ip} \left( \frac{f_{ip}(\bar{u}) + f_{ip}(u_p)}{2} - z_{ip} \right) \right]^{-1} \| \xi \|_U
\]

and

\[
\| f(\bar{u}) - f(u_p) \|_{\mathbb{R}^2} \leq \frac{1}{2} \left[ C_{ip} \left( \frac{f_{ip}(\bar{u}) + f_{ip}(u_p)}{2} - z_{ip} \right) \right]^{-1} \| \xi \|_U,
\]

where \( \xi \in U \) is determined such that

\[
\langle \nabla F_z(u_p) + \xi, u - u_p \rangle_U \geq 0 \text{ for all } u \in U_{ad}
\]

holds.

2.3 Algorithm to Compute the Pareto Front

In order to solve a bicriterial optimization problem (BO) numerically, we have to compute approximations of the Pareto set \( P_U \) and Pareto front \( P_Y \), i.e. their discrete counterparts \( \tilde{P}_U := \{ \bar{u}^0, \bar{u}^1, \ldots, \bar{u}^{N+1} \} \subset P_U \) and \( \tilde{P}_Y := f(\tilde{P}_U) \subset P_Y \). We already know by Theorem 2.9 that all of these points can be calculated by solving an Euclidean reference point problem for a suitable reference point \( z \in P_Y + \mathbb{R}_+^2 \). Apart from that, Theorem 2.8 ensures the solvability of the reference point problems if the respective reference points are chosen appropriately. To this end, the reference points are constructed by an algorithm that will be explained in detail below. The procedure is taken from [2, pp. 34-37] and [7, p. 230], where a more elaborate description can be found.

The individual pareto points will be computed iteratively, whereby the first and the last optimal control have to be calculated separately since we do not know how the set \( P_Y + \mathbb{R}_+^2 \) looks upfront and therefore we cannot choose an appropriate reference point from this set to compute the first Pareto optimal point. Additionally, it is useful to have the last Pareto optimal point available as a stopping condition. Consequently, we calculate the first and the last Pareto optimal point from

\[
\min_{u \in U_{ad}} f_1(u)
\]
i.e. minimizing the first objective and from
\[
\min_{u \in U_{ad}} f_2(u). \tag{2.3}
\]
i.e. minimizing the second objective, respectively. Indeed, \( f(\bar{u}^0) \) and \( f(\bar{u}^{N+1}) \) can be viewed as the outer points of the Pareto front \( P_Y \) if the objective space is depicted by a two-dimensional plane. From this point of view the Pareto front \( P_Y \) takes a path from \( f(\bar{u}^0) \) to \( f(\bar{u}^{N+1}) \). Now we would like to compute \( z^1, \ldots, z^N \) sequentially, such that solving the associated Euclidean reference point problems yields \( f(\bar{u}^i) \), \( i = 1, \ldots, N \), that approximate \( P_Y \) ideally in an equidistant manner. Considering the theoretical results, Theorem 2.11 supports the idea that a good approximation of the Pareto front can be achieved by an appropriate choice of the reference points. In this case, the reference points will be constructed as follows: From Lemma 2.12 we conclude that
\[
\delta^p := z^n - f(\bar{u}^n) \in \mathbb{R}^2
\]
is perpendicular to \( P_Y \) in \( f(\bar{u}^n) \) and consequently
\[
\delta^x := (-\delta^p_2, \delta^p_1)^\top \in \mathbb{R}^2
\]
is tangential to \( P_Y \) at the same point and is directed downwards with respect to \( P_Y \). Using these vectors, a given reference point \( z^n \) and the associated Pareto optimum \( \bar{u}^n \), we determine \( z^{N+1} \) by
\[
z^{N+1} := f(\bar{u}^n) + h_x \cdot \frac{\delta^x}{\|\delta^x\|_{\mathbb{R}^2}} + h_p \cdot \frac{\delta^p}{\|\delta^p\|_{\mathbb{R}^2}} \quad \text{for } n = 2, \ldots, N \tag{2.4}
\]
With this new reference point, the next solution \( \bar{u}^{n+1} \) will be determined using the initial value \( \bar{u}^n \), which is supported by the continuous dependency of the solutions on the reference points, see Lemma 2.10.

Moreover, the parameters \( h_x \) and \( h_p \) will be chosen to determine how far the next reference point is chosen in tangential direction with respect to \( P_Y \) and how far it is away from the Pareto front in perpendicular direction, respectively. Besides, since the calculation of the reference points is recursive, the first reference point has to be determined differently. Therefore, we set
\[
z^1 := f(\bar{u}^0) - \left( \begin{array}{c} h_p \\ h_x \end{array} \right). \tag{2.5}
\]
Regarding the approximation fineness, we conclude from Lemma 2.13:
\[
\|f(\bar{u}^{n+1}) - f(\bar{u}^n)\|_{\mathbb{R}^2} \leq |h_x|.
\]
This enables us to control the distance between consecutive Pareto optimal points. Using the above iteration of reference points, we will stop the iteration if \( z^{n+1} \) fulfils \( z^{n+1}_1 \geq f_1(\bar{u}^L) \), where \( \bar{u}^L \) is the unique solution to (2.3) and the last Pareto optimal solution from the perspective of computing the Pareto front in a downwards direction like described above. To sum up, we formulate the procedure to compute the Pareto front as a pseudo code in Algorithm 1. This algorithm was already presented in [2, Algorithm 1] and [7, Algorithm 1], respectively.
Algorithm 1 Algorithm to compute the Pareto front

Require: Maximum number $N_{\text{max}} \in \mathbb{N}$ of Pareto points, step size parameters $h_x, h_y > 0$;
1: Solve (2.2) and (2.3) in order to obtain $\bar{u}^0$ and $\bar{u}^L$;
2: Set $\tilde{P}_U = \{\bar{u}^0\}$ and $\tilde{P}_Y = \{f(\bar{u}^0)\}$;
3: Set $n = 0$ and compute $z^1$ by (2.5);
4: while $n < N_{\text{max}}$ and $z_n^{n+1} < f_1(\bar{u}^L)$ do
5: \hspace{1em} Set $n = n + 1$;
6: \hspace{1em} Solve (RPP)$_{z^n}$ with initial point $\bar{u}^{(n-1)}$;
7: \hspace{1em} Set $\tilde{P}_U = \tilde{P}_U \cup \{\bar{u}^n\}$ and $\tilde{P}_Y = \tilde{P}_Y \cup \{f(\bar{u}^n)\}$;
8: \hspace{1em} Compute $z^{n+1}$ by (2.4);
9: Return $\tilde{P}_U = \tilde{P}_U \cup \{\bar{u}^L\}$ and $\tilde{P}_Y = \tilde{P}_Y \cup \{f(\bar{u}^L)\}$
Chapter 3

Proper Orthogonal Decomposition for Abstract Evolution Equations

In this chapter, we will introduce a model order reduction technique for evolution equations of the form

\[ \langle y(t), \varphi \rangle_{V',V} + a(t; y(t), \varphi) = \langle f(t,u), \varphi \rangle_{V',V} \quad \text{for all } \varphi \in V \text{ a.e.} \]

\[ \langle y(0), \varphi \rangle_H = \langle y_0, \varphi \rangle_H \quad \text{for all } \varphi \in H \]

(AEE)

where \( u \) is an element of a vector space \( U \). The general idea is to consider the above problem on a suitable, low-dimensional subspace \( V^\ell \subset V \). Oftentimes a finite element approach is used, which is a discretization of \( V \) that does not take into account any properties of the evolution problem. However, there is another dimension reduction technique called proper orthogonal decomposition (POD) that usually achieves a much lower dimension than the finite element method while maintaining sufficient accuracy. This is possible because, by construction, POD uses information about the solution of the evolution problem to generate the lower dimensional subspace \( V^\ell \), which then captures the most dominant characteristics of the problem. Having said this, since in a numerical application POD usually requires a finite element solution first, using POD can only be advantageous if the evolution equation has to be solved repeatedly for different instances of \( u \). This is typically the case for optimal control problems, that have such an evolution equation as a constraint.

First, we formulate the continuous version of POD, which will be needed for the later analysis of an optimal control problem. Besides, we also need a discrete version of POD, which is suited for the inherently discrete data of numeric computations, so we will cover this in the second part of this chapter. This chapter is based on [4, Section 1.2], so the proofs of the cited results can be found there.

3.1 Continuous POD

Let \( (V, \langle \cdot, \cdot \rangle_V) \) and \( (H, \langle \cdot, \cdot \rangle_H) \) be real, separable Hilbert spaces and assume that \( V \) is dense in \( H \) by compact embedding. For fixed \( \varphi \in \mathbb{N} \) let \( y^1, \ldots, y^\varphi \in L^2(0,T;V) \) be given. Besides, we define the subspace

\[ V := \text{span}\{y^k(t) \mid 1 \leq k \leq \varphi, t \in [0,T]\} \subset V. \]

**Definition 3.1.** In the context of POD, we call \( y^1, \ldots, y^\varphi \in L^2(0,T;V) \) snapshots and the associated set \( V \) snapshot subspace. Furthermore, we declare \( d := \dim(V) \in \mathbb{N} \cup \{\infty\} \).

**Remark 3.2.** Typically, the snapshots \( y^1, \ldots, y^\varphi \in L^2(0,T;V) \) are solutions or derivatives of solutions of the investigated evolution problem.
Next, we declare the central terms of the POD method.

**Definition 3.3.** Let the snapshots \( y^1, \ldots, y^\wp \in L^2(0,T;V) \) be given. We call the solution of the optimization problem

\[
\min_{\psi_1, \ldots, \psi_\ell} \sum_{k=1}^\wp \int_0^T \left\| y_k(t) - \sum_{i=1}^\ell \langle y_k(t), \psi_i \rangle_V \bar{\psi}_i \right\|_V^2 \, dt \quad (\text{CPOD}^\ell)
\]

subject to (s.t.) \( \langle \psi_i, \psi_j \rangle_V = \delta_{ij}, \ 1 \leq i, j \leq \ell \),

POD basis \( \{ \bar{\psi}_i \}_{i=1}^\ell \) of rank \( \ell \) for any \( \ell \in \{1, \ldots, d\} \). The resulting vector space \( V^\ell := \text{span}\{ \bar{\psi}_1, \ldots, \bar{\psi}_\ell \} \) is called POD space of rank \( \ell \).

**Remark 3.4.** According to the previous definition, a POD basis \( \{ \bar{\psi}_i \}_{i=1}^\ell \) minimizes the sum of the mean square errors between the snapshots \( y^k \) and their projections onto \( V^\ell \).

Now, we introduce one possible approach to solve (CPOD^\ell).

The following result is taken from [4] where it appeared as Lemma 1.13 along with its proof.

**Definition and Theorem 3.5.** Let \( y^1, \ldots, y^\wp \in L^2(0,T;V) \) be snapshots. Then, the operator

\[
\mathcal{R} : V \to V, \quad \mathcal{R}_\psi = \sum_{k=1}^\wp \int_0^T \langle y_k(t), \psi \rangle_V y_k(t) \, dt. \tag{3.1}
\]

is linear, compact, non-negative and self-adjoint.

The following result provides crucial insight on how to solve the optimization problem (CPOD^\ell). Evidently, this can be achieved by solving an eigenvalue problem.

The following result is a citation of [4, Theorem 1.15]. The corresponding proof can also be found there.

**Theorem 3.6.** Let \( y^1, \ldots, y^\wp \in L^2(0,T;V) \) be snapshots. Let the operator \( \mathcal{R} \) be defined by (3.1). Then, there exist non-negative eigenvalues \( \{ \bar{\lambda}_i \}_{i=\in\mathbb{N}} \) and associated orthonormal eigenfunctions \( \{ \bar{\psi}_i \}_{i=\in\mathbb{N}} \) satisfying

\[
\mathcal{R} \bar{\psi}_i = \bar{\lambda}_i \bar{\psi}_i, \quad \bar{\lambda}_1 \geq \ldots \geq \bar{\lambda}_d > \bar{\lambda}_{d+1} = \ldots = 0. \tag{3.2}
\]

For every \( \ell \in \{1, \ldots, d\} \) the first \( \ell \) eigenfunctions \( \{ \bar{\psi}_i \}_{i=1}^\ell \) solve (CPOD^\ell). Besides, these functions fulfil

\[
\sum_{k=1}^\wp \int_0^T \left\| y^k(t) - \sum_{i=1}^\ell \langle y^k(t), \bar{\psi}_i \rangle_V \bar{\psi}_i \right\|_V^2 \, dt = \sum_{i=\ell+1}^d \bar{\lambda}_i. \tag{3.3}
\]

**Remark 3.7.** A closer look at (3.3) reveals, that the accuracy of the POD approximation depends on the chosen number of POD basis functions and on the decay rate of the eigenvalues \( \{ \bar{\lambda}_i \}_{i=\in\mathbb{N}} \).
3.2 Discrete POD

In numerical applications the continuous version of POD is usually not applicable since realistically we do not have functions \( y^1, \ldots, y^\varphi \) that can be evaluated everywhere on \([0, T]\), but only discrete approximations thereof. Fortunately, there is also a discrete version of POD available (see [4, Section 1.2.1]), which we will summarize here. Throughout this chapter, let \( m \in \mathbb{N} \).

A common scenario is, that the discrete snapshots \( y^1, \ldots, y^\varphi : \{t_1, \ldots, t_n\} \rightarrow \mathbb{R}^m \) are finite element solutions of the treated evolution equation using different inputs. We proceed in the same way as in the continuous case.

**Definition 3.8.** In the context of discrete POD, we call the vectors \( y^1_k, \ldots, y^n_k \in \mathbb{R}^m \) for \( 1 \leq k \leq \varphi \) discrete snapshots and define a discrete snapshot space \( V^n \) by

\[
V^n := \text{span}\{y^k_j \mid 1 \leq k \leq \varphi, 1 \leq j \leq n\}. \tag{3.4}
\]

Additionally, let \( d^n \in \{1, \ldots, n\varphi\} \) be the dimension of this space.

Like in the continuous case, we are looking for a suitable low-dimensional subspace \( V^\ell \) of the snapshot space \( V^n \).

**Definition 3.9.** For \( 1 \leq k \leq \varphi \) let \( y^k_1, \ldots, y^n_k \in \mathbb{R}^m \) be discrete snapshots and let \( \alpha^n_1, \ldots, \alpha^n_n > 0 \) be positive weighting parameters. Furthermore, let \( W \in \mathbb{R}^{m \times m} \) be a symmetric and positive definite matrix, such that \( \langle \cdot, \cdot \rangle_W := \langle \cdot, W \cdot \rangle_{\mathbb{R}^m} \) is an inner product on \( \mathbb{R}^m \). Then, for \( \ell \in \{1, \ldots, d^n\} \) we call the solution \( \{\bar{\psi}^i\}_{i=1}^\ell \) of the optimization problem

\[
\min_{\psi_1, \ldots, \psi_{\ell} \in \mathbb{R}^m} \sum_{k=1}^\varphi \sum_{j=1}^n \alpha^n_j \left\| y^k_j - \sum_{i=1}^\ell \langle y^k_j, \psi^i \rangle_W \bar{\psi}^i \right\|^2_W \quad \text{s.t.} \quad \langle \psi^i, \psi^j \rangle_W = \delta_{ij}, \quad 1 \leq i, j \leq \ell. \tag{DPOD}^\ell
\]

discrete POD basis of rank \( \ell \). The resulting linear space \( V^\ell := \text{span}\{\bar{\psi}_1, \ldots, \bar{\psi}_\ell\} \) is called discrete POD space of rank \( \ell \).

**Remark 3.10.** (i) Comparing the previous definition to the corresponding definition in the continuous case, we observe that the weights \( \alpha^n_1, \ldots, \alpha^n_n \) achieve some kind of numerical integration of the integral in the continuous case. A straightforward choice are the trapezoidal weights:

\[
\alpha^n_1 = \frac{T}{2(n-1)}, \quad \alpha^n_j = \frac{T}{n-1} \quad \text{for} \quad 2 \leq j \leq n-1, \quad \alpha^n_n = \frac{T}{2(n-1)}.
\]

(ii) A weighted inner product \( \langle \cdot, \cdot \rangle_W \) is used for modeling the inner product on the finite element space. Specifically, in the numerical part of this thesis, we choose \( W = M + A \), where \( M \) is the mass matrix and \( W \) is the stiffness matrix corresponding to the present evolution problem, respectively.

The procedure to solve the minimization problem is again analogous to the continuous case. The following result is a citation from [4] where it appeared as Lemma 1.3 along with its proof.
Definition and Theorem 3.11. Let \( y_1^k, \ldots, y_n^k \in \mathbb{R}^m \) be discrete snapshots for \( 1 \leq k \leq \varphi \). We define the operator

\[
\mathcal{R}^n : \mathbb{R}^m \rightarrow \mathcal{V}^n, \quad \mathcal{R}^n \psi = \sum_{k=1}^{\varphi} \sum_{j=1}^{n} \alpha_j^n (y_j^k, \psi)_W y_j^k.
\] (3.5)

Then, \( \mathcal{R}^n \) is linear, compact, non-negative and self-adjoint.

The following result is based on Theorem 1.6 and Theorem 1.8 from [4].

Theorem 3.12. For \( 1 \leq k \leq \varphi \) let \( y_1^k, \ldots, y_n^k \in \mathbb{R}^m \) be discrete snapshots. Furthermore, let \( \mathcal{R}^n \) be defined by (3.5). Then, there exist non-negative eigenvalues \( \{\lambda_i^n\}_{i=1}^m \) and associated orthonormal eigenvectors \( \{\tilde{\psi}_i^n\}_{i=1}^m \) satisfying

\[
\mathcal{R}^n \tilde{\psi}_i^n = \lambda_i^n \tilde{\psi}_i^n, \quad \lambda_1^n \geq \ldots \geq \lambda_m^n > \lambda_{m+1}^n = \ldots = 0.
\] (3.6)

Besides, for every \( \ell \in \{1, \ldots, d^n\} \) the first \( \ell \) eigenvectors \( \{\tilde{\psi}_i^n\}_{i=1}^\ell \) solve \( \text{DPOD}^\ell \). Moreover, we have

\[
\sum_{k=1}^{\varphi} \sum_{j=1}^{n} \alpha_j^n \| y_j^k - \sum_{i=1}^\ell (y_j^k, \tilde{\psi}_i^n)_W \tilde{\psi}_i^n \|_W^2 = \sum_{i=\ell+1}^{d^n} \lambda_i^n.
\] (3.7)

Remark 3.13. There are a few different approaches to determine a POD basis \( \{\tilde{\psi}_i^n\}_{i=1}^\ell \) of rank \( \ell \) in a numerical context (cf. [4, pp. 10-13]). We only mention the method which is used later in the numerical experiments of this thesis, which is the so-called method of snapshots. In particular, we consider the case \( \varphi = 2 \), which will be the standard choice for the numerical experiments.

For \( 1 \leq k \leq 2 \) let \( y_1^k, \ldots, y_n^k \in \mathbb{R}^m \) be discrete snapshots. We define the matrix \( Y := [y_1^1 \ldots y_n^1 | y_1^2 \ldots y_n^2] \in \mathbb{R}^{m \times 2n} \) with rank \( d^n \) as well as the diagonal matrix \( D := \text{diag}(\alpha_1^n, \ldots, \alpha_n^n) \in \mathbb{R}^{n \times n} \).

Besides, let \( \hat{Y} := W^{1/2} Y D^{1/2} \in \mathbb{R}^{m \times 2n} \).

Then, we solve the symmetric \( 2n \times 2n \) eigenvalue problem

\[
Y^\top \hat{Y} \varphi_i^n = \lambda_i^n \varphi_i^n, \quad \text{with} \quad (\varphi_i^n, \varphi_j^n)_{\mathbb{R}^{2n}} = \delta_{ij}, \quad 1 \leq i, j \leq \ell
\]

for the \( \ell \) largest eigenvalues \( \lambda_1^n \geq \ldots \geq \lambda_\ell^n > 0 \). Based on this, we compute the basis functions

\[
\tilde{\psi}_i^n = W^{-1/2} \psi_i^n = \frac{1}{\sqrt{\lambda_i^n}} W^{-1/2} \hat{Y} \varphi_i^n = \frac{1}{\sqrt{\lambda_i^n}} Y D^{1/2} \varphi_i^n
\]

for \( 1 \leq i \leq \ell \). Note that since we have \( \hat{Y}^\top \hat{Y} = \hat{D}^{1/2} Y^\top W \hat{Y} \hat{D}^{1/2} \), the numerically expensive computation of \( W^{1/2} \) and \( W^{-1/2} \) is not needed. Therefore, this method is especially favourable for \( 2n \leq m \). However, we should keep in mind that this approach might be numerically unstable since computing the product \( \hat{Y}^\top \hat{Y} \) increases the condition number compared to \( \hat{Y} \).
Chapter 4

Bicriterial Optimal Control of Evolution Equations

In this chapter we will show how a bicriterial optimal control problem, which includes an evolution equation of the form (AEE) as the state equation, can be treated. In an exemplary manner, the procedure is demonstrated for one specific optimal control problem that serves as a model for a heating, ventilation and air conditioning (HVAC) process. As an application of the theory presented in Chapter 2 there will be two objectives that take into account the heating costs and the achievement of a desired temperature, respectively. More specifically, we start by formulating this problem in detail. The current chapter is largely based on Chapter 5 of [2], while the adaptations for the time-dependent convection term are taken from Chapter 5 of [3]. More precise sources will be stated when the respective results are formulated.

4.1 The Bicriterial Optimal Control Problem

We specify a bicriterial optimal control problem by

\[
\begin{align*}
\min \ J(u, y) &= \left( \frac{1}{2} \left\| y - y_Q \right\|_{L^2(0,T;L^2(\Omega))}^2 \right) \left( \frac{1}{2} \left\| u \right\|_{L^2(0,T;\mathbb{R}^m)}^2 \right) \\
\text{s.t.} & \\
y_t(t, x) - \kappa \Delta y(t, x) + \beta(t, x) \cdot \nabla y(t, x) &= \sum_{i=1}^m u_i(t) \chi_i(x) & \text{for } (t, x) \in (0, T) \times \Omega \\
\frac{\partial y}{\partial \eta}(t, x) + \alpha_j y(t, x) &= \alpha_j y_{a_j}(t) & \text{for } (t, x) \in (0, T) \times \Gamma_j \\
y(0, x) &= y_0(x) & \text{for } x \in \Omega
\end{align*}
\]

for all \( j \in \{1, \ldots, s\} \) and

\[
u_a(t) \leq u(t) \leq v_b(t) \quad \text{f.a.a. } t \in [0, T].
\]

The first constraint (STEQ), called the state equation takes the form of a partial differential equation, namely a heat equation with a potentially time-dependent convection function \( b \) for the state \( y \), which is supposed to describe the temperature distribution in the room. Specifically, the heating process is influenced by the control \( u \) on the right-hand side of the state equation. We assume \( m \) heaters in the room, whose locations are described by the indicator functions \( \chi_1, \ldots, \chi_m \). The respective heating strategies \( u_1, \ldots, u_m \) are space-independent. The Robin boundary conditions of the state equation are supposed to model the temperature exchange with the world outside of the room \( \Omega \). Additionally, we impose the bilateral constraints (BCON) on the control \( u \). For deeper insights on the whole model, we refer to the numerical
experiments in Chapter 5, where different variations of the above optimal control problem are investigated numerically.

For further analysis of the stated optimal control problem, we establish additional assumptions.

**Assumption 4.**  • For an \( n \in \mathbb{N} \) with \( n \geq 2 \), let \( \Omega \subset \mathbb{R}^n \) be bounded with a \( C^1 \)-boundary \( \Gamma = \partial \Omega \), which consists of the disjoint subsets \( \Gamma_1, \ldots, \Gamma_s \), where \( s \in \mathbb{N} \). That is \( \bigcup_{i=1}^s \Gamma_i = \Gamma \).

• We require \( \alpha_i \geq 0 \) and \( y_n^i \in L^2(0, T), i \in \{1, \ldots, s\} \)

• For the convection term \( \beta \) we assume \( \beta \in L^\infty(0, T; L^\infty(\Omega; \mathbb{R}^n)) \).

• Let \( W_1, \ldots, W_m \subset \Omega \) be disjoint, measurable sets with measure greater than zero such that the characteristic functions \( \chi_i := \chi_{W_i} \) fulfil \( \chi_i \in L^2(\Omega) \) for \( i \in \{1, \ldots, m\} \).

• Set \( U := L^2(0, T; \mathbb{R}^m) \) as the control space.

• Let \( \kappa > 0 \), \( y_0 \in L^2(\Omega) \), \( u_a, u_b \in L^\infty(0, T; \mathbb{R}^m) \)

**Remark 4.1.** A slight difference to the corresponding assumptions in [3] is, that we allow for different outside temperatures \( y_n^i \) at different parts \( \Gamma_i \) of the boundary for \( i \in \{1, \ldots, s\} \). This adaption is required for the application in the numerical experiments.

For the remaining part of this chapter, we require that Assumption 4 is satisfied.

### 4.2 The Reduced Bicriterial Optimal Control Problem

With the goal of formulating an objective function that only depends on the control \( u \), we investigate the solvability of the state equation (STEQ) given Assumption 4. Indeed, this aspect was already covered in Section 5.1 of [2] for a time-independent convection term and adapted in Section 5.2 of [3] for the time-dependent case, so we will omit the derivation process and only quote the relevant results from these sources.

The weak formulation of STEQ takes the following form (cf. [3, Definition and Remark 5.1]):

**Definition and Remark 4.2.** Setting \( V := H^1(\Omega), H := L^2(\Omega), W(0, T) := \{ \varphi \in L^2(0, T; V) \mid \varphi_i \in L^2(0, T; V') \} \) and defining the mappings \( a : (0, T) \times V \times V \to \mathbb{R} \) and \( f : (0, T) \to V' \) by

\[
a(t, \varphi, \psi) := \kappa \int_{\Omega} \nabla \varphi(x) \cdot \nabla \psi(x) \, dx + \int_{\Omega} \beta(t, x) \cdot \nabla \varphi(x) \psi(x) \, dx + \kappa \sum_{i=1}^s \alpha_i \int_{\Gamma_i} \varphi(x) \psi(x) \, dS(x)
\]

and

\[
\langle f(t), \varphi \rangle_{V', V} := \sum_{i=1}^m \int_{\Omega} u_i(t) \chi_i(x) \varphi(x) \, dx + \kappa \sum_{i=1}^s \alpha_i \int_{\Gamma_i} \varphi(x) y_n^i(t) \, dS(x),
\]

we find a weak representation of (STEQ):

\[
\langle y(t), \varphi \rangle_{V', V} + a(t; y(t), \varphi) = \langle f(t), \varphi \rangle_{V', V} \quad \text{for all } \varphi \in V \text{ a.e.}
\]

\[
\langle y(0), \varphi \rangle_H = \langle y_0, \varphi \rangle_H \quad \text{for all } \varphi \in H
\]

(WS)
where a function $y \in W(0,T)$ is supposed to be determined. The problem (WS) is called the weak formulation of (STEQ).

The above definitions of the spaces $V$ and $H$ shall be maintained throughout this chapter. It is well-known that under appropriate conditions, an equation of the form (WS) has a unique solution (cf. Theorem 1.7, which is cited from [6]). Indeed, it has already been verified that the required conditions hold given assumption 4, see [2] for the case of a time-independent convection term and [3] for the case of a time-dependent convection term. Consequently, we get the following result, which is taken from [3] where it appeared as Theorem 5.5. Note that the adaption in the affected proofs due to the change mentioned in Remark 4.1 is minor and therefore not carried out explicitly here.

**Theorem 4.3.** Let Assumption 4 be satisfied. Then, there exists a unique solution $y \in W(0,T)$ of the weak formulation (WS). Moreover, there is a constant $C > 0$ such that the a-priori estimate

$$
\|y\|_{W(0,T)} \leq C \left( \|f\|_{L^2(0,T;V')} + \|y_0\|_H \right) \tag{4.1}
$$

holds.

The previous theorem motivates the following definition.

**Definition 4.4.** We define the linear continuous operator

$$
T : L^2(0,T;V') \times H \to W(0,T), \quad T(f,y_0) := y,
$$

which maps a right-hand side $f$ and an initial value $y_0$ to the unique solution $y$ of (WS).

The next definition is made to analyse how the solution of (WS) depends on the control $u \in U$.

**Definition and Remark 4.5.** Let $f(t) = F(t) + (Bu)(t)$, where

$$
F : (0,T) \to V', \quad \langle F(t), \varphi \rangle_{V',V} := \kappa \sum_{i=1}^{s} \alpha_i \int_{\Gamma_i} \varphi(x)y_i(t) dS(x)
$$

and

$$
B : U \to L^2(0,T;V'), \quad \langle (Bu)(t), \varphi \rangle_{V',V} := \sum_{i=1}^{m} \int_{\Omega} \chi_i(x) \varphi(x) dx.
$$

for $\varphi \in V$. Thus, we have split the right-hand side $f$ of the state equation (WS) into two parts such that one of them depends on $u$ and the other part does not.

The following result is a citation of [3, Lemma 5.8]. The corresponding proof can also be found there.

**Lemma 4.6.** The operator $B$ depends linearly on the control $u \in U$ and satisfies

$$
\|Bu\|_{L^2(0,T;V')} \leq \|\chi\|_{L^2(\Omega;\mathbb{R}^m)} \|u\|_U. \tag{4.2}
$$
Definition and Remark 4.7. Let $y \in W(0,T)$ be the unique solution to (WS) for a $u \in U$. We call $\hat{y} := T(F, y_0)$ the $u$-independent part of the solution. We define the linear operator $S : U \rightarrow W(0,T) \hookrightarrow L^2(0,T;H)$, $Su := T(Bu,0)$.

Accordingly, we call $Su$ the $u$-dependent part of the solution. Thus, we obtain $y = \hat{y} + Su$.

The following result is taken from [2] where it appeared as Lemma 5.6 and Lemma 5.7 along with the corresponding proofs.

Lemma 4.8. The solution operator $S$ is injective, continuous and satisfies

$$\|S\|_{L(U;L^2(0,T;H))} \leq C \|\chi\|_{L^2(\Omega;\mathbb{R}^m)},$$

where $C > 0$ is the same constant as in (4.1).

Proof. Although the convection term was time-independent in [2], the solution operators $S$ and $T$ have the same relevant properties in the present case. So the proof is exactly the same as in the cited source.

Making use of the well-posedness of the state equation, we can express (OCP) as an equivalent optimal control problem only depending on the control $u$.

Definition 4.9. We set $U_{ad} := \{u \in U \mid u_a(t) \leq u(t) \leq u_b(t) \text{ f.a.a. } t \in [0,T]\}$ as the admissible set and define the reduced objective function

$$\hat{J} : U \rightarrow \mathbb{R}^2, \quad \hat{J}(u) := \left(\frac{1}{2} \|\hat{y} + Su - y_Q\|^2_{L^2(0,T;H)}, \frac{1}{2} \|u\|^2_U\right).$$

Then, we call

$$\min_{u \in U_{ad}} \hat{J}(u)$$

the reduced bicriterial optimal control.

Taking into account the properties of the solution operator $S$, it is evident that solving (ROCP) is equivalent to solving the optimization problem (OCP) from which it originates.

Apart from that, if we recall the situation of Chapter 2, we find that the reduced optimal control problem (ROCP) fits into the framework of the then defined bicriterial optimization problem. Moreover, it is possible to verify the main assumptions on the objective functions $\hat{J}_1$, $\hat{J}_2$ and the admissible set $U_{ad}$ that were made in Chapter 2. This has already been done in [2, pp. 53-55], so we only cite those results here.

The following result is a citation of [2, Lemma 5.9]. The corresponding proof can also be found there.

Lemma 4.10. The set $U_{ad}$ is non-empty, closed and convex.
4.3 Adjoint Equation

The following result summarizes Lemma 5.10, Lemma 5.11 and Corollary 5.12 from [2], where they were also proved.

**Lemma 4.11.** The functions $\hat{J}_1$ and $\hat{J}_2$ are strictly convex, continuous, bounded from below and quadratic as well as twice continuously Fréchet differentiable. Moreover, the second derivatives $\nabla^2 \hat{J}_1$, $\nabla^2 \hat{J}_2$ are positive definite and $\nabla^2 \hat{J}_2$ is uniformly positive definite with coercivity constant $C_{J_2} = 1$.

Hereby, we have verified all required assumptions such that the relevant results from Chapter 2 can be applied to the present problem (ROCP). Accordingly, we define the Euclidean reference point problem corresponding to (ROCP).

**Definition 4.12.** For a reference point $z \in \mathbb{R}^2$ we define the Euclidean reference point problem by

$$\min_{u \in U_{ad}} \frac{1}{2} \left( \hat{J}_1(u) - z_1 \right)^2 + \frac{1}{2} \left( \hat{J}_2(u) - z_2 \right)^2.$$ 

Again, we utilize the function $F_z : U \to \mathbb{R}$, $F_z(u) := \frac{1}{2} \left( \hat{J}_1(u) - z_1 \right)^2 + \frac{1}{2} \left( \hat{J}_2(u) - z_2 \right)^2$. In accordance with Chapter 2, we denote this problem by (RPP)$_z$.

4.3 Adjoint Equation

Numerical algorithms that solve scalar optimization problems often make use of the gradient and even the second derivative of the objective function. So, in view of the eventual numerical experiments, we would like to have a representation of $\nabla \hat{J}_1(u)$ and $\nabla^2 \hat{J}_1(u)h$, respectively, that is numerically evaluable in an efficient manner for given $u \in U_{ad}$ and $h \in U$. With regard to optimal control problems, this can often be achieved by introducing an adjoint equation. It turns out that this approach also works for the present optimal control problem (ROCP). Thus, we proceed by introducing the adjoint equation. The results in this section are based on those from [2, Section 5.4], whereas the adaptions for the time-dependent bilinear form $a$ are taken from [3, Section 5.4]. A detailed derivation, why the adjoint equation helps to express the derivatives of the objective function in the present case can be found in [2].

**Definition 4.13.** Corresponding to a differential equation of the form (WS), the objective function $\hat{J}_1$ and a control $u \in U_{ad}$, we call the end value problem

$$- \frac{d}{dt} \langle p(t), \varphi \rangle_{V',V} + a(t; \varphi, p(t)) = \langle y_Q(t) - \hat{y}(t) - Su(t), \varphi \rangle_{V',V} \quad \text{for all } \varphi \in V \text{ a.e.}$$

(WA)

$$\langle p(T), \varphi \rangle_H = \langle 0, \varphi \rangle_H \quad \text{for all } \varphi \in H$$

the adjoint equation.

The following result is taken from [3] where it appeared as Theorem 5.19 along with its proof.

**Theorem 4.14.** For every $u \in U$ there exists a unique solution $p \in W(0,T)$ of the adjoint equation (WA) which satisfies

$$\|p\|_{W(0,T)} \leq C \|y_Q - \hat{y}(t) - Su\|_{L^2(0,T;V')}$$

for a constant $C > 0$. 
Definition and Remark 4.15. As for the state equation, we can use the previous theorem to define the linear and continuous operator \( \tilde{T} : L^2(0, T; V') \to W(0, T) \) which maps any right-hand side in (WA) to the solution of the equation.

Then, analogously to Definition and Remark 4.5, we split the solution of (WA) in two parts, such that one part depends on the control \( u \) and the other one does not. In particular, we define \( A : U \to W(0, T) \to L^2(0, T; H) \), \( A(u) := \tilde{T}(-S u) \) and \( \hat{p} := \tilde{T}(y_Q - \hat{y}) \). Here, we can infer that \( A \) is linear and continuous since both \( S \) and \( \tilde{T} \) are linear and continuous. Consequently, it follows \( \tilde{T}(y_Q - \hat{y} - Su) = \hat{p} + Au \) by applying linearity.

Finally, we achieve the desired expression of the derivatives of \( \hat{J}_1 \) by using the solution of the adjoint equation in the next lemma. The corresponding result for an adjoint equation with a time-independent bilinear form \( a(\cdot, \cdot) \) appeared as Corollary 5.19 in [2].

Lemma 4.16. Let \( u \in U \) and \( \hat{p} + Au \) be the corresponding solution of the adjoint equation (WA). Then, the derivatives of \( \hat{J}_1 \) take the following form.

\[
\nabla \hat{J}_1(u) = -B^*(\hat{p} + Au),
\]
\[
\nabla^2 \hat{J}_1(u) = -B^* A.
\]

Proof. The proof can be done exactly in the same way as for the time-independent bilinear form \( a \) in the cited source.

We also have a result available, showing how \( B^* \) can be evaluated. The following result is a citation from [2] where it appeared as Lemma 5.20 along with its proof.

Lemma 4.17. Let the operator \( B \) be given as in Definition and Remark 4.5. Then, the following expression of the adjoint operator \( B^* \) holds.

\[
B^* : L^2(0, T; V) \to U, \quad B^* v(t) = \begin{pmatrix}
\int_{\Omega} \chi_1(x) v(t, x) \, dx \\
\vdots \\
\int_{\Omega} \chi_m(x) v(t, x) \, dx
\end{pmatrix},
\]

4.4 The POD Approximated Model

Having shown that the present optimal control problem (ROCP) can be treated with the techniques presented in Chapter 2, particularly with Algorithm 1, we would still like to take a closer look at how to apply POD to (ROCP). That is because, when using Algorithm 1 in practice, we have to solve both the state and the adjoint equation many times (cf. Chapter 5). So a reduction of the problem dimension could potentially save a lot of computation time. Unless stated otherwise, the results in this section are taken from [2] and the respective proofs can also be found there. The results in this section are based on those from [2, Section 5.5], whereas the adaptations for the time-dependent convection term are taken from [3, Section 5.5].
4.4 The POD Approximated Model

4.4.1 Reduced-Order State Equation

First, let us assume that \( \hat{y} \), that is the part of the solution to the weak formulation (WS) which does not depend on \( u \) has already been computed and that a POD space \( V^\ell \subset V \) of rank \( \ell \) is given.

**Definition 4.18.** For \( u \in U \) we introduce a reduced-order model of the \( u \)-dependent part of (WS) which is defined by

\[
\begin{align*}
\langle y^\ell(t), \varphi \rangle_{(V^\ell)',V^\ell} + a(t;y^\ell(t), \varphi) &= \langle Bu(t), \varphi \rangle_{(V^\ell)',V^\ell} \quad \text{for all } \varphi \in V^\ell \text{ a.e.} \\
\langle y^\ell(0), \varphi \rangle_H &= \langle 0, \varphi \rangle_H \quad \text{for all } \varphi \in H.
\end{align*}
\]

The following result already appeared as Theorem 5.24 in [3].

**Theorem 4.19.** Suppose Assumption 4 is satisfied. Then, there exists a unique solution \( y^\ell \in H^1(0,T;V^\ell) \) of the reduced-order model (WS\(^\ell\)) which obeys the estimate

\[
\| y^\ell \|_{H^1(0,T;V^\ell)} \le C \| Bu \|_{L^2(0,T;V^\ell')} \quad \text{(4.3)}
\]

for a constant \( C > 0 \) that is independent of \( \ell \).

**Proof.** For a proof of a similar version of this theorem, we refer to [8, pp. 354-356]. \( \Box \)

**Remark 4.20.** By making a Galerkin ansatz with the computed POD basis, we can write (WS\(^\ell\)) as a linear system of ordinary differential equations, that looks very much like a system that arises from the discretization by the finite element method. Consequently, we can proceed with the time discretization analogously to the finite element system, e.g. by the well-known Crank-Nicolson method.

**Definition and Remark 4.21.** As for the full-order state equation we define the solution operator

\[
S^\ell: U \to H^1(0,T;V^\ell) \to L^2(0,T;H), \quad S^\ell(u) := y^\ell,
\]

which yields the unique solution \( y^\ell \) of (WS\(^\ell\)) for any \( u \in U \). Then, by linearity \( \tilde{y}^\ell := \hat{y} + S^\ell u \) fulfills

\[
\begin{align*}
\langle \tilde{y}^\ell(t), \varphi \rangle_{(V^\ell)',V^\ell} + a(t;\tilde{y}^\ell(t), \varphi) &= \langle \mathcal{F}(t) + Bu(t), \varphi \rangle_{(V^\ell)',V^\ell} \quad \text{for all } \varphi \in V^\ell \text{ a.e.} \\
\langle \tilde{y}^\ell(0), \varphi \rangle_H &= \langle y_0, \varphi \rangle_H \quad \text{for all } \varphi \in H.
\end{align*}
\]

With the present definition of \( \tilde{y}^\ell \) we can generally not expect that \( \tilde{y}^\ell(t) \) belongs to \( V^\ell \), but to the space \( \hat{y} + V^\ell \). It turns out that this approach avoids the approximation error in the part of the solution that does not depend on \( u \). This has been investigated more thoroughly in the numerical experiments of [4].

The following result already appeared as Lemma 5.23 in [2].

**Lemma 4.22.** The operator \( S^\ell \) is continuous and satisfies

\[
\| S^\ell \|_{L(U,L^2(0,T;H))} \le C \| \chi \|_{L^2(\Omega;\mathbb{R}^m)},
\]

with \( C \) being the constant from (4.3). Notably, \( C \) is independent of \( \ell \).
Proof. The claim follows directly from the estimate (4.3) for the solution of the POD approximated state equation and the estimate (4.2) of the operator $B$. \hfill \Box

As opposed to the situation for the original state equation, in general, the operator $S^\ell$ is not injective for an arbitrary POD space. Therefore, we have to make additional assumptions.

**Assumption 5.** Suppose the POD space $V^\ell$ is chosen such that $B$ seen as an element of $L(U;L^2(0,T;(V^\ell)'))$ is injective.

For the remaining part of this chapter, we require Assumption 5 to be satisfied. With this assumption, the injectivity of $S^\ell$ can be verified easily. The following result is taken from [3] where it appeared as Lemma 5.28 along with its proof.

**Lemma 4.23.** The operator $S^\ell$ is injective.

Next, we would like to introduce an a-priori error bound for $\|S^\ell u - Su\|_{L^2(0,T;V)}$. To this end, we need to cite the following result from [9] which considers an alternative projection onto the POD space $V^\ell$. It appeared in the cited source as a part of Theorem 5.2 and was also proved there.

**Lemma 4.24.** Let $(V^\ell)_{\ell \in \mathbb{N}}$ be the POD spaces computed using the snapshots $y^1, \ldots, y^\wp \in L^2(0,T;V)$. Then, it holds

$$\sum_{k=1}^\wp \int_0^T \left\| y^k(t) - Q^\ell y^k(t) \right\|_V^2 \, dt = \sum_{i=\ell+1}^\infty \bar{\lambda}_i \left\| \bar{\psi}_i - Q^\ell \bar{\psi}_i \right\|_V^2,$$

where $\{\bar{\psi}_i\}_{i \in \mathbb{N}}$ denotes the POD basis corresponding to the POD spaces $(V^\ell)_{\ell \in \mathbb{N}}$ and $\{\bar{\lambda}_i\}_{i \in \mathbb{N}}$ are the associated eigenvalues given by (3.2). Besides, the orthogonal projection $Q^\ell$ is defined by

$$Q^\ell : H \to V^\ell, \quad Q^\ell v := \inf_{w \in V^\ell} \| v - w \|_H.$$

(4.4)

If, in addition, $\|Q^\ell\|_{L(V)}$ is bounded independent of $\ell$, then for each $k = 1, \ldots, \wp$ we have

$$\lim_{\ell \to \infty} \left\| y^k - Q^\ell y^k \right\|_{L^2(0,T;V)} = 0.$$

Since the projection $Q^\ell$ will be used in the numerical tests, we also mention how to compute it in practice.

**Remark 4.25.** In the situation of Lemma 4.24 and for $v \in H$, the orthogonal projection $Q^\ell v \in V^\ell$ can be obtained by solving

$$M^\ell d = b^\ell,$$

with $d \in \mathbb{R}^\ell$, $M^\ell := (\langle \bar{\psi}_i, \bar{\psi}_j \rangle_H) \in \mathbb{R}^{\ell \times \ell}$, $b^\ell := (\langle v, \bar{\psi}_i \rangle_H) \in \mathbb{R}^\ell$ first. Then, it holds

$$Q^\ell v = \sum_{i=1}^\ell d_i \bar{\psi}_i.$$
Now, we are able to present the mentioned error bound which includes the projection $Q^\ell$. The proof of the following theorem is based on the techniques used for example in the proofs of Theorems 6.3 and 6.5 in [9] and was worked out in collaboration with the author of [3], where this result already appeared as Theorem 5.33 along with its proof.

**Theorem 4.26.** Let $u \in U$ and assume that $(V^\ell)_{\ell \in \mathbb{N}}$ are POD spaces which are constructed based on the snapshot $y^1 = Su$. Besides, we define $y^\ell := S^\ell u$ and $y := Su$. Then, there exists a constant $C = C(C_0, \gamma, \eta, T)$ such that the estimate

$$
\left\| y^\ell - y \right\|^2_{L^2(0,T;V)} \leq C \sum_{i=\ell+1}^{\infty} \bar{\lambda}_i \left\| \bar{\psi}_i - Q^\ell \bar{\psi}_i \right\|^2_V
$$

(4.5)
is satisfied. Here, $\{\bar{\psi}_i\}_{i \in \mathbb{N}}$ is the POD basis and $\{\bar{\lambda}_i\}_{i \in \mathbb{N}}$ are the eigenvalues determined by (3.2) using the mentioned snapshot. Moreover, $Q^\ell$ is the orthogonal projection defined by (4.4). If, in addition, $\|Q^\ell\|_{L(V)}$ is bounded independently of $\ell$, we have

$$
\lim_{\ell \to \infty} \left\| y^\ell - y \right\|^2_{L^2(0,T;V)} = 0.
$$

Proof. To begin with, we define $\theta^\ell(t) := y^\ell(t) - Q^\ell(y(t)) \in V^\ell$ and $\rho^\ell(t) := Q^\ell(y(t)) - y(t) \in V$ such that we can write

$$
y^\ell(t) - y(t) = y^\ell(t) - Q^\ell(y(t)) + Q^\ell(y(t)) - y(t) =: \theta^\ell(t) + \rho^\ell(t)
$$

for almost all $t \in (0,T)$. Applying Lemma 4.24 with one snapshot $y^1 = Su$, we get immediately

$$
\left\| \rho^\ell \right\|^2_{L^2(0,T;V)} = \left\| y - Q^\ell(y) \right\|^2_{L^2(0,T;V)} = \sum_{k=1}^{\rho} \int_0^T \left\| y^k(t) - Q^\ell y^k(t) \right\|^2_V dt = \sum_{i=\ell+1}^{\infty} \bar{\lambda}_i \left\| \bar{\psi}_i - Q^\ell \bar{\psi}_i \right\|^2_V.
$$

Next, using the reduced-order equation (WS$^\ell$) and Remark 1.6, we get

$$
\langle Bu(t), \varphi \rangle_H = \frac{d}{dt} \langle y(t), \varphi \rangle_H + a(t; y(t), \varphi)
$$

(4.6)

$$
= \frac{d}{dt} \langle Q^\ell(y(t)), \varphi \rangle_H + \frac{d}{dt} \langle \theta^\ell(t), \varphi \rangle_H + a(t; Q^\ell(y(t)), \varphi) + a(t; \theta^\ell(t), \varphi)
$$

(4.7)

and thus

$$
\frac{d}{dt} \langle \theta^\ell(t), \varphi \rangle_H + a(t; \theta^\ell(t), \varphi) = \langle Bu(t), \varphi \rangle_H - \frac{d}{dt} \langle Q^\ell(y(t)), \varphi \rangle_H - a(t; Q^\ell(y(t)), \varphi)
$$

(4.8)

for all $\varphi \in V^\ell$ and.f.a.a. $t \in (0,T)$. Now, we make use of the fact that the projection $Q^\ell : H \to V^\ell \subset H$ is self adjoint (see [9, p. 874], proof of Theorem 6.5). We infer

$$
\frac{d}{dt} \langle Q^\ell(y(t)), \varphi \rangle_H = \frac{d}{dt} \langle y(t), Q^\ell(\varphi) \rangle_H = \frac{d}{dt} \langle y(t), \varphi \rangle_H \quad \text{for all } \varphi \in V^\ell \text{ a.e.}
$$

(4.9)

since $Q^\ell(\varphi) = \varphi$ holds for all $\varphi \in V^\ell$. Applying (4.9) and (WS) for the $u$-dependent part to (4.8), we get

$$
\frac{d}{dt} \langle \theta^\ell(t), \varphi \rangle_H + a(t; \theta^\ell(t), \varphi) = -a(t; \rho^\ell(t), \varphi) \quad \text{for all } \varphi \in V^\ell \text{ a.e.}
$$

(4.10)
This enables us to apply Gronwall’s Lemma 1.2, which implies

\[
\frac{1}{2} \frac{d}{dt} \left\| \theta^t(t) \right\|_H^2 + \gamma \left\| \theta^t(t) \right\|_V^2 - \eta \left\| \theta^t(t) \right\|_H^2 \leq \langle \theta^t(t), \theta^t(t) \rangle_H + a(t; \theta^t(t), \theta^t(t))
\]

\[
\leq \left| -a(t; \rho^t(t), \theta^t(t)) \right|
\leq C_a \left\| \rho^t(t) \right\|_V \left\| \theta^t(t) \right\|_V
\leq \frac{C_a^2}{2\varepsilon} \left\| \rho^t(t) \right\|_V^2 + \frac{\varepsilon}{2} \left\| \theta^t(t) \right\|_V^2.
\]

Therefore, we find by rearranging and choosing \( \varepsilon = 2\gamma \)

\[
\frac{d}{dt} \left\| \theta^t(t) \right\|_H^2 \leq \frac{C_a^2}{2\gamma} \left\| \rho^t(t) \right\|_V^2 + 2\eta \left\| \theta^t(t) \right\|_H^2.
\]

This enables us to apply Gronwall’s Lemma 1.2, which implies

\[
\left\| \theta^t(t) \right\|_H^2 \leq \exp \left( \int_0^t 2\eta \, ds \right) \left( \left\| \theta^t(0) \right\|_H^2 + \frac{C_a^2}{2\gamma} \int_0^t \left\| \rho^t(s) \right\|_V^2 \, ds \right)
\leq \exp (2\eta T) \frac{C_a^2}{2\gamma} \int_0^T \left\| \rho^t(s) \right\|_V^2 \, ds
\leq \exp (2\eta T) \frac{C_a^2}{2\gamma} \left\| y - Q^t(y) \right\|_{L^2(0,T;V)}^2
\]

for almost all \( t \in (0,T) \). We proceed by using (4.11) once more with \( \varepsilon = \gamma \). This yields by rearranging

\[
\left\| \theta^t(t) \right\|_V^2 \leq \frac{1}{\gamma} \left( - \frac{d}{dt} \left\| \theta^t(t) \right\|_H^2 + 2\eta \left\| \theta^t(t) \right\|_H^2 + \frac{C_a^2}{\gamma} \left\| \rho^t(t) \right\|_V^2 \right).
\]

We integrate both sides of this inequality over \( (0,T) \) and apply (4.12) to the result:

\[
\left\| \theta^t \right\|_{L^2(0,T;V)}^2 \leq \frac{1}{\gamma} \left( - \int_0^T \frac{d}{dt} \left\| \theta^t(s) \right\|_H^2 \, ds + 2\eta \int_0^T \left\| \theta^t(s) \right\|_H^2 \, ds + \frac{C_a^2}{\gamma} \int_0^T \left\| \rho^t(s) \right\|_V^2 \, ds \right)
\leq \frac{1}{\gamma} \left( - \left\| \theta^t(T) \right\|_H^2 + \left\| \theta^t(0) \right\|_H^2 + 2\eta \int_0^T \left\| \theta^t(s) \right\|_H^2 \, ds + \frac{C_a^2}{\gamma} \left\| \rho^t \right\|_{L^2(0,T;V)}^2 \right)
\leq \frac{2\eta T}{\gamma} \int_0^T \left\| \theta^t(s) \right\|_H^2 \, ds + \frac{C_a^2}{\gamma^2} \left\| \rho^t \right\|_{L^2(0,T;V)}^2
\leq \exp (2\eta T) \frac{C_a^2}{\gamma^2} \left\| \rho^t \right\|_{L^2(0,T;V)}^2 + \frac{C_a^2}{\gamma^2} \left\| \rho^t \right\|_{L^2(0,T;V)}^2.
\]

With the preceding estimate, we can finish the proof of the estimate (4.5). More specifically, it
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holds
\[
\|y^\ell - y\|_{L^2(0,T;V)}^2 \leq 2 \|y^\ell\|_{L^2(0,T;V)}^2 + 2 \|\rho^\ell\|_{L^2(0,T;V)}^2 \\
\leq 2 \exp \left( 2\eta T \right) C_\alpha^2 \eta T \left\| \rho^\ell \right\|_{L^2(0,T;V)}^2 + \frac{2C_\alpha^2}{\gamma^2} \left\| \rho^\ell \right\|_{L^2(0,T;V)}^2 + 2 \left\| \rho^\ell \right\|_{L^2(0,T;V)}^2 \\
\leq C \sum_{i=\ell+1}^{\infty} \bar{\lambda}_i \left( \bar{\psi}_i - Q^\ell \bar{\psi}_i \right)^2.
\]

Now, \(\lim_{\ell \to \infty} \|y^\ell - y\|_{L^2(0,T;V)} = 0\) follows directly from this estimate and Lemma 4.24.

Remark 4.27. Note that the a-priori estimate above depends on the solution \(y := Su\) of the state equation, since this solution is used to construct the POD space, so it is not very time-efficient to use it in order to control the error in numerical applications. However, estimates of this type are still useful as a heuristic to determine the number of used POD basis functions. This will be demonstrated in the numerical part of this thesis.

4.4.2 Reduced-Order Objective Function

By means of the solution operator \(S^\ell\) of the reduced-order model (WS\(^\ell\)), we can also define a POD approximated objective function and the corresponding Euclidean reference point problem.

Definition 4.28. For a given POD space \(V^\ell \subset V\) of rank \(\ell\) we define the POD approximated objective function by
\[
\hat{J}^\ell : U \to \mathbb{R}^2, \quad \hat{J}^\ell(u) := \left( \hat{J}_1^\ell(u), \hat{J}_2^\ell(u) \right) := \left( \frac{1}{2} \|\tilde{y} + S^\ell u - y\|_{L^2(0,T,H)}^2, \frac{1}{2} \|u\|_{U}^2 \right).
\]

Thereby, we obtain the reduced-order bicriterial optimal control problem
\[
\min_{u \in U_{\text{ad}}} \hat{J}^\ell(u). \tag{ROCP\(^\ell\)}
\]

Additionally, we declare \(Y^\ell := \hat{J}^\ell(U_{\text{ad}}) \subset \mathbb{R}^2\) as the objective admissible region with respect to \(\hat{J}^\ell\).

Notation 4.29. Henceforth, we denote the original bicriterial optimal control problem (ROCP) by the full problem and its reduced-order counterpart (ROCP\(^\ell\)) by the POD approximated problem. In the same way, we will refer to the full and POD approximated versions of the state and adjoint equation.

Next, we can use the POD approximated cost function to formulate a reduced-order Euclidean reference point problem.

Definition 4.30. For a reference point \(z \in \mathbb{R}^2\) we define the reduced-order Euclidean reference point problem associated with (ROCP\(^\ell\)) by
\[
\min_{u \in U_{\text{ad}}} \frac{1}{2} \left( \hat{J}_1^\ell(u) - z_1 \right)^2 + \frac{1}{2} \left( \hat{J}_2^\ell(u) - z_2 \right)^2.
\]
Analogously to the full problem, we employ the function
\[ F_\ell : U \to \mathbb{R}, \quad F_\ell(u) := \frac{1}{2} \left( \hat{J}_1^\ell(u) - z_1 \right)^2 + \frac{1}{2} \left( \hat{J}_2^\ell(u) - z_2 \right)^2. \]

Consistent with previous notations, we denote this problem by \((\text{RPP})_\ell^z\).

The following result ensures that the results from Chapter 2 are applicable to the POD approximated problem. It appeared in [2] as a part of Lemma 5.30 and was also proved there.

**Lemma 4.31.** Let Assumption 5 be satisfied. Then the functions \(\hat{J}_1^\ell, \hat{J}_2^\ell\) are quadratic and fulfil Assumptions 2 and 3.

With regard to the approximation quality, we cite the following result about the convergence of the POD approximated objective function \(\hat{J}_1^\ell\) from [2] where it appeared as Theorem 5.31 along with its proof.

**Theorem 4.32.** Let \((V_\ell)_{\ell \in \mathbb{N}}\) be POD spaces generated by an arbitrary family of snapshots.

(i) If \(u \in U_{ad} \) such that \(S u \in H^1(0,T;V)\) holds, then \(\hat{J}_1^\ell(u) \to \hat{J}_1(u)\) as \(\ell \to \infty\).

(ii) If \((u_\ell)_{\ell \in \mathbb{N}} \subset U_{ad}\) is a sequence such that \(u_\ell \to u (\ell \to \infty)\) for \(u \in U_{ad}\) and \(S u \in H^1(0,T;V)\) hold, then \(\left| \hat{J}_1^\ell(u_\ell) - \hat{J}_1(u) \right| \to 0\) and \(\hat{J}_1^\ell(u_\ell) \to \hat{J}_1(u)\) as \(\ell \to \infty\).

**4.4.3 Reduced-Order Adjoint Equation**

Similar to the procedure that we used for the full optimal control problem (ROCP), we would also like to introduce an adjoint equation for the reduced-order model, which will once again be used to make the gradient of the objective function \(\hat{J}_1^\ell\) more easily computable. Therefore, let \(V_\ell \subset V\) be a given POD space of rank \(\ell\) and let \(\tilde{p}\) be the \(u\)-independent part of the solution of (WA).

**Definition 4.33.** For \(u \in U\) we call the end value problem

\[
\langle -p_\ell(t), \varphi \rangle_{(V_\ell)' \times V_\ell} + a(t; \varphi, p_\ell(t)) = \langle -S^\ell u(t), \varphi \rangle_{(V_\ell)' \times V_\ell} \quad \text{for all } \varphi \in V_\ell \text{ a.e.} \\
\langle p_\ell(T), \varphi \rangle_H = \langle 0, \varphi \rangle_H \quad \text{for all } \varphi \in H
\]

a reduced-order model of the \(u\)-dependent part of (WA).

This time again, the solvability of the equation can be shown. The following result appeared in [3] as Theorem 5.40.

**Theorem 4.34.** Let Assumption 4 be satisfied. Then, there exists a unique solution \(p_\ell \in H^1(0,T;V_\ell)\) of (WA\(_\ell\)), which satisfies the estimate

\[ \left\| p_\ell \right\|_{H^1(0,T;V)} \leq C \left\| S^\ell u \right\|_{L^2(0,T;(V_\ell)')} \cdot \]

Notably, the constant \(C > 0\) is independent of \(\ell\).
4.4 The POD Approximated Model

Proof. The assertions follow from a more general result about the solvability of finite dimensional evolution equations like that from [8, p. 354] in the same way as the solvability of the full adjoint equation resulted from the more general Theorem 1.7 about the solvability of evolution equations.

Definition and Remark 4.35. Analogously to Definition and Remark 4.15 we declare the solution operator

\[ A^\ell : U \to H^1(0,T;V^\ell) \to L^2(0,T;H) \]

such that \( A^\ell u \) is the unique solution of \((WA^\ell)\). Taking into account linearity, we infer that \( \tilde{p}^\ell := \hat{p} + A^\ell u \) fulfills

\[
\langle -\tilde{p}^\ell(t), \varphi \rangle_{V^\ell',V^\ell} + a(t; \varphi, \tilde{p}^\ell(t)) = \langle y_Q - \hat{y} - S^\ell u(t), \varphi \rangle_{V^\ell',V^\ell} \quad \text{for all } \varphi \in V^\ell \text{ a.e}
\]

\[
\langle \tilde{p}^\ell(T), \varphi \rangle_H = \langle 0, \varphi \rangle_H \quad \text{for all } \varphi \in H
\]

for all \( u \in U \). Similarly to the state equation, we generally have \( \tilde{p}^\ell(t) \not\in V^\ell \). This kind of splitting of the solution is done for the same reason as for the state equation. Keeping this in mind, we define by \( \hat{p}^\ell \in H^1(0,T;V^\ell) \) the reduced-order solution of

\[
\langle -\hat{p}^\ell(t), \varphi \rangle_{V^\ell',V^\ell} + a(t; \varphi, \hat{p}^\ell(t)) = \langle y_Q - \hat{y}, \varphi \rangle_{V^\ell',V^\ell} \quad \text{for all } \varphi \in V^\ell \text{ a.e}
\]

\[
\langle \hat{p}^\ell(T), \varphi \rangle_H = \langle 0, \varphi \rangle_H \quad \text{for all } \varphi \in H.
\]

This solution exists and is unique due to the same arguments as in Theorem 4.34.

The following result appeared in [3] as Lemma 5.43.

Lemma 4.36. The solution operator \( A^\ell \) is continuous and satisfies

\[
\|A^\ell\|_{L(U,L^2(0,T;H))} \leq C \|\chi\|_{L^2(\Omega;\mathbb{R}^m)}
\]

with a constant \( C > 0 \) that is independent of \( \ell \).

Proof. The assertions result directly from Theorem 4.34 and Lemma 4.19.

Proceeding in a similar way as for the full problem, we are able to find a representation of the derivatives of \( \hat{J}_1^\ell \) by making use of the adjoint equation. The following result is taken from [2] where it appeared as Corollary 5.36. Note that the representation of the first derivative has been corrected by replacing \( \hat{p} \) with \( \tilde{p}^\ell \).

Lemma 4.37. For \( u \in U \) we can express the gradient of \( \hat{J}_1^\ell \) by

\[
\nabla \hat{J}_1^\ell(u) = -B^*(\tilde{p}^\ell + A^\ell u)
\]

and its second derivative by

\[
\nabla^2 \hat{J}_1^\ell(u) = -B^* A^\ell.
\]

With this additional knowledge about the adjoint equation, we can state convergence results regarding the gradient of \( \hat{J}_1^\ell \). The following result is taken from [2] where it appeared as Theorem 5.39 along with its proof.
Theorem 4.38. Let \((V^\ell)_{\ell \in \mathbb{N}}\) be POD spaces generated by an arbitrary family of snapshots.

(i) If \(u \in U_{ad}\) satisfies \(Su, Au \in H^1(0,T;V)\), then \(\nabla J_1^\ell(u) \to \nabla J_1(u)\) as \(\ell \to \infty\).

(ii) If \((u^\ell)_{\ell \in \mathbb{N}} \subset U_{ad}\) with \(u^\ell \to u, \ell \to \infty\) for a \(u \in U_{ad}\) such that \(Su, Au \in H^1(0,T;V)\) holds, then \(\|\nabla J_1^\ell(u^\ell) - \nabla J_1(u^\ell)\|_U \to 0\) and \(\nabla J_1^\ell(u^\ell) \to \nabla J_1(u)\) as \(\ell \to \infty\).

Furthermore, we can formulate an a-priori error bound for \(\|p^\ell - p\|_{L^2(0,T;V)}\), which is analogous to Theorem 4.26. The proof of the following theorem is based on the techniques used for example in the proofs of Theorems 6.3 and 6.5 in [9] and was worked out in collaboration with the author of [3], where this result already showed up as Theorem 5.48 along with its proof.

Theorem 4.39. Assume \(u \in U\) and that \((V^\ell)_{\ell \in \mathbb{N}}\) are POD spaces, which are constructed based on the snapshots \(y^1 = Su, y^2 = Au\). Besides, we define \(p^\ell := A^\ell u\) and \(p := Au\). Then, there exists a constant \(C = C(C_a, \gamma, \eta, T, C_V)\) such that the estimate

\[
\|p^\ell - p\|_{L^2(0,T;V)}^2 \leq C \sum_{i=\ell+1}^\infty \bar{\lambda}_i \|\bar{\psi}_i - Q^\ell \bar{\psi}_i\|_V^2
\]

is satisfied. Here, \(\{\bar{\psi}_i\}_{i \in \mathbb{N}}\) is the POD basis and \(\{\bar{\lambda}_i\}_{i \in \mathbb{N}}\) are the eigenvalues determined by (3.2) using the mentioned snapshots. Moreover, \(Q^\ell\) is the orthogonal projection defined by (4.4). If, in addition, \(\|Q^\ell\|_{L(V)}\) is bounded independently of \(\ell\), we have

\[
\lim_{\ell \to \infty} \|p^\ell - p\|_{L^2(0,T;V)} = 0.
\]

Proof. We proceed very similarly to the proof of Theorem 4.26. We define \(\theta^\ell(t) := p^\ell(t) - Q^\ell(p(t)) \in V^\ell\) and \(\rho^\ell(t) := Q^\ell(p(t)) - p(t) \in V\) such that

\[
p^\ell(t) - p(t) = p^\ell(t) - Q^\ell(p(t)) + Q^\ell(p(t)) - p(t) =: \theta^\ell(t) + \rho^\ell(t),
\]

holds for almost all \(t \in (0,T)\). Applying Lemma 4.24 with the two snapshots \(y^1 = Su\) and \(y^2 = Au\), we get immediately

\[
\|p^\ell\|^2_{L^2(0,T;V)} \leq \|y - Q^\ell y\|^2_{L^2(0,T;V)} + \|\rho^\ell\|^2_{L^2(0,T;V)}
\]

\[
= \|y - Q^\ell y\|^2_{L^2(0,T;V)} + \|p - Q^\ell p\|^2_{L^2(0,T;V)}
\]

\[
= \sum_{i=\ell+1}^\infty \bar{\lambda}_i \|\bar{\psi}_i - Q^\ell \bar{\psi}_i\|_V^2
\]

using the notation \(y = Su\). In the following, let us also write \(y^\ell = S^\ell u\) like before. We continue by using the POD adjoint equation (WA) for \(p^\ell = Q^\ell(p) + \theta^\ell\) to infer

\[
-(S^\ell u(t), \varphi)_{V \times V'} = -\frac{d}{dt}(p^\ell(t), \varphi)_H + a(t; \varphi, p^\ell(t))
\]

\[
= -\frac{d}{dt}(Q^\ell(p(t)), \varphi)_H - \frac{d}{dt}(\theta^\ell(t), \varphi)_H + a(t; \varphi, Q^\ell(p(t))) + a(t; \varphi, \theta^\ell(t))
\]
and thus
\[-\frac{d}{dt} \langle \theta^t(t), \varphi \rangle_H + a(t; \varphi, \theta^t(t)) = -\langle \mathcal{S}^t u(t), \varphi \rangle_{V^r,H^r} + \frac{d}{dt} \langle Q^t(p(t)), \varphi \rangle_H - a(t; \varphi, Q^t(p(t))) \] (4.16)
for all \( \varphi \in V^t \) and f.a.a. \( t \in (0, T) \). Once more, we use that the orthogonal projection \( Q^t : H \to H \) is self adjoint to obtain
\[ \frac{d}{dt} \langle Q^t(p(t)), \varphi \rangle_H = \frac{d}{dt} \langle p(t), Q^t(\varphi) \rangle_H = \frac{d}{dt} \langle p(t), \varphi \rangle_H \text{ for all } \varphi \in V^t \text{ a.e.} \] (4.17)
Applying (4.17) and (WA) for the \( u \)-dependent part to (4.16), we get
\[ -\frac{d}{dt} \langle \theta^t(t), \varphi \rangle_H + a(t; \varphi, \theta^t(t)) = -\langle \mathcal{S}^t u(t), \varphi \rangle_{V^r,H^r} + \langle \mathcal{S} u(t), \varphi \rangle_{V^r,H^r} + a(t; \varphi, p(t)) - a(t; \varphi, Q^t(p(t))), \]
which is equivalent to
\[-\frac{d}{dt} \langle \theta^t(t), \varphi \rangle_H + a(t; \varphi, \theta^t(t)) = \langle y(t) - y^t(t), \varphi \rangle_{V^r,H^r} + a(t; \varphi, p(t) - Q^t(p(t))). \]
We continue by choosing \( \varphi = \theta^t(t) \in V^t \) in the previous equation and apply the coercivity of \( a(t; \cdot, \cdot) \) as well as Young’s inequality twice:
\[-\frac{1}{2} \frac{d}{dt} \| \theta^t(t) \|_H^2 + \gamma \| \theta^t(t) \|_V^2 - \eta \| \theta^t(t) \|_V^2 \leq \| y(t) - y^t(t) \|_H \| \theta^t(t) \|_H + C_a \| \theta^t(t) \|_V \| \rho^t(t) \|_V \]
\[ \leq \frac{1}{2} \| y(t) - y^t(t) \|_H^2 + \frac{1}{2} \| \theta^t(t) \|_H^2 + \frac{\varepsilon}{2} \| \theta^t(t) \|_V^2 + \frac{C^2 \varepsilon}{2} \| \rho^t(t) \|_V^2. \] (4.18)
Now, by taking \( \varepsilon = 2\gamma \), we can eliminate \( \gamma \| \theta^t(t) \|_V^2 \) on both sides of the inequality such that
\[-\frac{d}{dt} \| \theta^t(t) \|_H^2 \leq \| y(t) - y^t(t) \|_H^2 + C^2 \| \rho^t(t) \|_V^2 + (1 + 2\eta) \| \theta^t(t) \|_H^2 \] (4.19)
follows. Then, we integrate (4.19) on both sides over the interval \( (T - t, T) \) to obtain
\[ \| \theta^t(T - t) \|_H^2 - \| \theta^t(T) \|_H^2 \leq \int_{T-t}^{T} \| y(s) - y^t(s) \|_H^2 + \frac{C^2 \varepsilon}{2} \| \rho^t(s) \|_V^2 \, ds \]
\[ + \frac{1}{T-t} \| \theta^t(s) \|_H^2 \, ds \]
f.a.a. \( t \in (0, T) \). We proceed by performing the substitution \( r := T - s \) in the previous inequality, which yields
\[ \| \theta^t(T - t) \|_H^2 \leq \| \theta^t(T) \|_H^2 + \int_{0}^{T-t} \| y(T - r) - y^t(T - r) \|_H^2 + \frac{C^2 \varepsilon}{2} \| \rho^t(T - r) \|_V^2 \, dr \]
\[ + \frac{1}{T-t} (1 + 2\eta) \| \theta^t(T - r) \|_H^2 \, dr. \]
This enables us to use Gronwall’s Lemma 1.2 on \( v(t) := \|\theta^f(T-t)\|_H^2 \) such that we can estimate f.a.a. \( t \in (0,T) \)

\[
\|\theta^f(T-t)\|_H^2 \leq \exp \left( \int_0^t (1 + 2\eta) \, ds \right) \left( \|\theta^f(T)\|_V^2 + \int_{T-t}^T \|y(s) - y^f(s)\|_H^2 + \frac{C_a^2}{2\gamma} \|\rho^f(s)\|_V^2 \right) \\
\leq \exp ((1 + 2\eta)t) \left( C_V^2 \int_0^T \|y(s) - y^f(s)\|_V^2 \, ds + \frac{C_a^2}{2\gamma} \int_0^T \|\rho^f(s)\|_V^2 \right) \\
\leq \exp ((1 + 2\eta)T) \left( C_V^2 \|y - y^f\|_{L^2(0,T;V)}^2 + \frac{C_a^2}{2\gamma} \|\rho^f\|_{L^2(0,T;V)}^2 \right),
\]

(4.20)

where we have also made use of the embedding \( V \hookrightarrow H \) to estimate the norm in \( H \) with the embedding constant \( C_V \). Now, we can use (4.18) again with \( \varepsilon = \gamma \) and therefore we obtain by rearranging

\[
\|\theta^f(t)\|_V^2 \leq \frac{1}{\gamma} \left( \frac{d}{dt} \|\theta^f(t)\|_H^2 + (1 + 2\eta) \|\theta^f(t)\|_H^2 + \|y(t) - y^f(t)\|_H^2 + \frac{C_a^2}{\gamma} \|\rho^f(t)\|_V^2 \right)
\]

At this point, we are able to estimate the \( \| \cdot \|_H \)-terms on the right-hand side of the above estimate by using (4.20). However, we integrate the previous estimate over \( (0,T) \) first.

\[
\|\theta^f\|_{L^2(0,T;V)}^2 \leq \frac{1}{\gamma} \left( \|\theta^f(T)\|_H^2 - \frac{1}{\gamma} \|\theta^f(0)\|_H^2 + \frac{1 + 2\eta}{\gamma} \int_0^T \|\theta^f(s)\|_H^2 \, ds \\
+ \frac{C_a^2}{\gamma} \|y - y^f\|_{L^2(0,T;V)}^2 + \frac{C_a^2}{\gamma \gamma} \|\rho^f\|_{L^2(0,T;V)}^2 \right) \\
\leq DC_V^2 T \|y - y^f\|_{L^2(0,T;V)}^2 + D \frac{C_a^2 T}{2\gamma} \|\rho^f\|_{L^2(0,T;V)}^2 \\
+ \frac{C_a^2}{\gamma} \|y - y^f\|_{L^2(0,T;V)}^2 + \frac{C_a^2}{\gamma \gamma} \|\rho^f\|_{L^2(0,T;V)}^2.
\]

Specifically, we have \( D := \frac{\exp((1+2\eta)T)(1+2\eta)}{\gamma} \). Eventually, we use the relation

\[
\|p^f - p\|_{L^2(0,T;V)}^2 \leq 2 \|\theta^f\|_{L^2(0,T;V)}^2 + 2 \|\rho^f\|_{L^2(0,T;V)}^2
\]

again, where we now have an estimate for both of the terms on the right-hand side of this inequality. Overall, this shows the inequality (4.13). Finally, \( \lim_{t \to \infty} \|p^f - p\|_{L^2(0,T;V)} = 0 \) follows from the estimate we have just proved and Lemma 4.24. \( \square \)

Remark 4.40. (i) The results from Theorem 4.26 remain valid if we use the snapshots \( y^1 = Su \) and \( y^2 = Au \) for a given \( u \in U \) in order to compute the POD spaces mentioned in the theorem.

(ii) Defining alternatively \( p^f := A^\dagger u + \hat{p}^f \) and \( p := Au + \hat{p} \), the estimate (4.13) of the previous theorem for \( \|p^f - p\|_{L^2(0,T;V)}^2 \) still holds if we replace the second snapshot \( y^2 \) by \( Au + \hat{p} \) in order to compute the POD spaces. The corresponding proof can be carried out analogously if we define \( \theta^f \) and \( \rho^f \) like in the above proof, but use \( p, p^f \) as declared in this remark instead.
4.4 The POD Approximated Model

4.4.4 A-Priori Estimates and Convergence

In this section, we investigate the behaviour of the solution of the POD approximated Euclidean reference point problem for increasing dimension of the used POD space. Notably, this solution converges to the solution of the full Euclidean reference point problem and an estimate of the difference between these solutions can be formulated if certain assumptions are fulfilled. The convergence result and its ancillary statements have already been shown in [2] for an optimal control problem that is analogous to the present problem except that there was only a time-independent convection term. However, the solution operators have the same relevant properties in the present case, so the proofs remain valid for the situation in this thesis. The mentioned proofs can be found in [2, pp. 64-66].

In the following, unless stated otherwise, let the POD spaces \((V^\ell)_{\ell \in \mathbb{N}}\) be computed by an arbitrary family of snapshots.

The following result is a citation of [2, Corollary 5.42], where the corresponding proof is also available.

We also have further convergence results about the reduced objective function and its gradient available. The following result is cited from [2] where it appeared as Lemma 5.40 along with its proof.

**Lemma 4.41.** Let \(z \in \bigcap_{\ell \in \mathbb{N}} \left( P_{V^\ell} + \mathbb{R}^2 \right) \) be a reference point and let \(u^\ell\) denote the minimizer of \(F_{z}^\ell\) for all \(\ell \in \mathbb{N}\). Then, \((u^\ell)_{\ell \in \mathbb{N}} \subset U_{ad}\) is bounded.

The following result is taken from [2] where it appeared as Theorem 5.41 along with its proof.

**Theorem 4.42.** Let \(z \in \bigcap_{\ell \in \mathbb{N}} \left( P_{V^\ell} + \mathbb{R}^2 \right) \cap \left( P_{V} + \mathbb{R}^2 \right)\) be a reference point and let \(u^\ell\) denote the minimizer of \(F_{z}^\ell\) for all \(\ell \in \mathbb{N}\) as well as \(\bar{u}\) the minimizer of \(F_{z}\). If \(S\bar{u}, A\bar{u} \in H^1(0,T;V)\) and additionally \(J_2(\bar{u}) > z_2\) is fulfilled, it holds

\[
\lim_{\ell \to \infty} \| u^\ell - \bar{u} \|_U = 0.
\]

We also have further convergence results about the reduced objective function and its gradient available. The following result is a citation of [2, Corollary 5.42], where the corresponding proof is also given.

**Corollary 4.43.** Let \(z \in \bigcap_{\ell \in \mathbb{N}} \left( P_{V^\ell} + \mathbb{R}^2 \right) \cap \left( P_{V} + \mathbb{R}^2 \right) \) be a reference point and let \(u^\ell\) denote the minimizer of \(F_{z}^\ell\) for all \(\ell \in \mathbb{N}\) as well as \(\bar{u}\) the minimizer of \(F_{z}\). If \(S\bar{u}, A\bar{u} \in H^1(0,T;V)\), the following statements hold:

(i) \(\hat{J}_1(\bar{u}^\ell) \to \hat{J}_1(\bar{u})\) and \(\hat{J}_1^\ell(\bar{u}^\ell) \to \hat{J}_1(\bar{u})\) as \(\ell \to \infty\).

(ii) \(\nabla \hat{J}_1(\bar{u}^\ell) \to \nabla \hat{J}_1(\bar{u})\) and \(\nabla \hat{J}_1^\ell(\bar{u}^\ell) \to \nabla \hat{J}_1(\bar{u})\) as \(\ell \to \infty\).

(iii) \(\nabla F_z(\bar{u}) \to \nabla F_z(\bar{u})\) and \(\nabla F_z(\bar{u}) \to \nabla F_z(\bar{u})\) as \(\ell \to \infty\).

Following the Theorems 4.26 and 4.39 it is possible to derive a similar a-priori error estimate for the control space. The proof of the following theorem was worked out in collaboration with the author of [3], where this result already showed up as Theorem 5.53 along with its proof.

**Theorem 4.44.** Let \(z \in \bigcap_{\ell \in \mathbb{N}} \left( P_{V^\ell} + \mathbb{R}^2 \right) \cap \left( P_{V} + \mathbb{R}^2 \right)\) be a reference point and let \(\bar{u}^\ell\) be the minimizer of \(F_{z}^\ell\) for all \(\ell \in \mathbb{N}\) as well as \(\bar{u}\) the minimizer of \(F_{z}\). Additionally, we assume \(S\bar{u}, A\bar{u} \in H^1(0,T;V)\). Suppose that the POD spaces \((V^\ell)_{\ell \in \mathbb{N}}\) are computed using the snapshots...
$y^1 = S\bar{u}$ and $y^2 = A\bar{u} + \dot{p}$ with $\dot{p} \in H^1(0,T;V)$. Besides, let $\bar{J}^f(\bar{u}) \geq z_1$ and $\bar{J}^g(\bar{u}) > z_2$. Then, there exists a constant $C = C(C',\gamma,\eta,T,C_V,\zeta) > 0$ such that the error estimate

$$\|\bar{u}^\ell - \bar{u}\|_{L^2(0,T;V)}^2 \leq C \left( \sum_{i=\ell+1}^{\infty} \bar{\lambda}_i \|\bar{\psi}_i - Q^\ell \bar{\psi}_i\|_V^2 \right)$$

(4.21)

holds. Here, $\{\bar{\psi}_i\}_{i \in \mathbb{N}}$ is the POD basis and $\{\bar{\lambda}_i\}_{i \in \mathbb{N}}$ the eigenvalues which are determined by (3.2) using the mentioned snapshots. Moreover, $Q^\ell$ is the orthogonal projection defined by (4.4). If, in addition, $\|Q^\ell\|_{L(V)}$ is bounded independently of $\ell$, we have

$$\lim_{\ell \to \infty} \|\bar{u}^\ell - \bar{u}\|_U = 0.$$ 

Proof. To begin with, we use an estimate that was derived at the end of the proof of Theorem 5.41 in [2] and we rewrite the right-hand side of it.

$$\left( \frac{\bar{J}_1^f(\bar{u}^\ell) + \bar{J}_1(\bar{u})}{2} - z_1 \right) \|S^f(\bar{u}^\ell - \bar{u})\|_{L^2(0,T;H)}^2 + \left( \frac{\bar{J}_2(\bar{u}) + \bar{J}_2(\bar{u}^\ell)}{2} - z_2 \right) \|\bar{u}^\ell - \bar{u}\|_U$$

$$\leq \left( \bar{J}(\bar{u}) - z_1 \right) \left( \bar{J}_1(\bar{u}) - \bar{J}_1^f(\bar{u}) + \langle \nabla \bar{J}_1(\bar{u}) - \nabla \bar{J}_1^f(\bar{u}), \bar{u}^\ell - \bar{u}\rangle_U \right)$$

$$+ \left( \bar{J}(\bar{u}^\ell) - z_1 \right) \left( \bar{J}_1(\bar{u}^\ell) - \bar{J}_1^f(\bar{u}^\ell) \right)$$

(4.22)

$$= \left( \bar{J}(\bar{u}) - z_1 \right) \langle \nabla \bar{J}_1(\bar{u}) - \nabla \bar{J}_1^f(\bar{u}), \bar{u}^\ell - \bar{u}\rangle_U + \left( \bar{J}_1(\bar{u}) - \bar{J}_1^f(\bar{u}) \right) \left( \bar{J}_1(\bar{u}^\ell) - \bar{J}_1^f(\bar{u}^\ell) \right)$$

$$= \left( \bar{J}(\bar{u}) - z_1 \right) \langle \nabla \bar{J}_1(\bar{u}) - \nabla \bar{J}_1^f(\bar{u}), \bar{u}^\ell - \bar{u}\rangle_U + \left( \bar{J}_1(\bar{u}) - \bar{J}_1^f(\bar{u}) \right)^2$$

$$+ \left( \bar{J}_1(\bar{u}^\ell) - \bar{J}_1^f(\bar{u}^\ell) \right) \left( \bar{J}_1(\bar{u}) - \bar{J}_1^f(\bar{u}) \right).$$

We continue by estimating the first summand of the expression above. At this, we apply the Lemmata 4.16 and 4.37 to rewrite the derivatives of the objective functions. Additionally, we write $p^\ell := \bar{p}^\ell + A^f u$, $p := \bar{p} + A\bar{u}$.

$$\left( \bar{J}(\bar{u}) - z_1 \right) \langle \nabla \bar{J}_1(\bar{u}) - \nabla \bar{J}_1^f(\bar{u}), \bar{u}^\ell - \bar{u}\rangle_U$$

$$\leq \left( \bar{J}(\bar{u}) - z_1 \right) \|\nabla \bar{J}_1(\bar{u}) - \nabla \bar{J}_1^f(\bar{u})\|_U \|\bar{u}^\ell - \bar{u}\|_U$$

$$= \left( \bar{J}(\bar{u}) - z_1 \right) \|B^* (\bar{p}^\ell + A\bar{u})\|_U \|\bar{u}^\ell - \bar{u}\|_U$$

$$= \left( \bar{J}(\bar{u}) - z_1 \right) \|B^* (\bar{p}^\ell - p)\|_U \|\bar{u}^\ell - \bar{u}\|_U$$

(4.23)

$$\leq \left( \bar{J}(\bar{u}) - z_1 \right) \|B^*\|_{L(L^2(0,T;V),U)} \|\bar{p}^\ell - p\|_{L^2(0,T;H)} \|\bar{u}^\ell - \bar{u}\|_U$$

$$\leq \frac{C_1}{2\varepsilon_1} \|\bar{p}^\ell - p\|_{L^2(0,T;H)}^2 + \frac{\varepsilon_1}{2} \|\bar{u}^\ell - \bar{u}\|_U^2.$$
For the last estimate, we have used Young’s inequality and the boundedness of $\|B^*\|_{L^2(0,T;V),U}$, which follows from the representation in Lemma 4.17. We proceed by estimating the last summand of (4.22) where we apply that the objective functions are quadratic.

\[
\left( \hat{J}_1^*(\bar{u}) - \hat{J}_1^*(\bar{u}^\ell) \right) \left( \hat{J}_1(\bar{u}) - \hat{J}_1^*(\bar{u}) \right) \\
= \left( \langle \nabla \hat{J}_1^*(\bar{u}^\ell), \bar{u} - \bar{u}^\ell \rangle_U + \frac{1}{2} \langle \nabla^2 \hat{J}_1^*(\bar{u}^\ell)(\bar{u} - \bar{u}^\ell), \bar{u} - \bar{u}^\ell \rangle_U \right) \left( \hat{J}_1(\bar{u}) - \hat{J}_1^*(\bar{u}) \right) \\
\leq \left| \hat{J}_1(\bar{u}) - \hat{J}_1^*(\bar{u}) \right| \left\| \nabla \hat{J}_1^*(\bar{u}^\ell) \|_U \| \bar{u} - \bar{u}^\ell \|_U + \frac{1}{2} \left( \hat{J}_1(\bar{u}) - \hat{J}_1^*(\bar{u}) \right) \| S^*(\bar{u} - \bar{u}^\ell) \|_{L^2(0,T;H)}^2 \\
\leq \frac{1}{2\varepsilon_2} \left( \hat{J}_1(\bar{u}) - \hat{J}_1^*(\bar{u}) \right)^2 + \frac{\varepsilon_2}{2} \left\| \nabla \hat{J}_1^*(\bar{u}^\ell) \|_U^2 \| \bar{u} - \bar{u}^\ell \|_U^2 + \frac{1}{2} \left( \hat{J}_1(\bar{u}) - \hat{J}_1^*(\bar{u}) \right) \| S^*(\bar{u} - \bar{u}^\ell) \|_{L^2(0,T;H)}^2.
\]

(4.24)

Furthermore, if we plug the estimates (4.23) and (4.24) into the estimate from the beginning of the proof and summarize the respective terms, we get

\[
\left( \frac{\hat{J}_1(\bar{u}^\ell) + \hat{J}_1^*(\bar{u})}{2} - z_1 \right) \left\| S^*(\bar{u}^\ell - \bar{u}) \|_{L^2(0,T;H)}^2 \\
+ \left( \frac{\hat{J}_2(\bar{u}) + \hat{J}_2^*(\bar{u}^\ell)}{2} - z_2 - \frac{\varepsilon_1}{2} - \frac{\varepsilon_2}{2} \left\| \nabla \hat{J}_1^*(\bar{u}^\ell) \|_U^2 \right\| \bar{u}^\ell - \bar{u} \|_U^2 \\
\leq \frac{C_1}{2\varepsilon_1} \left\| p^\ell - p \|_{L^2(0,T;H)}^2 \right\) + \left( 1 + \frac{1}{2\varepsilon_2} \right) \left( \hat{J}_1(\bar{u}) - \hat{J}_1^*(\bar{u}) \right)^2.
\]

Here, we can omit the first term since $\hat{J}_1(\bar{u}^\ell) + \hat{J}_1^*(\bar{u}) - 2z_1 \geq 0$ holds. Apart from that, since $\hat{J}_2(\bar{u}) + \hat{J}_2^*(\bar{u}^\ell) - z_2 > 0$ is satisfied by assumption and since we have from Theorem 4.43(ii) that $\| \nabla \hat{J}_1^*(\bar{u}^\ell) \|_{U^2}^2 \leq C$ holds for all $\ell \in \mathbb{N}$ and a constant $C > 0$, we can choose $\varepsilon_1, \varepsilon_2$ small enough such that

\[
C_2 \| \bar{u}^\ell - \bar{u} \|_U^2 \leq \left( \frac{\hat{J}_2(\bar{u}) + \hat{J}_2^*(\bar{u}^\ell)}{2} - z_2 - \frac{\varepsilon_1}{2} - \frac{\varepsilon_2}{2} \left\| \nabla \hat{J}_1^*(\bar{u}^\ell) \|_U^2 \right\| \bar{u}^\ell - \bar{u} \|_U^2
\]

holds for a constant $C_2 > 0$. This implies

\[
\| \bar{u}^\ell - \bar{u} \|_U^2 \leq \frac{1}{C_2} \left( \frac{C_1}{2\varepsilon_1} \left\| p^\ell - p \|_{L^2(0,T;H)}^2 \right\) + \left( 1 + \frac{1}{2\varepsilon_2} \right) \left( \hat{J}_1(\bar{u}) - \hat{J}_1^*(\bar{u}) \right)^2.
\]

(4.25)
Next, we consider the second term of the previous estimate. We find
\[
\left| \hat{J}_1(\bar{u}) - \hat{J}_1^2(\bar{u}) \right| = \frac{1}{2} \left| \| \hat{y} + S\bar{u} - yQ \|_{L^2(0,T;H)}^2 - \| \hat{y} + S^\ell \bar{u} - yQ \|_{L^2(0,T;H)}^2 \right|
\]
\[
= \frac{1}{2} \left( \| \hat{y} + S\bar{u} - yQ \|_{L^2(0,T;H)}^2 + \| \hat{y} + S^\ell \bar{u} - yQ \|_{L^2(0,T;H)}^2 \right)
\]
\[
\leq \left( C_3 \| \chi \|_{L^2(\Omega;\mathbb{R}^m)} \| \bar{u} \|_U + \| \hat{y} - yQ \|_{L^2(0,T;H)} \right) \cdot \left| \| \hat{y} + S\bar{u} - yQ \|_{L^2(0,T;H)} - \| \hat{y} + S^\ell \bar{u} - yQ \|_{L^2(0,T;H)} \right|
\]
for a constant $C_3 > 0$. Here the first factor can be bounded by a constant that is independent of $\ell$ whereas the second factor can be estimated by the reverse triangle inequality, that is
\[
\left| \| \hat{y} + S\bar{u} - yQ \|_{L^2(0,T;H)} - \| \hat{y} + S^\ell \bar{u} - yQ \|_{L^2(0,T;H)} \right| \leq \| S\bar{u} - S^\ell \bar{u} \|_{L^2(0,T;H)}
\]
Finally, if we insert this into the inequality (4.25) we get
\[
\| \bar{u}^\ell - \bar{u} \|_U^2 \leq C_4 \| p^\ell - p \|_{L^2(0,T;H)}^2 + C_5 \| S\bar{u} - S^\ell \bar{u} \|_{L^2(0,T;H)}^2,
\]
where we can apply Theorem 4.26 and Remark 4.40(ii) to complete the proof of the a-priori estimate. Then, $\lim_{\ell \to \infty} \| \bar{u}^\ell - \bar{u} \|_U = 0$ follows from the estimate we have just proved and Lemma 4.24.

\[\square\]

**Remark 4.45.** Although we used the second snapshot $y^2 = Au + \hat{p}$ in the previous theorem, the estimate (4.21) still works reasonably well in practice if we only use $Au$ instead. This will be demonstrated in the numerical tests of this thesis. We prefer to use $Au$ as a snapshot because it reduces the approximation error of the POD basis (cf. numerical tests in [4]).

### 4.4.5 A-Posteriori Error Analysis

In this section, we present a-posteriori error estimates, which are ultimately supposed to provide a measure of quality for the solutions of $(\text{RPP})^\ell_z$ in comparison to the solutions of the full problem $(\text{RPP})_z$. That is we would like to estimate $\| \bar{u}^\ell - \bar{u} \|_U$. The stated results are taken from [2, Section 5.5.5], where a more detailed explanation and the respective proofs can be found.

The following result is a adaption of Theorem 2.14 to the bicriterial optimal control problem of the current chapter and it already appeared in [2] as Corollary 5.43.

**Corollary 4.46.** Let $z \in P_Y + \mathbb{R}^2_+$ be a reference point. Moreover, let $\bar{u} \in U_{ad}$ be the minimizer of $F_z$ as well as $u_p \in U_{ad}$. If $J_z(\bar{u}) \geq z$ and $J_z(u_p) > z$ hold, then we have the following a-posteriori estimates:
\[
\| u_p - \bar{u} \|_U \leq \left( \frac{J_z(u_p) - z}{2} \right)^{-1} \| \xi \|_U
\]
and
\[ \left\| \hat{J}(u_p) - J(\bar{u}) \right\|_{\mathbb{R}^2} \leq \frac{1}{2} \left( \frac{\hat{J}_2(u_p) - z_2}{2} \right)^{-\frac{1}{2}} \|\xi\|_U, \]
where \( \xi \in U \) is given such that
\[ \langle \nabla F_\varepsilon(u_p) + \xi, u - u_p \rangle_U \geq 0 \quad \text{for all } u \in U_{ad} \quad (4.27) \]
is fulfilled.

To receive the desired estimate from this theorem, we will choose \( u_p = \bar{u}^\ell \). Apart from that, the following result shows how \( \xi \in U \) can possibly be chosen. The basic idea behind the construction of \( \xi \) is explained for example in [10].
The following result appeared in [2] as Lemma 5.44.

**Lemma 4.47.** Let \( u_p \in U_{ad} \) be arbitrary. Defining \( \xi = \xi(u_p) \in U \) by
\[ \xi_i(t) := \begin{cases} -\min(0, \nabla F_\varepsilon(u_p)_i(t)) & \text{a.e. in } \{ t \in [0, T] \mid (u_p)_i(t) = (u_a)_i(t) \}, \\ -\max(0, \nabla F_\varepsilon(u_p)_i(t)) & \text{a.e. in } \{ t \in [0, T] \mid (u_p)_i(t) = (u_b)_i(t) \}, \\ -\nabla F_\varepsilon(u_p)_i(t) & \text{otherwise} \end{cases} \quad (4.28) \]
for \( i = 1, \ldots, m \), (4.27) holds.

Now, it is possible to show that under certain assumptions the mentioned a-posteriori error estimate for \( \|\bar{u}^\ell - \bar{u}\|_U \) converges to 0 as \( \ell \to \infty \). The following result is taken from [2] where it appeared as Theorem 5.46 along with its proof.

**Theorem 4.48.** Let \( z \in \bigcap_{\ell \in \mathbb{N}} (P_{Y^{\ell}} + \mathbb{R}_{\leq}^2) \cap (P_Y + \mathbb{R}^2) \) be a reference point and let \( \bar{u}^\ell \) denote the minimizer of \( F_\varepsilon^\ell \) for all \( \ell \in \mathbb{N} \) as well as \( \bar{u} \) the minimizer of \( F_\varepsilon \). Moreover let \( S\bar{u}, A\bar{u} \in H^1(0, T; V) \) and \( \xi^\ell := \xi(\bar{u}^\ell) \) be given by (4.28). Then, it holds
\[ \lim_{\ell \to \infty} \left\| \xi^\ell \right\|_U = 0. \]

Besides, if \( \hat{J}_2(\bar{u}) > z_2 \), \( \hat{J}(\bar{u}^\ell) > z_2 \) hold for all \( \ell \in \mathbb{N} \), we have
\[ \left\| \bar{u}^\ell - \bar{u} \right\|_U \leq \left( \frac{\hat{J}_2(\bar{u}^\ell) - z_2}{2} \right)^{-\frac{1}{2}} \left\| \xi^\ell \right\|_U \to 0 \quad (\ell \to \infty) \]
and
\[ \left\| \hat{J}(\bar{u}^\ell) - J(\bar{u}) \right\|_{\mathbb{R}^2} \leq \frac{1}{2} \left( \frac{\hat{J}_2(\bar{u}^\ell) - z_2}{2} \right)^{-\frac{1}{2}} \left\| \xi^\ell \right\|_U \to 0 \quad (\ell \to \infty). \]

**Remark 4.49.** The convergence results of the previous theorem serve as motivation to use the mentioned estimate of \( \|\bar{u}^\ell - \bar{u}\|_U \), as a measure of the quality of the solutions \( \bar{u}^\ell \), since the estimate converges to zero as \( \ell \to \infty \). This gives reason to believe that increasing the number of POD basis functions \( \ell \) also improves the approximation of \( \bar{u} \) by \( \bar{u}^\ell \) at some point.
4.4.6 POD-Based Algorithm to Compute the Pareto Front

In order to prepare the use of POD in our numerical experiments, we would like to specify how to incorporate POD into Algorithm 1. In particular this is achieved in the following way. First the Pareto optimal controls \( \bar{u}^0 \) and \( \bar{u}^L \) are obtained by minimizing \( \hat{J}_1 \) and \( \hat{J}_2 \), respectively. Then, we determine the corresponding state \( y \) and the adjoint \( p \), which serve as the snapshots for the construction of the POD basis. Consequently, we compute the POD basis \( \{ \bar{\psi}_i \}_{i=1}^{\ell_{\text{max}}} \) of a certain maximum size \( \ell_{\text{max}} \) using \( y \) and \( p \). For the solution of further reference point problems we choose \( \ell < \ell_{\text{max}} \) and use the resulting POD basis of size \( \ell \). Thereby, different strategies to choose \( \ell \) exist. We will investigate some of these strategies in the numerical tests of this thesis. The complete procedure to compute the Pareto front while applying POD is presented in Algorithm 2 in a condensed form.

This algorithm was already used in a similar version in [2], but not stated explicitly. In a form close to the following, it already appeared in [7] as Algorithm 2.

**Algorithm 2** POD-based Algorithm to compute the Pareto front

**Require:** Maximum number \( N_{\text{max}} \in \mathbb{N} \) of Pareto points, step size parameters \( h_x, h_p > 0 \);
1: Minimize the individual objectives \( \hat{J}_1 \) and \( \hat{J}_2 \) seperately to obtain \( \bar{u}^0 \) and \( \bar{u}^L \), respectively;
2: Set \( \tilde{P}_U = \{ \bar{u}^0 \} \) and \( \tilde{P}_Y = \{ \hat{J}(\bar{u}^0) \} \);
3: Compute POD basis \( \{ \bar{\psi}_i \}_{i=1}^{\ell} \) from \( (DPOD^\ell) \) using the state \( y \) and the dual \( p \) associated with \( \bar{u}^0 \);
4: Set \( n = 0 \) and compute \( z^1 \) using (2.5);
5: while \( n < N_{\text{max}} - 1 \) and \( z^{n+1} < \hat{J}_1(\bar{u}^L) \) do
6: Set \( n = n + 1 \);
7: Solve \( (RPP)_z^n \) with starting point \( \bar{u}^{n-1} \);
8: Set \( \tilde{P}_U = \tilde{P}_U \cup \{ \bar{u}^n \} \) and \( \tilde{P}_Y = \tilde{P}_Y \cup \{ \hat{J}(\bar{u}^n) \} \);
9: Compute \( z^{n+1} \) using (2.4);
10: Return \( \tilde{P}_U = \tilde{P}_U \cup \{ \bar{u}^L \} \) and \( \tilde{P}_Y = \tilde{P}_Y \cup \{ \hat{J}(\bar{u}^L) \} \)

One possible way to choose the number of POD basis functions \( \ell \) is to estimate the approximation error of the POD solution by using an a-posteriori estimate like those presented in the previous section and to extend the POD basis if the result of the estimate was not satisfactory. In particular for our numerical experiments we will use the following a-posteriori estimate for the error in the control space:

\[
\mu_U(\bar{u}^1, z^1) := \left( \frac{\hat{J}_2(\bar{u}^1) - z^1_2}{2} \right)^{-1} \| \xi(\bar{u}^1) \|_U \\
\mu_Y(\bar{u}^1, z^1) := \frac{1}{2} \left( \frac{\hat{J}_2(\bar{u}^1) - z^1_2}{2} \right)^{-\frac{1}{2}} \| \xi(\bar{u}^1) \|_U \\
\text{for } n = 1 \text{ and} \\
\mu_U(\bar{u}^n, z^n) := \left( \frac{\mu_J(\bar{u}^{n-1}, z^{n-1}) + \hat{J}_2(\bar{u}^n)}{2} - z^1_2 \right)^{-1} \| \xi(\bar{u}^n) \|_U \\
(4.29)
\]
4.4 The POD Approximated Model

\[
\mu_Y(\bar{u}^n, z^n) := \frac{1}{2} \left( \frac{\mu_J(\bar{u}^{n-1}, z^{n-1}) + \hat{J}_2(\bar{u}^n)}{2} - z_2^n \right) - \frac{1}{2} \| \xi(\bar{u}^n) \|_U
\]

for \( n = 2, \ldots, N_{\text{max}} - 2 \). Specifically, \( \mu_J(\bar{u}^{n-1}, z^{n-1}) \) is defined by

\[
\mu_J(\bar{u}^{n-1}, z^{n-1}) := h_p \left( \frac{\hat{J}_2(\bar{u}^{n-1}) - \mu_Y(\bar{u}^{n-1}, z^{n-1}) - z_2^{n-1}}{\|J(\bar{u}^{n-1}) - z^{n-1}\|_{\mathbb{R}^2} + \mu_Y(\bar{u}^{n-1}, z^{n-1})} \right)
\]

Note that these estimates can be derived from Theorem 2.14 by using information about previous Pareto and reference points in order to infer \( \mu_J(\bar{u}^{n-1}, z^{n-1}) \leq \hat{J}_2(\bar{u}^n) - z_2^n \). These modified a-posteriori estimates were deduced in [2, p. 84] and were found to have better efficiency than the estimates in Corollary 4.46. In the following chapter, we will explain in more detail, how the error estimation by \( \mu_U \) is implemented in order to control the number of used POD basis functions.
Chapter 5

Numerical Experiments

As opposed to the bicriterial optimal control problems investigated in [2] and [3], in the present master thesis we focus on problems in which the room is modeled by a set $\Omega \subset \mathbb{R}^3$, i.e. we consider three space dimensions instead of two. This enables us to investigate models that are closer to real-world conditions since by heating up a room we usually think of a three-dimensional space, which is not completely filled by heaters. Additionally, we take into consideration inhomogeneous boundary conditions, which allow for heat exchange of the modeled room with the outer world. With homogeneous boundary conditions, the applicability of the model is very limited since the convection only moves around the air inside the room.

Naturally, in 3D the occurring linear systems of equations stemming from the finite element discretization become much larger than in 2D if we use the same maximum edge length for the finite element triangulation. That is why POD becomes all the more useful and important in this case. Thus, we will put special emphasis on developing an efficient and sufficiently accurate strategy to choose the length of the POD basis.

5.1 Numerical Implementation

This section provides details about the numerical implementation of the solution algorithms. The complete implementation is achieved in MATLAB R2016b and is based on the code used for a 2D problem in [2] and [7]. The computations are performed on a standard PC with Windows 10, an Intel(R) Core(TM) i3-4005U CPU @ 1.7Ghz, 4GB RAM.

5.1.1 Discretization of the State and Adjoint Equation

The discretization of the three-dimensional space is achieved by linear finite elements which are generated by the MATLAB PDE toolbox using a maximum edge length of 0.1. As a result, we get a mesh consisting of 1650 nodes and 7667 elements. The discretization is visualised in Figure 5.1.

With this higher number of nodes compared to the two-dimensional model, it turns out that the direct solution of the arising systems of linear equations requires a much higher computational effort, so it becomes appropriate to use iterative solvers instead. In particular, we will use the generalized minimal residual (gmres) method by applying the MATLAB function gmres, since the systems of equations resulting from the discretization of the state equation will not be symmetric. For the two-dimensional problem, we choose the same configuration as in [2]. The time interval is discretized equidistantly into 100 subintervals. We use the Crank-Nicolson method for time integration. Note that in contrast to the theoretical investigations in Chapter 4, we now denote the finite element discretized problem by the full problem and the POD approximation thereof by the POD (approximated) problem. Regarding POD, we use the u-
dependent part of the solution to the state equation, denoted by \( y \) and the \( u \)-dependent part of the solution to the adjoint equation, denoted by \( p \), as the two snapshots to compute the POD basis throughout this chapter. More specifically, for the first POD basis this always refers to the solutions of the full problem whereas for subsequent POD bases it depends on the employed algorithm if the respective solutions to the full or to the POD problem are meant to be used. We also recall that the respective POD basis is constructed according to the method of snapshots, see Remark 3.13.

5.1.2 Computation of the Pareto Front

For the computation of the Pareto front we will use, until further notice, Algorithm 1 if the full problem is considered and Algorithm 2 as a baseline if the POD problem is treated. To begin with, we proceed as in [2] by using the weight \( \omega = (\omega_1, \omega_2) = (1, 0.02) \) on the objectives \((\hat{J}_1, \hat{J}_2)\) to calculate the top Pareto point, which facilitates the optimization by regularization of the problem. Later on, we will investigate the difficulties arising when \( \omega = (1, 0) \) is used instead. Note that the minimization of \( \hat{J}_2 \) does not require any calculation since \( u = 0 \) satisfies the constraints we specified earlier. After having computed the first and the last Pareto point, we determine the remaining Pareto points by solving Euclidean reference point problems.

Solution of the Reference Point Problems

The occurring scalar optimization problems, i.e. the Euclidean reference point problems, are solved by the projected Newton-CG method. For the necessary evaluations of the gradient and of the second derivative, we use the representations we derived in Chapter 4 by making use of the adjoint equation.

We maintain the same stopping condition for the optimization routine as in [2], i.e. we stop if
Figure 5.2b). In detail we define the optimization problem:

\[ \ell \text{problem (RPP)} \]

The three-dimensional space, more precisely in the domains \( \mathcal{A} \), would suggest. Instead, we place three individual heaters that are distributed in our three-dimensional model, the heaters should not occupy the whole room, as a generalization of the two-dimensional model in [2] would suggest. In order to achieve a more realistic three-dimensional model, the heaters, are positioned. In order to achieve a more realistic three-dimensional model, the heaters should not occupy the whole room, as a generalization of the two-dimensional model in [2] would suggest. Instead, we place three individual heaters that are distributed in our three-dimensional space domain. This model serves as a baseline for the whole chapter. The three-dimensional model is distinguished from the two-dimensional model by the way the controls, i.e., the a-posteriori estimates

\[ \|u_n - \bar{u}\|_U \leq \left( \frac{j_2(u_n) - z_2}{2} \right)^{-1} \|\xi(u_n)\|_U \leq \varepsilon_U \]

and

\[ \|\hat{j}(u_n) - \hat{j}(\bar{u})\|_{\mathbb{R}^2} \leq \frac{1}{2} \left( \frac{j_2(u_n) - z_2}{2} \right)^{-\frac{1}{2}} \|\xi(u_n)\|_U \leq \varepsilon_Y \]

(cf. Corollary 4.46) are fulfilled, where \( \bar{u} \) is the unknown optimal solution of \((RPP)_z\), \( u_n \) is the current iterate and \( \xi(u_n) \) given by (cf. Lemma 4.47)

\[ \xi_i(u_n)(t) := \begin{cases} - \min(0, \nabla F_u(u_n)_i(t)) & \text{a.e. in } \{t \in [0, T] \mid (u_n)_i(t) = (u_0)_i(t)\}, \\ - \max(0, \nabla F_u(u_n)_i(t)) & \text{a.e. in } \{t \in [0, T] \mid (u_n)_i(t) = (u_b)_i(t)\}, \\ - \nabla F_u(u_n)_i(t) & \text{otherwise.} \end{cases} \]

Here, we have to replace the gradient \( \nabla F_u \) by \( \nabla F_u^\varepsilon \) in case we are solving the POD approximated problem \((RPP)_\varepsilon^\varepsilon\) and \( \bar{u} \) will be the unknown optimal solution to \((RPP)_\varepsilon\). For the following numerical experiments we use the thresholds \( \varepsilon_U := 10^{-4} \) and \( \varepsilon_Y := 10^{-5} \) for the error in the control and in the objective space, respectively. For the computation of the reference points, we initially use certain fixed values for the step sizes \( h_x \) and \( h_p \). Subsequently, we will investigate the effect of varying \( h_p \) on the optimization performance.

## 5.2 Model Including Three Space Dimensions

We start by formulating the bicriterial optimal control problem with adjustments for a three-dimensional space domain. This model serves as a baseline for the whole chapter. The three-dimensional model is distinguished from the two-dimensional model by the way the controls, i.e., the heaters, are positioned. In order to achieve a more realistic three-dimensional model, the heaters should not occupy the whole room, as a generalization of the two-dimensional model in [2] would suggest. Instead, we place three individual heaters that are distributed in our three-dimensional space, more precisely in the domains \( A_1 = (0, 0.125) \times (0.05, 0.45) \times (0.05, 0.4) \), \( A_2 = (0, 0.125) \times (0.55, 0.95) \times (0.05, 0.4) \) and \( A_3 = (0.25, 0.75) \times (0, 0.125) \times (0.05, 0.4) \), (cf. Figure 5.2b). In detail we define the optimization problem:

\[
\min J(u, y) = \left( \frac{1}{2} \|y - y_Q\|_{L^2(0,1;L^2(\Omega))}^2 \right)^{1/2}
\]

(NOC)

subject to

\[
y_t(t, x) - \kappa \Delta y(t, x) + c_\beta(t, x) \cdot \nabla y(t, x) = \sum_{i=1}^{3} u_i(t) \chi_i(x) \quad \text{for } (t, x) \in (0, 1) \times \Omega
\]

(SEC)

\[
\frac{\partial y}{\partial n}(t, x) = 0 \quad \text{for } (t, x) \in (0, 1) \times \Gamma
\]

and

\[
y(0, x) = y_0(x) \quad \text{for } x \in \Omega
\]

and

\[
u_i(t) \leq u(t) \leq u_b(t) \quad \text{for almost all } t \in [0, 1].
\]

(BCon)

In addition, we use the following parameter and function values in this example:
The room $\Omega$ is given by the three-dimensional unit cube, i.e. $\Omega = (0, 1)^3$.

As the convection term $\beta(t, x)$ with $(t, x) \in (0, 1) \times \Omega$, we use a solution of a Navier-Stokes equation which is described by a stream which goes in a parabolic way from the rear left to the front right of the room (cf. Figure 5.11). In case of the time-dependent convection there is a vortex moving along the mentioned stream over time through the room. The vortex ends up approximately at time $t = 0.1$ on the right-hand side of the front wall of the room. The parameter $c_\beta \geq 0$ is a constant which is used to control the strength of the convection.

We fix the bilateral control constraints at $u_a = 0$ and $u_b = 3$.

As an initial condition, we assume a space-independent temperature of $16^\circ$ everywhere in the room, i.e. $y_0(x) = 16$ for all $x \in \Omega$.

We choose the desired temperature as $y_Q(t, x) = 16 + 2t$ for all $(t, x) \in (0, 1) \times \Omega$, which means that it increases linearly from $16^\circ$ at the starting time $t = 0$ to $18^\circ$ at the end of the observed time interval $T = 1$.

With these assumptions, we are able to verify Assumption 4 of Chapter 4, such that we can formulate the objective function to only depend on $u$ in the same way as we did in Chapter 4. Thereby, we obtain the reduced objective function $\hat{J}$ again. Furthermore, we will use the same notations as in Chapter 4.

### 5.3 Model Including a Time-Independent Convection Term

![Heaters in 2D](a) Heaters in 2D ![Heaters in 3D](b) Heaters in 3D

Figure 5.2: Positioning of the heaters

To begin with, we consider the stated optimal control problem (NOC) with a time-independent convection term, i.e. $b(t, x) = b(x)$, see Figure 5.3.
Considering the finite element discretization of the state and adjoint equation (cf. weak formulation (WS)), we note that for the 3D model the resulting systems of linear equations of size $1650 \times 1650$ are too large to handle in adequate time for direct solvers like MATLAB ’\texttt{backslash}’. This problem is not discussed in detail in this thesis but iterative methods being on average more than five times faster for a single solution of the state equation led to the decision of choosing iterative solvers for the systems of linear equations. Furthermore, if a convection term is included, the occurring matrices are no longer symmetric and therefore have to be treated by an iterative method that can handle such matrices. That is why we use the \texttt{gmres} method provided by MATLAB with a restart after ten iterations, which yielded good performance in our test runs. For the present problems preconditioning did not seem to speed up the numerical solution. It is also worth mentioning that \texttt{gmres} did perform satisfactory for each problem considered in this chapter. However, it will not be stated explicitly since this is not a main focus of the numerical experiments. Apart from rare cases, the algorithm did not need more than 30 total iterations to achieve convergence.

For the purpose of comparison, we also consider a 2D model which corresponds to the defined 3D model by being its projection onto a plane, see Figure 5.2a. More specifically, the room is given as the 2D unit square and the heaters are distributed in the domains $A_1 = (0, 0.125) \times (0.05, 0.45)$, $A_2 = (0, 0.125) \times (0.55, 0.95)$ and $A_3 = (0.25, 0.75) \times (0, 0.125)$. It should be noted that by projecting the heaters onto a plane we lose information about the height of the heaters which will also have an impact on the numerical results. By an initial test run of solving the full problem with Algorithm 1, we obtain the Pareto front depicted in Figure 5.4.

Note that we define $P^n := J(\tilde{u}^n)$ for $n \in \{0, \ldots, N_P + 1\}$, where $N_P$ is the number of computed inner Pareto points for the respective bicriterial optimization problem. Turning to the results of the test run the individual Pareto points range between $P^0 = (0.592, 1.8166)$ and $P^{27} = (0.667, 0)$. So far we have used a perpendicular step length $h_x = 0.1$ and a parallel step length $h_p = 0.5$. In order to achieve a finer approximation of the Pareto front, we will employ $h_x = 0.05$, $h_p = 0.25$ for this specific problem. Hereby we obtain the Pareto front in Figure 5.5b.
with Pareto points ranging from $P^0 = (0.592, 1.816)$ to $P^{45} = (0.667, 0)$. For comparison we have a plot of the Pareto front of the respective 2D problem with Pareto points ranging from $P^0 = (0.31782, 4.4675)$ to $P^{98} = (0.6667, 0)$.

Apparently, for the 2D problem, a better approximation of the desired temperature $y_Q$ can be achieved at the upper left end of the Pareto front than for the 3D problem. Furthermore, for the same heating costs at the top Pareto point of the 3D problem of 1.816 we get a significantly better approximation of the desired temperature for the 2D problem. Namely, for the 2D problem, the Pareto point $(0.418, 1.78)$ is calculated. That is we achieve a an approximation of the desired temperature which is better by 0.174 in terms of $\bar{J}_1$ for approximately the same
heating costs. This is mainly due to the heaters occupying a relatively larger part of the room in terms of the volume of the whole room for the 2D problem. As already mentioned, the height of the heaters in the 3D problem cannot be projected onto a 2D plane properly. Indeed, if we calculate the Pareto front of a 3D problem with heaters of height one, that is the full height of the room, we obtain a more similar result, see Figure 5.6. In this case the outer Pareto points are $P^0 = (0.36872, 4.6201)$ and $P^{100} = (0.66725, 0)$, respectively.

![Figure 5.6: Pareto front using heaters of height 1](image)

We should keep this difference in mind for future comparisons of the 2D- and the 3D problem. Besides, this experiment has confirmed the plausible fact that larger heaters, allow for a stronger heating effect, in this case, a better fulfillment of the first objective. In order to maintain a realistic scenario, we keep the heaters at the size specified in section 5.2.
Now we would like to investigate the influence of the convection on the heating strategies. In Figure 5.7 we compare the heating strategies of the problems without convection and with convection by taking a look at the controls corresponding to the top Pareto point, i.e. the controls that achieve the best possible approximation of the desired temperature in terms of $\hat{J}_1 + 0.02\hat{J}_2$. Additionally, the controls corresponding to a Pareto point in the middle of the Pareto front are visualised for the respective problems.

We are able to observe a considerable difference. Without convection, heaters one and two are heating almost to the same extent. On the other hand, with convection, heater two has to heat by far the most. Additionally, with convection, the heating strategies are not necessarily monotonically decreasing anymore, which becomes most apparent from the heating strategy of heater three. The difference between the heating strategies for the problem with and without convection is due to the heat flow from the rear left to the front right of the room, which is caused by the convection. More specifically, heater two is in the area of the room where the
stream of the convection starts, so it is advantageous in terms of the first objective $\hat{J}_1$ that heater two heats by far the most and from its position the heated air is transported through the room by the convection.

POD basis extension algorithms similar to the following Algorithm 3 already appeared in multiple sources for example in [2] as Algorithm 2, where it was applied to a related 2D problem with floor heating. With respect to this algorithm, we recall the definition of $\mu_u$ in (4.29).

**Algorithm 3** POD basis extension algorithm

**Require:** Maximum number $N_{\text{max}} \in \mathbb{N}$ of Pareto points, step size parameters $h_p, h_x > 0$, initial number of POD basis functions $\ell_0$, maximum number of POD basis functions $\ell_{\text{max}}$, a-posteriori bound $\mu$;

1: Set check = 0;
2: while check = 0 do
3: Solve (RPP)$_n$ using POD basis $\{\hat{\psi}_{i}\}_{i=1}^{\ell}$ of rank $\ell$ and starting point $\bar{u}^{n-1}$;
4: Compute the a-posteriori estimate $\mu_U(\bar{u}^{n}, z^{n})$;
5: if $\mu_U(\bar{u}^{n}, z^{n}) < \mu$ or $\ell \geq \ell_{\text{max}}$ then
6: Set check = 1;
7: else
8: Set $\ell = \ell + 1$;
9: end if
10: end while

Now we investigate the 3D problem further with regard to the choice of the POD basis. First, we test the basis extension routine described in Algorithm 3 with the parameters $\mu = 4 \cdot 10^{-4}$ and $\ell_0 = 2$ and $\ell_{\text{max}} = 50$. Let us also set a minimum number of POD basis functions $\ell_{\text{min}} = 2$, which is supposed to hold throughout this chapter unless stated otherwise. In order to determine the effect of the convection term on the number of required POD basis elements, we perform a test run of the problem without convection term using the step size $h_x = 0.05$, as well as of the present problem with convection term. In Table 5.1 we immediately observe that the problem with convection requires considerably more basis extensions in order to stay below the error threshold $\mu$.

<table>
<thead>
<tr>
<th>Table 5.1: Required basis extensions</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>basis extensions</strong></td>
</tr>
<tr>
<td>without convection</td>
</tr>
<tr>
<td>with convection</td>
</tr>
</tbody>
</table>

This behaviour is of course expected since adding a convection term introduces more complex dynamics to the problem, which require more POD basis elements to be approximated adequately. This notion is also supported by the behaviour, in particular, the decline, of the eigenvalues of the two problems. That is the eigenvalues of the problem without convection decrease considerably faster than for the problem with convection. Notably, the greatest eigenvalue of the problem with convection is about ten times as large as the greatest eigenvalue of the problem without convection while for the tenth eigenvalue, the corresponding eigenvalues already differ by a factor of $10^3$ (cf. Figure 5.8). Of course, this leads to the problem with convection requiring more POD basis functions to achieve the desired accuracy. Indeed, relation (3.7) supports this observation, since in this context faster decreasing eigenvalues result in the sum $\sum_{i=\ell+1}^{d} \hat{\lambda}_i^n$.
being smaller for a smaller value of $\ell$ in contrast to the problem with convection. So the error stemming from POD, which is expressed by the left-hand side of (3.7), should behave in the same way.

![Figure 5.8: Behaviour of eigenvalues](image)

Furthermore, we observe the computation times of the problems with and without convection in Table 5.2 for both the full problem and the reduced-order problem created by the previously used POD strategy. Note that the computation time for the full problem with convection is more than four times as long as for the full problem without convection. For the corresponding POD problems, we find that for the problem with convection even more time is saved in relation to the full problem, namely 82% as opposed to only 71% for the respective problems without convection.

<table>
<thead>
<tr>
<th></th>
<th>FULL</th>
<th>POD</th>
<th>rel. time saving</th>
</tr>
</thead>
<tbody>
<tr>
<td>without convection</td>
<td>210</td>
<td>61</td>
<td>71 %</td>
</tr>
<tr>
<td>with convection</td>
<td>862</td>
<td>159</td>
<td>82 %</td>
</tr>
</tbody>
</table>

Since the number of Pareto points is different for the two problems, we also take a look at the average computation time per Pareto point, see Table 5.3.

<table>
<thead>
<tr>
<th></th>
<th>FULL</th>
<th>POD</th>
</tr>
</thead>
<tbody>
<tr>
<td>without convection</td>
<td>9.5</td>
<td>2.76</td>
</tr>
<tr>
<td>with convection</td>
<td>18.72</td>
<td>3.46</td>
</tr>
<tr>
<td>additional effort</td>
<td>97 %</td>
<td>25 %</td>
</tr>
</tbody>
</table>

It becomes obvious that the difference in total computation time is not only due to the number
of Pareto points, but that the average computation time for each Pareto point rises significantly if we include a convection term. While for the full problem the computation time per Pareto point almost doubles for the problem with convection, for the POD problems the computation time only increases by 25%. Overall the use of POD appears to be even more beneficial for the problem with added convection.

We have seen that the inclusion of a convection term into the problem leads to a significantly higher number of POD basis functions. Since for every basis extension the current Pareto point has to be recalculated, basis extensions can be costly with regard to computation time if they are used excessively. Thus, it becomes desirable to limit the number of basis extensions. One possible approach might be to choose a greater number of initial POD basis functions. However, we do not want to choose such a value arbitrarily, but we would like to develop a strategy to choose this value according to certain properties of the problem, such that the strategy might be valid for other problems, too. We try out a criterion, which has already been applied to a similar 2D problem successfully, see [11]. Specifically, we choose $\ell_0$ such that

$$K(\ell_0) := \sum_{i=\ell_0+1}^{\ell_{\text{max}}} \lambda_i \| \psi_i - Q^{\ell_0} \psi_i \|_{H^1(\Omega)}^2 < \varepsilon$$  \hspace{1cm} (5.1)$$

is fulfilled for a suitable $\varepsilon < \mu$, with $\mu$ being the previously used a-posteriori bound. This approach is based on Theorem 4.44, where an a-priori estimate for the error in the control space was proved. Although the stated theorem is not applicable directly, since the available POD space is not computed from the optimal control $\bar{u}$, it can still serve as guidance. That is because the optimal control $\bar{u}$ depends continuously on the reference point problem, so we can reasonably assume that if the available control, that is the solution of the previous reference point problem, does not differ too much from the actual optimal control $\bar{u}$, we might still use the stated estimate as an approximation. Besides, we do not know the magnitude of the constant in the estimate (4.21), so we have to determine an appropriate value experimentally. It should also be noted that we use slightly different snapshots than in the assumptions of Theorem 4.44 (cf. Remark 4.45). Since we suspect this difference to have limited impact, we will just examine the usefulness of the described criterion numerically. Apart from this, let us recall that $Q^\ell$ can be computed by means of Remark 4.25.

Furthermore, to define the criterion more specifically, we choose $\ell_{\text{max}} = 50$, since calculating the full sum for all of the 1650 eigenvalues would mean an unacceptably high computational effort. Here, we also take into account that the eigenvalues $\lambda_i$ become very small for $i > 50$ and also drop off very rapidly (cf. Figure 5.8), so that the further addends only have a minor impact anyway. We choose $\ell_{\text{min}} = 2$ as the minimal starting value for $\ell_0$. Now we compare the required POD basis extensions corresponding to the described strategy in Table 5.4.

Obviously, $\ell_0$ increases if $\varepsilon$ decreases. Thus it is not surprising to see that the number of basis extensions decreases with decreasing $\varepsilon$, if we bear in mind that most of the time increasing the number of used POD basis elements improves the accuracy of the solution. Here, the time to determine $\ell_0$ by the above criterion has no significant impact on the computation time. Evidently, in case there is no convection, the optimal choice of $\varepsilon$ is already reached at $10^{-8}$ which leads to seven initial POD basis functions and no execution of basis extensions. We are able to visualise the number of initial POD basis elements derived by the aforementioned strategy by calculating the value of the function $K(\ell) = \sum_{i=\ell+1}^{\ell_{\text{max}}} \lambda_i \| \psi_i - Q^\ell \psi_i \|_{H^1(\Omega)}^2$ for various $\ell$. The result is plotted in Figure 5.9.
Table 5.4: Test concerning the choice of $\varepsilon$

<table>
<thead>
<tr>
<th>$\varepsilon$</th>
<th>$\ell_0$</th>
<th>basis extensions</th>
<th>comp. time</th>
</tr>
</thead>
<tbody>
<tr>
<td>$10^{-5}$</td>
<td>6</td>
<td>29</td>
<td>154.18</td>
</tr>
<tr>
<td>$10^{-6}$</td>
<td>10</td>
<td>18</td>
<td>135.39</td>
</tr>
<tr>
<td>$10^{-7}$</td>
<td>13</td>
<td>16</td>
<td>136.74</td>
</tr>
<tr>
<td>$10^{-8}$</td>
<td>16</td>
<td>13</td>
<td>131.09</td>
</tr>
<tr>
<td>$10^{-9}$</td>
<td>19</td>
<td>10</td>
<td>125.40</td>
</tr>
<tr>
<td>$10^{-10}$</td>
<td>23</td>
<td>6</td>
<td>118.76</td>
</tr>
<tr>
<td>$10^{-11}$</td>
<td>29</td>
<td>2</td>
<td>111.87</td>
</tr>
<tr>
<td>$10^{-12}$</td>
<td>31</td>
<td>1</td>
<td>105.84</td>
</tr>
</tbody>
</table>

Figure 5.9: Behaviour of $K$ for the problem both with and without convection

Apparently, the value of $K$ starts at a lower value for the problem without convection than for the problem with convection and also declines faster afterwards. So to a certain extent, the criterion given by $K$ takes into account that the problem without convection requires a much smaller number of POD basis functions compared to the problem with convection in order to achieve the same accuracy with respect to the a-posteriori estimate. This is due to the fact that for the same bound $\varepsilon$ a much smaller $\ell_0$ is calculated. Additionally, we can infer that in general, it is not advisable to choose an $\varepsilon$ that is too small since we might use far more POD basis functions than necessary as a result. One possible way to reach a compromise is to perform POD basis updates, i.e. calculating a new POD basis at an appropriate point during the computation of the Pareto front instead of performing an excessive number of basis extensions that have diminishing returns in the sense of improving the accuracy of the approximation.

There is another similar criterion which can be used as a heuristic to determine a suitable number of initial POD basis functions, namely if we choose $\ell_0$ such that $E(\ell_0) := \sum_{i=1}^{\ell_0} \lambda_i / \sum_{i=1}^{\ell_{\text{max}}} \lambda_i > 1 - \varepsilon$ holds. For an interesting comparison we plot both of the mentioned criteria in Figure 5.10 as a function
of $\ell$. Evidently, $K$ falls off faster than $1 - \mathcal{E}$ initially, then both criteria take a parallel course which means that for the same value of $\ell$ they differ by a certain, approximately constant factor which is in this case around five. It appears that by using $1 - \mathcal{E}$ instead of $K$ we might achieve similar results with respect to the choice of $\ell_0$ by adjusting for the aforementioned factor. Accordingly, for the same choice of $\varepsilon$ we find that $1 - \mathcal{E}$ leads to a number of POD basis elements that is higher by about two to three than if we use $K$. Having said that, in the present thesis we will mainly focus our investigations on the criterion $K$ and how it can be applied appropriately.

Moving on, we would like to extend our POD strategy by basis updates, i.e. calculating a new POD basis at suitable times during the computation of the Pareto front. Upfront we have the expectation that POD updates might prevent the used POD basis from becoming excessively large during the process of basis extension and apart from this they might be helpful for problems in which basis extensions are not able to achieve the desired approximation quality of the solutions no matter how long the basis becomes. The latter problem might occur if there are strong dynamics included in the problem, e.g. by a convection such that in the course of the calculation of the Pareto front the available POD basis does not represent the current problem adequately anymore. With a new, more suitable POD basis it is even possible that fewer basis elements are required for the same accuracy in terms of the a-posteriori-estimate.

A POD basis update algorithm similar to the following Algorithm 4 appeared in [3] as Algorithm 4 and was tested on a related 2D problem. The algorithm shows the procedure for the $n$-th reference point problem. Note that in lines 13-14 of Algorithm 4 the new POD basis is constructed based on the state and adjoint that had to be computed for the a-posteriori estimate $\mu_U(\bar{u}^\ell, z^n)$. This means that no additional full problem is solved at this stage. Only if this shortened procedure is not successful, a full reference point problem is solved to determine a
new POD basis, see lines 17-18 of Algorithm 4. If solving the full problem can be avoided, this approach saves a considerable amount of computation time.

**Algorithm 4** POD basis update algorithm

**Require:** $\mu > 0$, $\varepsilon_0 > 0$, $0 < \ell_{\text{min}} < \ell_{\text{max}}$, $\ell \in [\ell_{\text{min}}, \ell_{\text{max}}]$;

1. Determine $\ell$ with $\varepsilon_0$ by criterion (5.1);
2. Set check = 0, updateflag = 0;
3. **while** check = 0 **do**
   4. Solve $(\text{RPP})_{\ell_n}$ with starting point $\bar{u}_0 = \bar{u}^{n-1}$ to obtain $\bar{u}^{\ell}$;
   5. Compute the a-posteriori estimate $\mu_U(\bar{u}^{\ell}, z^n)$;
   6. **if** $\mu_U(\bar{u}^{\ell}, z^n) < \mu$ **then**
      7. Set check = 1;
   **else**
      8. **if** $\ell < \ell_{\text{max}}$ **then**
          9. Set $\ell = \ell + 1$;
      **else** if updateflag = 0 **then**
          11. Compute POD basis using the state $y$ and the adjoint $p$ associated with $\bar{u}^{\ell}$;
          12. Set updateflag = 1;
      **else if** updateflag = 1 **then**
          14. Solve full problem $(\text{RPP})_{z^n}$;
          15. Compute POD basis using state $y$ and its adjoint $p$ corresponding to $\bar{u}$;
          16. Determine $\ell$ with $\varepsilon_0$ by criterion (5.1) for the new POD basis, set check = 1.

Specifically, putting POD basis updates into practice, we test Algorithm 4 where the initial $\ell_0$ is determined by criterion (5.1) with $\varepsilon = 10^{-8}$. Using different values for $\ell_{\text{max}}$, we compare the computation time in Table 5.5. In column $\ell_0$ the POD basis length at the start and after each basis update, which has been determined by means of (5.1), is stated.

<table>
<thead>
<tr>
<th>$\ell_{\text{max}}$</th>
<th>$\ell_0$</th>
<th>basis extensions</th>
<th>basis updates</th>
<th>comp. time</th>
</tr>
</thead>
<tbody>
<tr>
<td>16</td>
<td>15,14,14</td>
<td>3</td>
<td>2</td>
<td>129.66</td>
</tr>
<tr>
<td>18</td>
<td>16,14</td>
<td>2</td>
<td>1</td>
<td>116.81</td>
</tr>
<tr>
<td>20</td>
<td>16,14</td>
<td>4</td>
<td>1</td>
<td>120.52</td>
</tr>
<tr>
<td>22</td>
<td>16,14</td>
<td>6</td>
<td>1</td>
<td>126.33</td>
</tr>
<tr>
<td>24</td>
<td>16,14</td>
<td>8</td>
<td>1</td>
<td>130.22</td>
</tr>
</tbody>
</table>

For every value of $\ell_{\text{max}}$ that was tested in Table 5.5, at least one basis update was performed. Apparently, this is also more efficient in terms of computation time if we compare the computation times with that in Table 5.4, since for every tested value of $\ell_{\text{max}}$ the computation time is lower than without basis update. The reason for this is that the number of basis extensions could be reduced significantly. In particular, $\ell_{\text{max}} = 18$ appears to be the best choice, whereby two basis extensions are performed at Pareto point number 26 and one basis update is performed.
at Pareto point number 27. In contrast, the choice $\ell_{\text{max}} = 16$ turns out to be too small which results in more than one basis update being performed. Besides, as far as the choice of $\varepsilon$ is concerned, although we could achieve an even shorter computation time (cf. Table 5.4) with a very small $\varepsilon$, this choice might be too specific to the present problem. Therefore, with no prior knowledge, it equates to guessing the right number of POD basis functions right away. If we have to treat a different problem that has not yet been investigated extensively, it might be better to choose a slightly bigger $\varepsilon$, so that the number of POD basis functions does not become too large already at the start. Consequently, $\varepsilon = 10^{-8}$ is one possible choice that appears to be a good compromise. For comparison in [11], where a related 2D problem was considered, $\varepsilon = 2 \cdot 10^{-6}$ turned out to be a relatively efficient choice. For general problems, $\varepsilon$ might have to be adapted after having gained some insight into the problem by the means of numerical tests. With regard to further investigations of POD basis strategies, we examine a more complex problem in the following section.

5.4 Model Including a Time-Dependent Convection Term

In this section, we investigate the bicriterial optimal control problem of the previous Section 5.3 again, the only difference being that the convection term $b$ in the state equation is now time-dependent. The relation of the convection of this section to the one of the previous section is that the time-independent convection corresponds to the time-dependent convection at time $t = 0$. For investigations of a related problem with time-dependent convection in two space dimensions, we refer to [3]. We would like to put emphasis on the application of POD in this case in comparison to the example of the previous section. To gain a better understanding of how the convection behaves, we visualise it at three particular time instances in Figure 5.11.

Unless stated otherwise, we use the same step size parameters for the computation of the Pareto front as for the problem with time-independent convection term, i.e. $h_x = 0.05$, $h_p = 0.25$. To begin with, we test Algorithm 4 with the parameters $\ell_{\text{max}} = 50$, $\varepsilon_0 = 10^{-6}$ and Algorithm 3 with the parameters $\ell_{\text{max}} = 50$, $\ell_0 = 2$ on this problem. For the problem with time-dependent convection, we observe that we are not able to achieve the desired accuracy in terms of the a-posteriori estimate without performing at least one basis update. That is basis extensions alone did not suffice, even if the original POD basis was extended up to a length of 50 elements.
if Algorithm 3 is employed (cf. Figure 5.12). In Figure 5.13a we see a plot of the a-posteriori estimate at the respective Pareto points. In particular, we can observe that the bound $\mu = 4 \cdot 10^{-4}$ is exceeded at Pareto point number 25 for Algorithm 3.

![Figure 5.12: Basis extension and updates](image1)

![Figure 5.13: Comparison of two POD basis strategies](image2)

At a certain number of POD basis functions we cannot expect much improvement anymore since the eigenvalues become very small (cf. Figure 5.14). This is due to relation (3.7) which indicates that the error does not decrease much if an eigenvalue with very small value is left out from the sum. In contrast, a basis update strategy is able to achieve further improvement, which means it is able to keep the a-posteriori estimate below the chosen threshold, as shown in Figure 5.13b. Note that if any basis updates are performed during the computation of the Pareto front, statements about eigenvalues always refer to the eigenvalues which were calculated.
for the initial POD basis unless it is stated otherwise.

Once more, the behaviour of the eigenvalues in comparison to the previously investigated problems is very interesting (cf. Figure 5.14). While the eigenvalues for the time-dependent and the time-independent problem are very similar up to the sixth eigenvalue, they fall significantly slower for the time-dependent problem afterwards. In particular, the difference at the 15th eigenvalue is already of a factor of 50 and the 20th eigenvalue of the time-dependent problem is already 250 times as large as for the time-independent problem. This behaviour reflects the more complex dynamics of the problem with time-dependent convection. Because of this we already expect the time-dependent problem to require more POD basis functions in order to achieve the same approximation quality as for the time-independent problem. We recall the error representation by (3.7) which gives some intuition how the rate of decline of the eigenvalues is related to the requirement of a sufficient number of POD basis functions for the desired accuracy.

![Figure 5.14: Behaviour of eigenvalues](image)

If we take a look at the criterion which was used to determine \( \ell_0 \), we are able to observe similar results as for the eigenvalues. Therefore, we visualise \( K(\ell) \) for \( \ell_{\text{max}} = 50 \) in Figure 5.15. We expect that for the same choice of \( \varepsilon \) we get a significantly greater \( \ell_0 \) for the time-dependent problem. In particular, \( \varepsilon = 10^{-8} \) results in \( \ell_0 = 16 \) for the time-independent case and judging from the plot, we estimate \( \ell_0 \) to be at about 27 for the time-dependent case, but certainly quite a lot higher than for the time-independent problem.

Now, we would like to take a look at the computed Pareto front for the current time-dependent problem. A first test run yields the Pareto front in Figure 5.16 with Pareto points ranging between the outer points \( P^0 = (0.5956, 1.7243) \) and \( P^{43} = (0.6669, 0) \). The Pareto front looks very similar to the one of the problem with time-independent convection. Looking at the Pareto front in a descending direction up to a value of about 0.5 for the functional \( \hat{J}_2 \), the Pareto front is relatively steep and has little curvature, i.e. for a certain difference in heating costs, expressed by \( \hat{J}_2 \), the difference in approximation of the desired temperature, in the sense of \( \hat{J}_1 \), remains pretty much constant in this part of the Pareto front. Below the described part of the
Figure 5.15: Behaviour of $K$ for the three tested examples

Pareto front, that is below a value of about 0.5 for $\hat{J}_2$, the curvature increases. Specifically, if the heating costs are decreased further, the approximation of the desired temperature worsens disproportionately. Conversely, by increasing the heating costs up to a value of 0.2 for $\hat{J}_2$, we achieve the best improvement in terms of approximation of the desired temperature relative to the rest of the Pareto front.

Figure 5.16: Pareto front with time-dependent convection

Once more, in Figure 5.17 we take a look at the controls corresponding to Pareto point $P^0$ and to a respective Pareto point in the middle of the Pareto front. Apparently, the heating strategies have changed noticeably compared to the time-independent case. With time-dependent convection, we can observe an initially wavelike behaviour of the heating strategy for heater three.
Overall heater two is heating slightly less in presence of the time-dependent convection, whereas the other two heaters are heating slightly more compared to the time-independent case.

Turning back to the application of POD to the problem with time-dependent convection we would like to get an impression of how the length of the POD basis affects the a-posteriori error. Therefore, we conduct the following procedure: First, we compute the whole Pareto front and the corresponding reference points by using the full finite element problem to obtain the optimal controls \( \bar{u}^{0}_{\text{Full}} \) and the reference points \( z^n \) for \( n \in \{1, \ldots, N_P\} \), where \( N_P \) is the total number of solved reference point problems. At the same time, we save the reference points in order to use them for the comparison of solutions corresponding to different lengths of POD bases. This approach is necessary since different starting values for the length of the POD basis would yield different reference points and would therefore render the results incomparable. Now, with these predefined reference points, we compute the Pareto front with the POD problem for different constant numbers of POD basis functions, i.e. \( \ell \in \{5, 10, 15, 20, 30\} \) to obtain the solutions.
\( \bar{u}_n^{POD} \) for \( n \in \{1, \ldots, N_P \} \). Additionally, we compute the a-posteriori estimate \( \mu_U(\bar{u}_n^{POD}, z^n) \) according to (4.29) at each Pareto point. Finally, we compare the values of the a-posteriori estimate for the different chosen values of \( \ell \). In the following, let the \textit{true error} denote the difference between the finite element solution and the POD solution. So we consider the finite element solution as the true solution in the sense that by model order reduction with POD we cannot expect a more accurate solution than the finite element solution. That is because on the one hand the POD basis is calculated from the finite element solution of the state and the adjoint equation and on the other hand the analytic solution of the problem is not available, so there is no way for us to assess if the present POD solution is closer to the analytic solution than the finite element solution.

In Figure 5.18a the described experiment is visualised. Apparently, \( \ell = 5 \) are too few POD basis functions to capture the complexity of the problem adequately. In this case the threshold for the a-posteriori error is exceeded for more than half of the reference point problems. For \( \ell = 10 \) the a-posteriori error has already improved considerably. The error stays below the desired bound for most of the Pareto points. In case \( \ell = 15 \), the a-posteriori estimate is smaller than \( 4 \cdot 10^{-4} \) for all but one Pareto point. If \( \ell \) is even greater we do not achieve significant improvement any more. An important observation is that no matter how large we choose \( \ell \), we cannot achieve that the a-posteriori estimate stays below the desired bound for every Pareto point. This is where basis updates become a useful tool, since it possibly allows for further improvement in terms of the a-posteriori estimate.

Moreover, we would not only like to know how the length of the POD basis affects the a-posteriori estimate but also how it is related to the true error. For this reason, we take a closer look at the efficiency of the a-posteriori estimate which is defined below.

**Definition 5.1.** Let \( a, b \in \mathbb{R}_{\geq 0} \) with \( a \leq b \), \( b \) being an overestimate of \( a \). We denote the ratio

\[
\eta := \frac{b}{a}
\]

by the \textit{estimate efficiency}. Consequently it holds \( \eta \in [1, \infty) \), where \( \eta = 1 \) represents the best possible efficiency.

Now, we apply this notion of efficiency to the a-posteriori estimate. One way to achieve this is to calculate the true error in the control space, i.e. the difference of the control, computed from the full finite element system to the corresponding control computed from the POD problem. Then we compare this error with the a-posteriori estimate, more precisely we calculate the quotient \( \frac{\mu_U(\bar{u}_n^{POD}, z^n)}{\|\bar{u}_n^{POD} - \bar{u}_{Full}\|_U} \), where \( \bar{u}_n^{POD} \) and \( \bar{u}_{Full} \) have been defined above. The mentioned quotient defines an estimate efficiency in the sense of the last definition. Again, we conduct this experiment for different \( \ell \).

It turns out that exceeding the a-posteriori bound for one reference point problem during previous tests might have been a result of the a-posteriori estimate being inefficient, although we cannot tell this with absolute certainty since the reference points are different from the previous experiment. Nevertheless, for this experiment the true error lies below the threshold \( \mu = 4 \cdot 10^{-4} \) already for \( \ell = 10 \) POD basis functions (cf. Figure 5.19). Therefore, no basis update is necessary. However, the computation time is not increased significantly by a single basis update, so its adverse effect is also very limited.
Furthermore, we observe in Figure 5.19 that the efficiency of the a-posteriori estimate is satisfactory for the majority of reference point problems. At worst the estimate is about ten times as large as the true error. In most cases, the efficiency is better than two. Besides, the efficiency getting worse beyond the 35th Pareto point is not critical since there is very little control input in this part of the Pareto front which results in the true error being very small anyway (cf. Figure 5.18b). So overall the a-posteriori estimate still performs pretty well in terms of assessing the quality of POD solutions by providing an upper bound for the error and controlling the execution of basis extensions. In case of doubt, the efficiency of the a-posteriori estimate has to be analysed similarly to the just presented procedure. It is worth mentioning that in comparison to the 2D problems that were investigated in [2] and [3], the efficiency of the a-posteriori estimate is relatively bad. This might be due to the heaters occupying a much smaller part of the whole space in the 3D case than for the 2D problems which possibly makes the control input harder to capture by the POD basis and therefore makes the error in the control space more difficult to handle. It remains to be investigated if there are situations where basis updates are more beneficial than for the example we have just studied.

As an additional insight, we found out that basis extensions are only reasonable up to a certain basis length. That is, at some point we cannot expect further improvement in terms of both the a-posteriori estimate and the true error by extending the POD basis. For $\ell > 20$ both the a-posteriori estimate and the true error are identical to those with $\ell = 20$ for almost every reference point problem. Therefore, the error for $\ell > 20$ is not visualised separately.

Figure 5.18: A-posteriori estimate next to the error in the control space
5.5 Model with Inhomogeneous Boundary Conditions

To get even closer towards a realistic model, we proceed by adding inhomogeneous boundary conditions to the problem of the previous Section 5.4. Specifically, we consider the following state equation.

\[ y_i(t, x) - \kappa \Delta y(t, x) + c_i b(t, x) \cdot \nabla y(t, x) = \sum_{i=1}^{m} u_i(t) \chi_i(x) \quad \text{für } (t, x) \in (0, 1) \times \Omega \]

\[ \frac{\partial y_i}{\partial n}(t, x) + \alpha_i y_i(t, x) = \alpha_i y_i^a(t) \quad \text{für } (t, x) \in (0, 1) \times \Gamma_i \]

\[ y(0, x) = y_0(x) \quad \text{für } x \in \Omega, \]

(\text{SEIB})

We assume these equations to hold for \( i \in \{1, \ldots, s\} \), where \( s \in \mathbb{N} \) is the number of boundary segments, which will be described in more detail below along with the corresponding isolation coefficients \( \alpha_i \) and the outside temperatures \( y_i^a \). In comparison to the problem of the preceding section, the terms \( \alpha_i y_i(t, x) \) and \( \alpha_i y_i^a(t) \) were added, where \( \alpha_i \) models the isolation of the walls of our room and \( y_i^a(t) \) stands for the outside temperature at the respective part of the boundary \( \Gamma_i \).

Apart from the changes that are mentioned in this section, we maintain the same assumptions on the problem as described in Section 5.2 while considering the time-dependent convection term from Section 5.4.

Previously the convection was only able to move around the air inside the room, now, with inhomogeneous boundary conditions the outside temperature has an influence on the inside temperature. The magnitude of this influence is determined by the difference between the inside and the outside temperature and by the isolation coefficients \( \alpha_i \) (cf. boundary condition of (SEIB)). Now we are able to model windows and also walls that are not perfectly isolated as well as other distinct parts of the wall of a room like doors. The prevalent impact of the outside temperature makes the problem more realistic and interesting. So in the following, we will model open windows by setting \( \alpha_i = 1 \) on parts of the boundary of the room. We place two of those windows in the areas \( W_1 := \{0\} \times [0.8, 1] \times [0.55, 0.85] \) and \( W_2 := \{0\} \times [0, 0.2] \times [0.55, 0.85] \), respectively. Furthermore, we would like to implement inner walls which border on other rooms.
or building parts, as well as outer walls that border on the exterior of the building directly. In order to save heating costs, we assume better isolation at the outer walls ($\alpha = 0.1$) than at the inner walls ($\alpha = 0.2$). If we visualise this room like in Figure 5.22, the walls $F1, F2, F4$ are supposed to be inner walls and $F3, F5, F6$ are supposed to be outer walls. Moreover, we implement a door in the area $[0.6, 0.9] \times \{1\} \times [0, 0.8]$ by setting $\alpha = 0.3$. Besides, we choose different outside temperatures at the outer walls and at the inner walls, respectively. For the inner walls we choose an outside temperature $y_a(t) = 19 + \sin(2\pi(t - 1/2))$ for $t \in [0, 1]$, whereby $t$ is supposed to correspond to a time during a regular day. In our model, the time interval $[0, 1]$ is supposed to correspond to an entire day from midnight to midnight. So the temperature takes a sinusoidal course with the lowest temperature of 18 degree occurring at $t = 1/4$ which corresponds to six in the morning and the highest temperature of 20 degree occurring at $t = 3/4$ which corresponds to six in the afternoon. This should simulate a typical heating routine, where the heaters are turned on at six in the morning and are turned off at six in the afternoon. For the outer walls, we choose an outside temperature that could occur realistically during a real winter day in Konstanz. Therefore we use historical data of a weather station (source: website of the Climate Data Center des deutschen Wetterdienstes, "https://www.dwd.de/DE/leistungen/cdcftpmesswerte/cdcftpmesswerte.html?nn=16102"). For all subsequent numerical tests, we will choose the outside temperature at different times according to Table 5.6 and Figure 5.20b, respectively.

<table>
<thead>
<tr>
<th>Time of the day</th>
<th>0</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
<th>10</th>
<th>11</th>
<th>12</th>
</tr>
</thead>
<tbody>
<tr>
<td>°C</td>
<td>0.2</td>
<td>0</td>
<td>-0.1</td>
<td>-0.2</td>
<td>-0.2</td>
<td>-0.4</td>
<td>-0.5</td>
<td>-0.5</td>
<td>-0.2</td>
<td>0</td>
<td>0.4</td>
<td>0.5</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Time of the day</th>
<th>13</th>
<th>14</th>
<th>15</th>
<th>16</th>
<th>17</th>
<th>18</th>
<th>19</th>
<th>20</th>
<th>21</th>
<th>22</th>
<th>23</th>
<th>24</th>
</tr>
</thead>
<tbody>
<tr>
<td>°C</td>
<td>0.4</td>
<td>0.1</td>
<td>0</td>
<td>-0.3</td>
<td>-0.4</td>
<td>-0.5</td>
<td>-0.6</td>
<td>-0.8</td>
<td>-1.1</td>
<td>-1.2</td>
<td>-1.3</td>
<td>-1.4</td>
</tr>
</tbody>
</table>

Figure 5.20: Outer temperatures of the model

The entire model is visualised in Figure 5.22. Taking another look at Figure 5.11, we recognise...
that the convection is essentially a flow from one window to the other. Additionally, there is a vortex as depicted in Figure 5.11. However, the convection is constant over the entire height of the room and does not just act at the height of the windows.

We conduct a test run with the step sizes $h_x = 0.15, h_p = 0.75$, which yields the Pareto front in Figure 5.23. The Pareto points range in between the outer Pareto points $P^0 = (4.366, 4.9542)$
and $P^{41} = (4.596, 0)$, which correspond to the minimal values of $\hat{J}_1(u) + 0.02\hat{J}_2(u)$ and $\hat{J}_2(u)$, respectively. We notice immediately that the optimal value of the functional $\hat{J}_1$, which corresponds to the top Pareto point, is considerably greater than for the previously tested models, which means that the desired temperature is not reached as closely as for the models with homogeneous boundary conditions. This is obviously due to the influence of the cold air from the outside.

![Figure 5.23: Pareto front with inhomogeneous boundary condition](image)

Taking a closer look at the corresponding state $\hat{y} + Su_1$ at time $t = 1$ (cf. Figure 5.24), we realise that the room is actually cooling down although the heaters are turned on, which means the controls are greater than zero. More specifically, the room cools down the most close to the windows of the model and at places where the cold air is moved by the convection. Only close to the heaters the temperature can be maintained higher. Consequently, the heaters in this model are too small and therefore not powerful enough to compensate for the cold air coming from the outside on a typical winter day. However, this corresponds to observations in real life, where a usual heated room cools down if the windows are kept open entirely for an extended period of time.

Considering the controls corresponding to the top Pareto point (see Figure 5.25) it is apparent that, apart from $u_2$, they lie significantly below the upper bound $u_0 = 3$, although heating more would obviously lead to a better approximation of the desired temperature. The reason for this is the weight $0.02$ on the heating costs, i.e. on the functional $\hat{J}_2$. Apparently, by heating more $\hat{J}_2$ would increase to such an extent that during the optimization higher values for the respective controls are prevented by the weight on $\hat{J}_2$.

Now, we conduct a short comparison of the performance of the optimization algorithm for the three different examples we have investigated so far. The results for the computation of the full finite element problems can be seen in Table 5.7. While the problems with homogeneous boundary conditions take a similar time to compute, the problem with inhomogeneous boundary conditions needs $47\%$ more time than the corresponding problem with homogeneous boundary conditions, although a comparable number of Pareto points is computed. Taking into con-
Figure 5.24: State at the top Pareto point for $t = 1$

Figure 5.25: Controls corresponding to the top Pareto point

Consideration the average number of optimization iterations in column four, we notice that the number of iterations is almost the same for both the problem with and without inhomogeneous boundary conditions. Actually, if we take a closer look at the optimization, it turns out that for the problem with inhomogeneous boundary conditions, the optimization step size has to be reduced repeatedly by the algorithm as opposed to the problem with homogeneous boundary
conditions. This is computationally expensive and explains the apparent difference in computation time. Evidently, the Pareto optimal points are harder to compute for the problem with inhomogeneous boundary conditions.

Table 5.7: Algorithm performance for different models

<table>
<thead>
<tr>
<th>Model</th>
<th>Number of Pareto points</th>
<th>Average number of iterations per Pareto point</th>
<th>Average comp. time per Pareto point</th>
<th>Comp. time</th>
</tr>
</thead>
<tbody>
<tr>
<td>time-indep. conv.</td>
<td>46</td>
<td>4</td>
<td>18.74</td>
<td>862s</td>
</tr>
<tr>
<td>time-dep. conv.</td>
<td>44</td>
<td>3.74</td>
<td>17.77</td>
<td>782s</td>
</tr>
<tr>
<td>time-dep. conv., inh. bound. cond.</td>
<td>42</td>
<td>3.75</td>
<td>27.45</td>
<td>1153s</td>
</tr>
</tbody>
</table>

As a further step, to achieve a better approximation of the desired temperature $y_Q$, we try to recompute the Pareto front while omitting the weight on $\hat{J}_2$ for the first Pareto point, so we minimize $\hat{J}_1$ without paying attention to the heating costs. Taking into account that for this modified problem the heating costs will probably be considerably higher for the top Pareto point we enlarge the step sizes $h_p$ and $h_x$: We set $h_x = 0.5$ and $h_p = 2.5$. Indeed, by this procedure, we get a better approximation of the desired temperature. Now the top Pareto point is $P^0 = (4.2789, 13.4318)$. So the value of $\hat{J}_1$ has decreased by about 0.09, whereas the heating costs have increased by more than eight in the sense of $\hat{J}_2$. Consequently, we have to accept considerably higher heating costs in order to achieve a relatively small improvement of $\hat{J}_1$. If we recall the previous problem in which a small weight was applied to the second objective, we now have a better understanding, why the controls were heating that much less than the upper bound at the top Pareto point (cf. Figure 5.25). Namely because at that point further heating effort does not achieve much better fulfillment of the first objective. This observation is also reflected by the shape of the Pareto front, in particular by the part of the Pareto front which has been computed additionally to the previous example, i.e. the part where $\hat{J}_2 > 5$. That is to say that this part of the Pareto front is very steep in comparison to the lower part of the Pareto front. Another aspect of setting $\omega_2 = 0$ is that the computation of 36 Pareto points took 3155 seconds for the full problem with an average number of Newton-CG iterations per Pareto point of 9.71. If we compare this to the results in Table 5.7, we notice that the computational effort is more than three times as high if the average computation time per Pareto point is considered and that the average number of Newton-CG iterations per Pareto point is more than 2.5 times as high as opposed to using the weight $\omega_2 = 0.02$ to determine the top Pareto point. Later on, we will look for a strategy to achieve a faster computation of the Pareto front.

With this modified objective functional we actually achieve to use the heaters to their full capacity, that is all controls are almost constant at the upper bound $u_b = 3$. This is apparent from the plot of the controls corresponding to the top Pareto point, see Figure 5.26c. For comparison, we perform a test run with upper bound $u_b = 5$. As expected, the heating costs, that is the value of $\hat{J}_2$, corresponding to the top Pareto point increase considerably. In this case the top Pareto point is $P^1 = (4.0756, 37.3106)$. This means that to achieve an improvement of $\hat{J}_1$ by 0.2, we have to accept heating costs that are higher by 24. Again, the controls lie almost completely at the upper bound, while the desired temperature is still far from being reached which suggests that heating more could still improve the approximation of the desired
temperature. However, in reality, heaters also have limited heating capability, so we refrain from increasing the upper bound further at this point. For further experiments we stick with $u_b = 3$.

Overall we can conclude from the shape of the Pareto front, that the use of heating diminishes more while the heating output increases. This is reflected by the Pareto front being relatively steep and showing little curvature in the top part and increasing curvature in its lower part.

Now, we would like to investigate how adding the inhomogeneous boundary conditions affects the use of POD. To begin with, we calculate the eigenvalues corresponding to the initial POD basis and compare them to those of the previous models. Note that for this comparison between different models we used the weight $0.02$ on the second objective for all problems, such that the results are better comparable. Nevertheless, it can be observed that for a given problem, the eigenvalues corresponding to different POD bases behave very similarly unless the control input becomes very small, cf. Figure 5.27c. This observation suggests that the qualitative behaviour of the eigenvalues is in some sense characteristic of a given problem. Taking a look at Figure
5.5 Model with Inhomogeneous Boundary Conditions

5.27a, we notice that the eigenvalues behave similarly to those of the problem with homogeneous boundary conditions. On a logarithmic scale, these two sets of eigenvalues appear pretty much parallel, that means they differ by an approximately constant factor. If we compare the two criteria used to determine the number of POD basis functions, omitting the weight on $\hat{J}_2$ again, we recognise that they take a similar course for $\ell \geq 5$, the difference being a factor of about ten. So we expect that using the same $\varepsilon$ while applying criterion $K$ leads to a lower number of initial POD basis functions than using $E$.

To begin with, we test our simple basis extension Algorithm 3 with parameters $\ell_0 = 2$, $\ell_{\text{max}} = 50$ to check if basis updates might be necessary at all. Indeed, we observe in Figure 5.28a that even if the POD basis is extended up to a length of 50 POD basis functions the bound for the a-posteriori estimate is exceeded significantly. For comparison we also test the basis update Algorithm 4 with parameters $\ell_{\text{max}} = 50$ and $\varepsilon = 10^{-6}$ for the calculation of $\ell_0$ according to (5.1). Looking at the results for the basis update algorithm in Figure 5.28b, we recognise noticeable improvement.

Figure 5.27: Behaviour of eigenvalues and different error estimates
For all but one Pareto point the a-posteriori bound is satisfied and for the remaining reference point problem the full system is used according to Algorithm 4, in order to achieve a satisfactory result. Until further notice, we maintain the aforementioned parameters for the basis update algorithm.

A side effect of omitting the weight on the second objective for the computation of the top Pareto point, is that using the current step sizes $h_x = 0.5$, $h_p = 2.5$, we need a lot of Newton iterations and therefore extensive computation time for the Euclidean reference point problems corresponding to the upper part of the Pareto front (cf. Figure 5.29a). That is why we turn towards the investigation of another parameter, namely the step size $h_p$. This step size determines how far away the reference points are chosen parallel to the Pareto front. Interestingly, the optimization algorithm seems to converge in fewer optimization steps, if we increase $h_p$ and leave the other step size $h_x$ the same. We conduct a test to find out more details about this effect. More precisely, we keep $h_x = 0.5$ constant and run the test for different values of $h_p$. 

Figure 5.28: Comparison of basis extension and basis update algorithm
Moreover, we perform this test for both the full and the POD problem, whereby the basis update Algorithm 4 with $\ell_{\text{max}} = 50$ and $\ell_0$ being determined by criterion (5.1) with $\varepsilon = 10^{-6}$ is used. The maximum number of Newton-CG iterations per reference point problem is set to 30. Consequently, we get the results shown in Table 5.8 for the full problem and in Table 5.9 for the POD problem. Obviously, a higher value for $h_p$ leads to a higher number of Pareto points. This is mainly because of the curvature increasing strongly in the bottom part of the Pareto front and therefore many Pareto points being very close to each other in that area. This effect is reinforced the further away the reference points are from the Pareto front, which is largely determined by $h_p$, since this causes the reference point to pass through a longer arc around the Pareto front. For this reason, when running the test for different values of $h_p$, we only take into account the first 20 Pareto points starting at the top if we compare the number of optimization iterations or the computation time per Pareto point. This is important, because the aforementioned large number of Pareto points lying very close to each other, which occurs for relatively high values of $h_p$, can skew the averages we want to compare. One aspect of this problem is that the reference point problems at the bottom of the Pareto front usually take only one or two Newton iterations to solve. Another thing to consider is that the upper 20 Pareto points are very similar for different values of $h_p$ (cf. Figure 5.30c), since the distance between the Pareto points in this part of the Pareto front is mainly determined by the other step size parameter $h_x$. For the purpose of visualisation, we compare the computation time in Figure 5.29a and the number of Newton-CG iterations in Figure 5.29b for the respective reference point problems and for two different values of $h_p$. Among other things, we recognise from these plots that the first 20 reference point problems are most interesting for the purpose of comparison between different values of $h_p$. Beyond these first 20 reference point problems both the number of required iterations and the computation time decrease quickly. This applies very similarly for different values of $h_p$.

<table>
<thead>
<tr>
<th>$h_p$</th>
<th>Number of Pareto points</th>
<th>Average number of iterations per Pareto point</th>
<th>Average comp. time per Pareto point</th>
<th>Comp. time</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.5</td>
<td>30</td>
<td>21.5</td>
<td>182.28s</td>
<td>3791s</td>
</tr>
<tr>
<td>1</td>
<td>32</td>
<td>20.1</td>
<td>174.37s</td>
<td>3642s</td>
</tr>
<tr>
<td>2.5</td>
<td>36</td>
<td>15.5</td>
<td>145.52s</td>
<td>3155s</td>
</tr>
<tr>
<td>5</td>
<td>44</td>
<td>11.4</td>
<td>121.91s</td>
<td>2718s</td>
</tr>
<tr>
<td>10</td>
<td>60</td>
<td>9.5</td>
<td>88.89s</td>
<td>2202s</td>
</tr>
<tr>
<td>20</td>
<td>91</td>
<td>7.4</td>
<td>65.88s</td>
<td>2037s</td>
</tr>
<tr>
<td>40</td>
<td>101</td>
<td>5.3</td>
<td>52.53s</td>
<td>1904s</td>
</tr>
</tbody>
</table>

From Table 5.8 we recognise that the total computation time decreases every time we increase $h_p$, although the number of computed Pareto points is increased thereby. Clearly, the number of necessary Newton-CG iterations also decreases as well as the average computation time per reference point problem. If POD is used, the general trend is similar, especially if we consider computation time and Newton iterations per Pareto point. However, with POD, the computation time gets worse if we increase $h_p$ from 20 to 40. The reason for this is that in this case the optimization routine apparently does not converge to a sufficiently accurate solution in terms
Table 5.9: Test for different $h_p$ solving the POD-problem

<table>
<thead>
<tr>
<th>$h_p$</th>
<th>Number of Pareto points</th>
<th>Average number of iterations per Pareto point</th>
<th>Average comp. time per Pareto point</th>
<th>Comp. time</th>
<th>Basis updates</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.5</td>
<td>30</td>
<td>20.9</td>
<td>18.93s</td>
<td>469.3s</td>
<td>4</td>
</tr>
<tr>
<td>1</td>
<td>32</td>
<td>18.1</td>
<td>20.38s</td>
<td>469.9s</td>
<td>4</td>
</tr>
<tr>
<td>2.5</td>
<td>36</td>
<td>16.8</td>
<td>15.04s</td>
<td>367.6s</td>
<td>2</td>
</tr>
<tr>
<td>5</td>
<td>44</td>
<td>11.6</td>
<td>13.21s</td>
<td>343.9s</td>
<td>2</td>
</tr>
<tr>
<td>10</td>
<td>60</td>
<td>9.4</td>
<td>11.62s</td>
<td>340.3s</td>
<td>1</td>
</tr>
<tr>
<td>20</td>
<td>91</td>
<td>7.55</td>
<td>9.1s</td>
<td>365.2s</td>
<td>3</td>
</tr>
<tr>
<td>40</td>
<td>101</td>
<td>5.3</td>
<td>10.42s</td>
<td>393.1s</td>
<td>2</td>
</tr>
</tbody>
</table>

Figure 5.29: Impact of $h_p$ on the full problem

of the a-posteriori estimate for some of the reference point problems. This causes the POD Algorithm 4 to use the full system to solve the reference point problem. Still, the average computation time per Pareto point is better than for $h_p = 10$. These observations suggest that $h_p = 20$ is a favourable choice if POD is used and for the full system it is still far better than the original choice $h_p = 2.5$, so until further notice we will use fixed $h_p = 20$ for both our experiments with the full problem and the POD problem.

As opposed to the described problem at the bottom part of the Pareto front for larger $h_p$, the fineness of the approximation in the upper part of the Pareto front remains almost unchanged if $h_p$ is modified, because this adverse effect is largely dependent on the current curvature of the Pareto front. This is immediately apparent from Figure 5.30 where the Pareto fronts for $h_p = 0.5$ and $h_p = 20$, as well as the distance between consecutive Pareto points is shown. For the first 20 Pareto points the distance between the Pareto points only differs by 5% on average. It is only afterwards that the deviation increases which is due to the increasing curvature. This realization about the distance between the Pareto points in the upper part of the Pareto front also suggests that the improved convergence is not due to the Pareto points lying closer to each other, because
the distance does not change significantly. So far, we do not have a theoretical explanation for the faster convergence with an increased $h_p$ other than it seems to somehow improve the conditioning of the resulting reference point problem with regard to the optimization algorithm. For the upper part the described behaviour of the distance between consecutive Pareto points is desirable because we would like to keep approximately the same level of approximation fineness and at the same time, we still would like to improve the convergence speed of the solution of the reference point problems by using the aforementioned approach of increasing $h_p$. However, the fineness of the approximation of the Pareto front is best controlled by the parameter $h_x$.

In order to benefit from the faster convergence with increased $h_p$ on the one hand but on the other hand to avoid computing unnecessarily many Pareto points at the bottom of the Pareto front, we propose a routine to reduce $h_p$ under certain conditions. Namely, we specify that the algorithm should reduce $h_p$ after the solution of the current reference point problem has only
taken few optimization iterations, for example, two or fewer iterations. This is a reasonable criterion since in the bottom part of the Pareto front the optimization needs fewer iterations than in the upper part of the Pareto front. Generally speaking, while passing the Pareto front downwards, the number of iterations decreases gradually (cf. Figure 5.29b). The last few reference point problems usually only need a single iteration. To reduce the probability of the optimization algorithm needing few iterations only being a coincidence, we will only reduce $h_p$ if the optimization needed few iterations for two consecutive reference point problems. If we test this routine, setting the mentioned threshold of iterations to two, we get the Pareto front in Figure 5.31b.

![Figure 5.31](a) Pareto front for fixed $h_p = 20$

![Figure 5.31](b) Pareto front with adaptive $h_p$

In Figure 5.31 we take a look at the respective Pareto fronts for the two different strategies. In particular, Figure 5.31a shows the Pareto front for fixed $h_p = 20$. It is clearly noticeable that a lot of Pareto points, lying very close to each other, are computed at the bottom of the Pareto front. In total 91 Pareto points are calculated and the computation time is 322 seconds. In contrast, we see the Pareto front, where $h_p$ is reduced according to the discussed criterion, in Figure 5.31b. This time, 38 Pareto point are calculated and the program computation time is 229 seconds. Furthermore, $h_p$ was reduced after the computation of the 25th Pareto point, which is apparent in Figure 5.31b by the approximation getting coarser at some point. Additionally, far fewer Pareto points are calculated at the bottom of the Pareto front, so that an unnecessarily dense approximation in this part of the Pareto front is avoided. If one would like to get a finer approximation in the bottom part of the Pareto front, one could take into consideration to modify $h_x$ along with $h_p$. Summing up, by adapting $h_p$ in the aforementioned way, we managed to reduce the number of unnecessarily computed Pareto points and are still profiting from the better convergence in the upper part of the Pareto front.

To generalize the procedure, one might try to adapt $h_p$ automatically, depending on the convergence speed for the current reference point problem. More precisely, we monitor the number of needed optimization iterations for the current reference point problem. If this number exceeds a certain threshold, e.g. 20 iterations, the optimization is terminated, we increase $h_p$ and restart the optimization for the current reference point problem. This process is repeated until
convergence is achieved within the desired number of iterations or until an upper bound $h_{p}^{\text{max}}$ for $h_p$ is reached. Although this approach cannot guarantee success with regard to convergence speed, it does help for most of the tested examples whereas it almost never has a negative effect on convergence speed, if the upper bound $h_{p}^{\text{max}}$ is chosen carefully.

To improve our chances of success we should also ensure not to choose a too small number of maximum iterations since for a small number of maximum iterations it might not even be possible to reach that goal. Furthermore, the purpose of increasing $h_p$ is mainly to help with issues of very slow convergence or no convergence at all. Curiously, for too small values of $h_p$ one often observes that in the top part of the Pareto front the optimization does not converge at all, no matter how many iterations it performs. In these cases, the optimization routine seems to run in circles and no satisfactory descent is achieved. Possibly, small values of $h_p$ render the problem ill-conditioned. Specifically, if POD is used, one should ensure that a sufficient number of POD basis functions is used, since too few POD basis functions might also have an adverse effect on the speed of convergence of the optimization routine. We try to avoid this by choosing an adequate $\ell_0$ with criteria we have already discussed.

Overall, we can combine this routine to increase $h_p$ in the upper part of the Pareto front and the previously discussed strategy to reduce $h_p$ in the bottom part of the Pareto front in order to get an algorithm that on the hand improves speed of convergence, adapted to the present problem, and on the other hand avoids the problem of computing unnecessarily many Pareto points in the bottom part of the Pareto front.

We summarize the described procedure in Algorithm 5. In Algorithm 5, $\tilde{J} = (\tilde{J}_1, \tilde{J}_2)$ denotes the objective functional with two components. Note that the algorithm is not restricted to the specific objective we have defined in this chapter. Specifically, if POD is used, we write $z^i = (z_1^i, z_2^i)$, $i = 1, \ldots, N_{\text{max}}$ for the reference points, where $N_{\text{max}}$ is a set maximum number of reference points. In addition, every time we solve a reference point problem, we check if the maximum number of optimization iterations is reached. If this is the case, we set maxitflag = 1, otherwise we set maxitflag = 0. After solving the n-th reference point problem, we save the respective number of needed optimization iterations as $it(n)$. Algorithm 5 is an extension of Algorithm 1 and we will only state it for the full problem here. The respective algorithm for the POD problem can be constructed in the same fashion as Algorithm 2 was deduced from Algorithm 1.

For a test run with Algorithm 5 for the POD problem we set the maximum number of iterations $it_{\text{max}} = 20$, the initial $h_p$ to 2.5, as well as $h_{p}^{\text{max}} = 40$. With these parameters, we observe that $h_p$ is increased to $h_p = 20$ during the computation of the second Pareto point and from there on $h_p$ remains constant until it is reduced to $2.5 = 5 h_x$ after the computation of the 24th Pareto point by the rules of the algorithm. Interestingly, we found out earlier that $h_p = 20$ is a favourable choice in terms of average iterations per Pareto point and average computation time per Pareto point. Of course the $h_p$ determined by the algorithm depends on the chosen maximum number of iterations $it_{\text{max}}$. This result indicates, that $it_{\text{max}} = 20$ is achievable for this problem and the number of iterations is a useful criterion to determine a more favourable $h_p$. Taking a closer look at the results, we find that in total 38 Pareto points were calculated and we obtain the Pareto front exactly like in Figure 5.31b, since $h_p$ is already increased for the first reference point problem. In addition, the computation time is 302 seconds, which is considerably faster than for all fixed $h_p$ (cf. Table 5.9), even if increasing $h_p$ in the beginning leads to several recomputations of the same Pareto point. This improvement is due to a very fast average computation time for the first 20 Pareto points of 5.68 seconds, which is only slightly
Algorithm 5 Algorithm to compute the Pareto front with adaption of $h_p$

Require: Maximum number $N_{\text{max}} \in \mathbb{N}$ of Pareto points, step size parameters $h_p, h_x > 0$, upper bound $h_p^{\text{max}} > h_p$, maximum iterations per reference point problem $i_{\text{max}}$:

1: Minimize the individual objectives $\bar{J}_1$ and $\bar{J}_2$ seperately to obtain $\bar{u}^0$ and $\bar{u}^L$, respectively;
2: Set $n = 0$ and compute $z_1^1$ using $h_p, h_x$;
3: while $n < N_{\text{max}}$ and $z_1^{n+1} < J_1(\bar{u}^L)$ do
4: \hspace{1em} $n := n + 1$;
5: \hspace{1em} Set maxitflag = 1;
6: \hspace{1em} while maxitflag = 1 do
7: \hspace{2em} Compute $\bar{u}^n$, $it(n)$ and maxitflag from the $n$-th reference point problem;
8: \hspace{2em} if maxitflag = 1 then
9: \hspace{3em} if $2h_p \leq h_p^{\text{max}}$ then
10: \hspace{4em} Set $h_p = 2h_p$;
11: \hspace{3em} else
12: \hspace{4em} Set maxitflag = 0;
13: \hspace{2em} end
14: \hspace{1em} if $n \geq 3$ and $it(n-1) \leq 2$ and $it(n) \leq 2$ then
15: \hspace{2em} Set $h_p = 5h_x$;
16: \hspace{2em} Set $\bar{P}_U = \bar{P}_U \cup \{\bar{u}^n\}$ and $\bar{P}_Y = \bar{P}_Y \cup \{f(\bar{u}^n)\}$;
17: \hspace{2em} Compute reference point $z^{n+1}$ using $h_p, h_x$;
18: \hspace{2em} end
19: \hspace{1em} end
20: \hspace{1em} Recompute reference point problem $z^n$ with updated $h_p$;
21: end
22: end
23: Return $\bar{P}_U = \bar{P}_U \cup \{\bar{u}^L\}$ and $\bar{P}_Y = \bar{P}_Y \cup \{f(\bar{u}^L)\}$.

worse than for fixed $h_p = 20$ (cf. Table 5.9) and at the same time the number of unnecessary Pareto points at the bottom of the Pareto front is greatly reduced. Another way to keep the algorithm from computing unnecessarily many Pareto points that are very close to each other in the bottom part of the Pareto front is to adapt $h_p$ to the curvature of the Pareto front. In particular, we assume that the Pareto front can be locally described by a circle with radius $\frac{1}{\kappa}$, where $\kappa$ is the curvature of this circle. Additionally, without loss of generality let us assume that the center of this circle is $(0, 0)$. Taking into account the way consecutive Pareto points are calculated, we get the following relation for the angle $\varphi$ between consecutive reference points $z^i, z^{i+1}$, with respect to the center of the circle:

\[
\cos \varphi = \frac{\langle z^i, z^{i+1} \rangle}{\|z^i\|\|z^{i+1}\|} = \frac{1/\kappa + h_p}{((1/\kappa + h_p)^2 + h_x^2)^{1/2}}
\]

Therefore we get for the distance between $\bar{J}(\bar{u}^i)$ and $\bar{J}(\bar{u}^{i+1})$:

\[
\left\| \bar{J}(\bar{u}^i) - \bar{J}(\bar{u}^{i+1}) \right\| = \frac{2}{\kappa} \sin \left( \frac{1}{2} \arccos \left( \frac{1/\kappa + h_p}{((1/\kappa + h_p)^2 + h_x^2)^{1/2}} \right) \right)
\]

By construction of the algorithm for computing the Pareto front the maximum distance between $\bar{J}(\bar{u}^i)$ and $\bar{J}(\bar{u}^{i+1})$ is $h_x$. So based on that we require that the distance between consecutive Pareto points does not get too small in relation to $h_x$. That is we would like to ensure

\[
\frac{\left\| \bar{J}(\bar{u}^i) - \bar{J}(\bar{u}^{i+1}) \right\|}{h_x} = \frac{1}{2} \frac{2}{h_x} \sin \left( \frac{1}{2} \arccos \left( \frac{1/\kappa + h_p}{((1/\kappa + h_p)^2 + h_x^2)^{1/2}} \right) \right) \geq \varepsilon_{\text{tol}}. \tag{5.3}
\]
where the curvature \( \kappa \) has to be computed first. This is achieved by

\[
\kappa = \frac{1}{\bar{J}_1(\bar{u}^i) - \bar{J}_1(\bar{u}^{i-1})} \left( -\frac{(\bar{J}_1(\bar{u}^i) - z_1^i)}{(J_2(\bar{u}^i) - z_2^i)} + \frac{(\bar{J}_1(\bar{u}^{i-1}) - z_1^{i-1})}{(J_2(\bar{u}^{i-1}) - z_2^{i-1})} \right)
\]

(5.4)

which uses an approximation of the second derivative of the Pareto front by difference quotients, whereby the first derivative is already known as the term \(-\frac{(\bar{J}_1(\bar{u}^i) - z_1^i)}{(J_2(\bar{u}^i) - z_2^i)}\). More specifically, while computing the Pareto front, we check (5.3) at every Pareto point, until this term falls below a specified threshold. In this case we determine a new \( h_p \) such that (5.3) holds for an \( \varepsilon_{\text{curv}} \) and continue computing the Pareto front with this new value for \( h_p \). We summarize the described procedure in a short algorithm, see Algorithm 6. So in practice we can replace lines 14 to 15 of Algorithm 5 by Algorithm 6 as an alternative.

**Algorithm 6** Algorithm to adjust \( h_p \)

**Require:** Parameters \( \varepsilon_{\text{tol}} \leq \varepsilon_{\text{curv}} \);

1. Compute the current curvature \( \kappa \) by (5.4);
2. **if not** (5.3) for \( \varepsilon_{\text{tol}} \) **then**
3. Set \( h_p \) such that (5.3) holds for \( \varepsilon_{\text{curv}} \);

In practice, we choose \( \varepsilon_{\text{tol}} \) smaller than \( \varepsilon_{\text{curv}} \), by some margin such that \( h_p \) is not adjusted too often, for example, if the left-hand side of (5.3) becomes just slightly smaller than \( \varepsilon_{\text{tol}} \) and thus \( h_p \) would have to be adjusted only by a small value and, considering the shape of the present Pareto front, also for every further reference point problem. If we do a test run for this alternative procedure with \( \varepsilon_{\text{tol}} = 0.85 \), \( \varepsilon_{\text{curv}} = 0.9 \), we get a Pareto front of 32 Pareto points, see Figure 5.32a), which shows that at the bottom of the Pareto front there are even less Pareto points than with Algorithm 5 and the Pareto points appear more evenly spaced there. In this case, the Pareto front is computed even faster, namely in 294 seconds, which is probably due to less Pareto points being computed. Furthermore, comparing the distance between consecutive Pareto points for these two algorithms, we observe that the distance between Pareto points is equal for both algorithms up to the 24th Pareto point. For the three Pareto points afterwards, the distance between Pareto points is larger for Algorithm 5. Opposed to this the distance between Pareto points is larger for each remaining Pareto point for Algorithm 6. This can be explained if we look at when \( h_p \) was increased for the respective algorithms. For the Algorithm 6, \( h_p \) is adjusted at the 27th, 29th, 30th and 31st Pareto point to 9.49, 3.45, 1.2872 and 0.1, respectively. Note that 0.1 is actually the lower limit for \( h_p \). This limit was set manually in order to prevent too small values of \( h_p \) resulting from Algorithm 6 which can cause problems with the solution of the corresponding reference point problem. For the present optimal control problems, such small values of \( h_p \) would only occur at the very bottom of the Pareto front, such that setting this lower bound is not very limiting for the algorithm. Now considering Algorithm 5 \( h_p \) is only decreased once at Pareto point 24. So for Algorithm 6 the distance decreases, until the relative distance (cf. (5.3)) falls below \( \varepsilon_{\text{tol}} \), then \( h_p \) is adjusted, such that the distance between Pareto points increases again. This is repeated until no such \( h_p \) exists anymore, which is, for example, true if the remaining distance to the last Pareto point is less than \( \varepsilon_{\text{curv}} \cdot h_x \). In comparison, the adaption of \( h_p \) in Algorithm 5 is not able to adjust to the decreasing distance between consecutive Pareto points, so it is to be expected that the distance
between Pareto points becomes smaller than for Algorithm 6 at some point. Summing up the adaptation of $h_p$ in Algorithm 5 appears to be less flexible, since it does not take into account the present shape of the Pareto front and makes the assumption, that the number of iterations decreases when traversing the Pareto front downwards. The latter is true for all problems considered in the present thesis, but certainly not for general multiobjective optimization problems. Besides, by not taking into account the shape of the Pareto front it is not possible to achieve an even distribution of Pareto points at the bottom of the Pareto front. Evidently, Algorithm 6 performs better regarding the mentioned weaknesses of Algorithm 5. However, the adaptation of $h_p$ in Algorithm 5 still performs sufficiently well for the present problems and its advantage is its simplicity. In particular, no additional computations are required as opposed to the procedure in Algorithm 6. For general multiobjective optimization problems, one first has to gain some insight into the problem at hand in order to choose an appropriate strategy to adapt $h_p$.

Since the adaptation of $h_p$ depends on the number of needed iterations for the respective reference point problem, the choice of $h_p$ in the discussed Algorithm 5 may differ for different sizes of the POD basis or compared to the full problem. Therefore, we use fixed $h_p = 20$ for the following tests involving POD strategies in order to ensure comparability of the respective results. This choice of $h_p$ is based on the observations that suggest this to be a favourable value if we would like to achieve relatively fast convergence for both the full and the POD systems.

With the mentioned parameter choice we perform another computation of the Pareto front while paying attention to the a-posteriori estimate this time, see Figure 5.33. This is supposed to serve as a baseline for further investigations.

Comparing these results with previous tests in Figure 5.28, we notice that changing $h_p$ also has a positive effect on the values of the a-posteriori estimate. Especially for the basis update strategy from Algorithm 4 this can be recognised: Here, the a-posteriori estimate stays below the desired threshold for every Pareto point and for none of the reference point problems the algorithm has to switch to the full problem. For the basis extension Algorithm 3, the a-posteriori estimate still lies above the threshold for many Pareto points.
In Figure 5.34, we visualise basis extensions and basis updates that have been performed at the respective Pareto points. For the basis extension Algorithm 3, the basis is extended to ten POD basis function at the first Pareto point and afterwards it is extended to the maximum length of 50 at the fourth Pareto point. Looking at Figure 5.35a we recognise that despite numerous basis extensions, the desired error threshold is exceeded, whereas in Figure 5.34b we realise that with a basis update this problem can be avoided. In particular, the basis update is performed at the same Pareto point, where the error threshold was exceeded with the basis extension algorithm. Eventually, with the basis update algorithm, the calculated 17 basis functions suffice to keep the error sufficiently small.

The results are similar if we take a look at the true error $\|\tilde{u}^n_{POD} - \tilde{u}^n_{Full}\|_U$ für $n = 1, \ldots, N_P$, 
where $\bar{u}^n_{POD}$ is the computed optimal control for the $n$-th POD reference point problem, $\bar{u}^n_{Full}$ is the computed optimal control of the $n$-th full reference point problem and $N_P$ denotes the total number of Pareto optimal points. We note that the number of calculated Pareto points is the same for both the full and the POD problem, so we can compare the individual Pareto points and the associated controls. This approach is feasible despite differing reference points for the different problems, since we would like to investigate how good the results of an algorithm are if the reference point problems are calculated by itself. This is important because in general, it is impractical to solve the full problem every time before the POD problem only to calculate accurate reference points. Proceeding like this would defeat the purpose of using POD to save computation time as opposed to the full problem. Looking at the results in Figure 5.35a, we see that the true error for the basis extension algorithm is, despite being lower than the a-posteriori estimate, still above the desired threshold. For the basis update strategy, however, the true error is below the threshold for all Pareto points. Furthermore, if we look at the error in the control space for different fixed numbers of POD basis functions in Figure 5.35b, we realise that basis extensions are not sufficient to reduce the error below the desired threshold.

We observe a significant reduction of the error only up to a fixed number of $\ell = 15$ POD basis functions. For $\ell = 20$, the error improves only slightly compared to $\ell = 15$ and at a few points it even increases. If $\ell$ is increased further, which is not shown in the figure, the error is very similar to that with $\ell = 20$, so apparently, we cannot expect to reduce the error much beyond $\ell = 20$ POD basis functions. Compared to the 2D problems in [2] and [3] the correlation between POD basis length and error in control space is not as straightforward. However, in the present situation, this problem can be overcome by combining basis extensions with basis updates which are performed at appropriate points in time. Additionally, the previous observations suggest that the maximum number of POD basis functions should not be chosen too high in order to avoid useless basis extensions. Especially if we want to improve our algorithm with regard to computation time, these findings will be beneficial.

Next, we would like to investigate the efficiency of the a-posteriori estimate. To achieve this, we
proceed like in Section 5.4 to calculate the quotient $\frac{\mu_U(\bar{u}_{POD}^{n}, z^n)}{\|\bar{u}_{POD}^{n} - \bar{u}_{Full}^{n}\|_U}$. Note that we use the same reference points for the full problem and for the POD problem once again. Here, we choose a fixed $h_p = 20$ and we will only consider the first 40 Pareto points, since, as previously observed, a lot of Pareto points lying very close to each other are calculated at the bottom of the Pareto front. For this part of the Pareto front, the error gets very small anyway (cf. Figure 5.33), so that the efficiency of the a-posteriori estimate does not play a role anymore. Looking at the results in Figure 5.36, we find that the efficiency is worst for $\ell = 2$ and actually improves for greater $\ell$. For $\ell = 15$ the efficiency appears to be relatively good, for 80% of the first 40 Pareto points the efficiency is below 1.4. If $\ell = 20$, the same holds even for 1.2. However, the efficiency gets worse if $\ell \geq 30$, more precisely, the number of outliers increases apparently. Apart from that, we learn for a possible POD strategy that we also should not start with a too high number of POD basis functions in order to benefit from the range of $\ell$ with the best efficiency. Summing up, these investigations have shown that although the efficiency of the a-posteriori estimate for the present problem varies for different numbers of POD basis functions, it is in general still good, that is close to one, for most of the Pareto points. Additionally, the error is not underestimated at more than one point which means that the a-posteriori estimate is at least a reliable upper bound for the deviation of the POD solution from the solution of the full problem. Another indication that the possible inefficiencies of the a-posteriori estimate are not too problematic in practice, is the observation that the true error could be controlled very successfully by the a-posteriori estimate (cf. Figure 5.35a). Consequently, the desired accuracy in terms of the true error could be achieved successfully using the a-posteriori estimate. Moreover, we have seen that the true error could not be reduced below the desired threshold without the use of basis updates, that is exceeding the a-posteriori threshold by the basis extension algorithm was not only due to possible inefficiencies of the a-posteriori estimate.

![Figure 5.36: Efficiency of the a-posteriori estimate for different fixed $\ell$](image)

If we take another look at our basis update strategy, there are several parameters that affect the program computation time. For example, we would like to keep the number of basis extensions low, because for every basis extension the current Pareto point has to be recomputed,
which might cause substantial additional effort if used excessively. Among others these three parameters are influential: The initial number of POD basis functions \( \ell_0 \), because too few basis functions usually do not allow for sufficient accuracy of the solutions which leads to the algorithm performing time-consuming basis extensions until the desired accuracy with regard to the a-posteriori estimate of the solution is achieved. The second parameter is the maximum number of POD basis functions \( \ell_{\text{max}} \), up to which basis extensions are performed. As already mentioned, according to our observations, above a certain number of POD basis functions it is unlikely to achieve improvement by further basis extension, which is the reason why they would be very inefficient in that situation. The third parameter we are considering is the number of POD basis elements, by which the POD basis is extended during each basis extension. Since a POD basis extension, according to our observations, only rarely causes the error to increase, it is neither necessary nor efficient with regard to computation time to extend the POD basis only in small steps. Possibly, it is more favourable to make only a limited number of tries to extend the POD basis before we proceed by performing a basis update. With further tests we would like to establish a good compromise between the mentioned parameters. For the following tests we also determine \( \ell_{\text{max}} \), that is the maximum number of POD basis functions, up to which the POD basis is extended, by the same criterion (5.1) as we did for the initial number of POD basis functions \( \ell_0 \). The only difference is that we choose \( \varepsilon_{\text{max}} \) smaller than \( \varepsilon_0 \), which was used to determine \( \ell_0 \). Apart from that, we need an upper bound \( \ell_{\text{ub}} \) for the computation of \( \ell_0 \) and \( \ell_{\text{max}} \). Since we could not observe any improvement already at \( \ell = 30 \) with regard to the error in control space, we set \( \ell_{\text{ub}} = 50 \) to leave some room for error, so we can reasonably assume that our number of POD basis elements is not a limiting factor. Furthermore, we test different values for the number of POD basis functions by which the POD basis is extended during one single basis extension step of our algorithm. We denote this number by the parameter \( \ell_{\text{incr}} \).

We summarize the POD strategy with the discussed parameters in Algorithm 7. Since we do not only want to consider fixed absolute values for \( \ell_{\text{incr}} \), there is also a parameter \( \text{par}_{\text{incr}} \) in the algorithm, which will be explained below.

The following Algorithm 7 is based on the previously used Algorithm 4 and shows the procedure for the n-th reference point problem.

In the following, we use a fixed \( h_p = 20 \) initially, then we reduce it analogously to the method described in Algorithm 5. We test a variety of combinations of the three parameters \( \varepsilon_0, \varepsilon_{\text{max}} \) and \( \ell_{\text{incr}} \). The goal is not to determine the single best combination of parameters but rather to find indications of what parameter choices are beneficial with regard to program computation time and possibly figure out the reasons why certain parameter choices work well. More precisely, we choose \( \varepsilon_0 \in \{10^{-4}, 10^{-5}, 10^{-6}, 10^{-7}, 10^{-8}, 10^{-9}, 10^{-10}, 10^{-11}, 10^{-12}\} \) and \( \varepsilon_{\text{max}} \in \{10^{-6}, 10^{-7}, 10^{-8}, 10^{-9}, 10^{-10}, 10^{-11}, 10^{-12}\} \) and \( \text{par}_{\text{incr}} \in \{\text{nobext'}, \text{max'}, \frac{1}{2}, \frac{1}{3}, \frac{1}{4}, 2, 5\} \). Of course only combinations with \( \varepsilon_0 > \varepsilon_{\text{max}} \) are considered, since our procedure is only feasible for \( \ell_{\text{max}} > \ell_0 \). If \( \text{par}_{\text{incr}} \) is an integer we set \( \ell_{\text{incr}} = \text{par}_{\text{incr}} \), otherwise \( \text{par}_{\text{incr}} \) is to be understood as follows: \( \text{par}_{\text{incr}} = \text{max'} \) means that only one basis extension per POD basis will be performed. More specifically, if the a-posteriori threshold is exceeded, the length of the POD basis is extended to the maximum length \( \ell_{\text{max}} \) immediately. For \( 0 < \text{par}_{\text{incr}} < 1 \), the procedure is similar: For the current POD basis, a maximum of \( \frac{1}{\text{par}_{\text{incr}}} \) basis extensions will be performed. In practice this is achieved by determining \( \ell_0 \) and \( \ell_{\text{max}} \) after a POD basis has been computed and then setting \( \ell_{\text{incr}} = [\text{par}_{\text{incr}}(\ell_{\text{max}} - \ell_0)] \). The last special case is \( \text{par}_{\text{incr}} = \text{nobext'} \), which means that no basis extensions are performed at all, that is for each POD basis, only a fixed \( \ell \) is computed based
5.5 Model with Inhomogeneous Boundary Conditions

Algorithm 7 POD basis update algorithm

Require: $\mu > 0$, $0 < \ell_{\min} < \ell_{ub}$, $\varepsilon_0 > \varepsilon_{max}$, $\text{par}_{incr}$;
1: Determine $\ell$, $\ell_{max}$ with $\varepsilon_0$, $\varepsilon_{max}$ by criterion (5.1) and $\ell_{incr}$ by $\text{par}_{incr}$;
2: Set check = 0;
3: while check = 0 do
4:   Solve $(\text{RPP})^\ell_{zn}$ with starting point $\bar{u}_0 = \bar{u}^{n-1}$ to obtain $\bar{u}^\ell$;
5:   Compute the a-posteriori estimate $\mu_U(\bar{u}^\ell, z^n)$;
6:   if $\mu_U(\bar{u}^\ell) < \mu$ then
7:      Set check = 1;
8:   else
9:      if $\ell < \ell_{max} - \ell_{incr} + 1$ then
10:         Set $\ell = \ell + \ell_{incr}$;
11:      else
12:         if $\ell < \ell_{max}$ then
13:            Set $\ell = \ell_{max}$;
14:         else
15:            if updateflag = 0 then
16:               Compute POD basis using the state $y$ and the adjoint $p$ associated
17:                  with $\bar{u}^\ell$;
18:               Set updateflag = 1;
19:            else if updateflag = 1 then
20:               Solve full problem $(\text{RPP})^n_{zn}$;
21:               Compute POD basis using state $y$ and its adjoint $p$ corresponding to $\bar{u}$;
22:               Determine $\ell$, $\ell_{max}$ with $\varepsilon_0$, $\varepsilon_{max}$ by criterion (5.1) and $\ell_{incr}$ from $\text{par}_{incr}$ for
23:                  the new POD basis, set check = 1.

on $\varepsilon_{max}$ and if the a-posteriori threshold is exceeded, a basis update is performed instantly. By testing the described choices of $\text{par}_{incr}$, we would like to investigate if computation time can be saved by performing fewer basis extensions or if, due to eventual inefficiencies of the a-posteriori estimate, it might be reasonable to conduct multiple tries of basis extension per POD basis. In this regard, we have observed inefficiencies of the a-posteriori estimate (cf. Figure 5.36) and moreover, there are occasional Pareto points, at which the error in control space or the a-posteriori estimate both increase, instead of decreasing (cf. Figure 5.35) when $\ell$ is increased.

For the aforementioned ranges of parameters, we list the ten fastest parameter combinations and the ten slowest parameter combinations with respect to the computation time in Table 5.10 and in Table 5.11, respectively.

First of all, we notice that for the better configurations, both the number of basis extensions and the number of basis updates are relatively low. However, the number of basis extensions is in no case zero, which suggests that it is not necessarily the most efficient choice to do no basis extensions at all, which is enforced if we choose $\text{par}_{incr} = \text{'nobext'\text{'}$. If we take a look at the results for this parameter choice, we recognise the reason for this shortcoming: No matter how $\varepsilon_{max}$ is chosen, at least six basis updates are performed. So if we do not have the option to do basis extensions, this has to be compensated by an increased number of basis updates, which are far more computationally expensive in comparison to basis extensions. Apart from
Table 5.10: The ten best combinations of the parameters $\varepsilon_0$, $\varepsilon_{\text{max}}$, $\text{par}_{\text{incr}}$

<table>
<thead>
<tr>
<th>$\varepsilon_0$</th>
<th>$\varepsilon_{\text{max}}$</th>
<th>$\text{par}_{\text{incr}}$</th>
<th>Computation time</th>
<th>Basis extensions</th>
<th>Basis updates</th>
</tr>
</thead>
<tbody>
<tr>
<td>$10^{-6}$</td>
<td>$10^{-8}$</td>
<td>'max'</td>
<td>146.72s</td>
<td>5</td>
<td>4</td>
</tr>
<tr>
<td>$10^{-6}$</td>
<td>$10^{-8}$</td>
<td>1/2</td>
<td>147.33s</td>
<td>7</td>
<td>3</td>
</tr>
<tr>
<td>$10^{-4}$</td>
<td>$10^{-9}$</td>
<td>'max'</td>
<td>147.34s</td>
<td>4</td>
<td>3</td>
</tr>
<tr>
<td>$10^{-8}$</td>
<td>$10^{-10}$</td>
<td>'max'</td>
<td>148.47s</td>
<td>3</td>
<td>3</td>
</tr>
<tr>
<td>$10^{-4}$</td>
<td>$10^{-8}$</td>
<td>1/2</td>
<td>148.64s</td>
<td>8</td>
<td>3</td>
</tr>
<tr>
<td>$10^{-6}$</td>
<td>$10^{-8}$</td>
<td>1/2</td>
<td>148.78s</td>
<td>7</td>
<td>3</td>
</tr>
<tr>
<td>$10^{-8}$</td>
<td>$10^{-8}$</td>
<td>1/2</td>
<td>149.71s</td>
<td>7</td>
<td>3</td>
</tr>
<tr>
<td>$10^{-8}$</td>
<td>$10^{-12}$</td>
<td>'max'</td>
<td>150.80s</td>
<td>3</td>
<td>3</td>
</tr>
<tr>
<td>$10^{-6}$</td>
<td>$10^{-8}$</td>
<td>'max'</td>
<td>151.35s</td>
<td>7</td>
<td>3</td>
</tr>
<tr>
<td>$10^{-4}$</td>
<td>$10^{-12}$</td>
<td>'max'</td>
<td>151.62s</td>
<td>4</td>
<td>3</td>
</tr>
</tbody>
</table>

Table 5.11: The ten worst combinations of the parameters $\varepsilon_0$, $\varepsilon_{\text{max}}$, $\text{par}_{\text{incr}}$

<table>
<thead>
<tr>
<th>$\varepsilon_0$</th>
<th>$\varepsilon_{\text{max}}$</th>
<th>$\text{par}_{\text{incr}}$</th>
<th>Comp. time</th>
<th>Basis extensions</th>
<th>Basis updates</th>
</tr>
</thead>
<tbody>
<tr>
<td>$10^{-4}$</td>
<td>$10^{-6}$</td>
<td>1/4</td>
<td>384.16s</td>
<td>82</td>
<td>20</td>
</tr>
<tr>
<td>$10^{-4}$</td>
<td>$10^{-6}$</td>
<td>2</td>
<td>368.48s</td>
<td>85</td>
<td>15</td>
</tr>
<tr>
<td>$10^{-4}$</td>
<td>$10^{-6}$</td>
<td>1/3</td>
<td>341.54s</td>
<td>60</td>
<td>19</td>
</tr>
<tr>
<td>$10^{-5}$</td>
<td>$10^{-6}$</td>
<td>1/3</td>
<td>325.79s</td>
<td>63</td>
<td>18</td>
</tr>
<tr>
<td>$10^{-4}$</td>
<td>$10^{-7}$</td>
<td>2</td>
<td>301.58s</td>
<td>77</td>
<td>7</td>
</tr>
<tr>
<td>$10^{-5}$</td>
<td>$10^{-6}$</td>
<td>1/4</td>
<td>298.20s</td>
<td>51</td>
<td>13</td>
</tr>
<tr>
<td>$10^{-5}$</td>
<td>$10^{-6}$</td>
<td>2</td>
<td>293.01s</td>
<td>50</td>
<td>13</td>
</tr>
<tr>
<td>$10^{-6}$</td>
<td>$10^{-12}$</td>
<td>2</td>
<td>289.51s</td>
<td>54</td>
<td>3</td>
</tr>
<tr>
<td>$10^{-6}$</td>
<td>$10^{-10}$</td>
<td>2</td>
<td>277.81s</td>
<td>50</td>
<td>3</td>
</tr>
<tr>
<td>$10^{-5}$</td>
<td>$10^{-12}$</td>
<td>2</td>
<td>270.06s</td>
<td>49</td>
<td>2</td>
</tr>
</tbody>
</table>

In this extreme case, concerning the choice of $\text{par}_{\text{incr}}$, it is obvious that an excessive number of basis extensions should be avoided. For the best parameter configurations in our test, this is achieved by performing one to two basis extensions for each individual POD basis that is calculated during the computation of the Pareto front. On the other hand, looking at the worst configurations, we observe that the basis extension is often performed in very small steps, in particular, the basis extensions by two elements occurs six times among the worst configurations. Clearly, the reason for these configurations being slow is in part the high number of executed basis extensions. Regarding $\varepsilon_0$, this parameter is chosen to be at least $10^{-8}$, however, there is apparently no upper bound for it, possibly because the choice of a too small $\ell_0$ is compensated by fast basis extensions. For $\varepsilon_{\text{max}}$ the values are not exceeding $10^{-8}$, which corresponds to an $\ell_{\text{max}}$ between 30 and 35 for this problem. Most likely for higher values of $\varepsilon_{\text{max}}$ the resulting $\ell_{\text{max}}$ is too small, such that an excessive number of basis updates has to be executed. This observation is confirmed by taking a look at the worst configurations: Here, multiple cases of $\varepsilon_{\text{max}} \in \{10^{-6}, 10^{-7}\}$ occur, which entails seven basis updates for $\varepsilon_{\text{max}} = 10^{-7}$ and even at least 13 basis updates for $\varepsilon_{\text{max}} = 10^{-6}$. So the algorithm attempts to achieve the desired accuracy, which is difficult because the determined $\ell_{\text{max}}$ is too low, by performing more basis updates.
However, we recognise immediately from the program computation time that this strategy is not particularly efficient. Summing up, we are able to identify the following aspects to have a positive effect on the program computation time:

- Limiting the number of basis extensions,
- the choice of a sufficiently small $\varepsilon_{\text{max}}$ (here $\varepsilon_{\text{max}} \leq 10^{-8}$).

In contrast, the following aspects have a negative effect on program computation time:

- Performing basis extensions in small steps,
- performing no basis extensions at all,
- choosing $\varepsilon_{\text{max}}$ too large.

Considering our observations regarding the efficiency of the a-posteriori estimate, the fact that for the investigated 3D problems the improvement of the error in the control space by basis extensions is not as straightforward as in the 2D case with floor heating (cf. [2, Section 6.3], [3, Section 6.2.2]) and the tests regarding parameter choices, it is advisable to allow a limited number of basis extensions and additionally make use of basis updates. Taking into account the aspects we just listed, we can achieve a time efficient algorithm that is still able to produce accurate solutions in terms of the error in the control space.
Conclusion

In this thesis, the results from [2, 3] for a bicriterial optimal control problem governed by time-independent and a time-dependent convection-diffusion equation, respectively, were extended from the case of two space dimensions to three space dimensions. In the process, POD was employed as a method of model-order reduction.

In Chapter 4 we were able to directly apply an already available result from [3] to obtain the well-posedness of the linear heat equation with time-dependent convection term for the case of three space dimensions, such that a reduced optimal control problem could be formulated. Then, the resulting optimal control problem was shown to fit into the framework which was outlined in Chapter 2, so that the available theoretical results were applicable. Overall, the application of the theoretical results from [2, 3] including POD was straightforward since all of the relevant results hold true for any space dimension greater or equal than two. In particular, the POD-convergence results and the error estimates known from [2] were found to remain valid, which proved to be very useful for the numerical experiments. Remarkably, in collaboration with the author of [3], we were able to show new a-priori estimates for the error in the state (see Theorem 4.26), adjoint (see Theorem 4.39) and control space (see Theorem 4.44), the latter of which served as the starting point for various POD basis strategies in the numerical part of the present thesis.

For the primary focus of this thesis, we conducted a variety of numerical experiments on the optimal control problem in three space dimensions. It turned out that, as expected, the computational effort is considerably higher for the problem in three space dimensions than for the problem in two space dimensions. Besides, the systems of linear equations emerging from the three-dimensional model required the use of iterative solvers like the gmres method. Additionally, the application of POD became essential in order to reduce the computational effort to a reasonable extent. Overall, three different examples of three-dimensional models were considered while different strategies to control the number of POD basis functions were investigated. In particular, the POD a-posteriori estimate that was derived and applied in [2] was an essential tool to observe the error caused by the POD approximation and to control the length of the POD basis based on this estimate. In this context, one idea was to determine an appropriate number of POD basis functions upfront by using an a-priori estimate of the POD error in the control space, which was derived in Chapter 4. Indeed, we were able to save computation time using this inequality by avoiding an unnecessarily high number of POD basis extensions and moreover this approach even proved to be adaptive to the dynamics to some degree by leading to a higher number of initial POD basis functions for the problems with time-dependent convection as opposed to the problem with time-independent convection or without convection. Another observation was that we found the POD a-posteriori estimate to be less efficient than for the two-dimensional problems treated in [3] and [2], but it still performed well enough to justify its application as a criterion to extend the POD basis since it proved to be a reliable upper bound for the error in the control space. Similarly, the correlation between the number
of used POD basis functions and the error in the control space turned out to be not as clear as for the two-dimensional problems. Therefore, basis extensions were, in general, less efficient, but remained as one possible tool in order to improve the accuracy of the POD approximation. However, these findings showed the importance of employing basis updates additionally. In particular, POD basis updates turned out to be more useful than for two-dimensional problems such as those investigated in [3]. Evidently, the error in the control space could be reduced by utilizing POD basis updates in comparison to just maintaining the original POD basis along with performing basis extensions. Beyond that, it was not even possible to keep the error in the control space below the defined threshold by only performing basis extensions without any basis updates for the more complicated models we considered. Finally, having investigated the use of basis extensions and basis updates extensively, we were able to guidelines of how to choose different parameters in the utilized POD strategies in order to obtain a time-efficient and sufficiently accurate POD-based algorithm that includes both basis extensions and basis updates as well as appropriate methods to choose the number of POD basis functions.

Apart from the described POD basis strategies, the effect of omitting the weight on the second objective function \( J_2 \) was investigated. Namely, this turned out to make the convergence in the upper part of the Pareto front much harder. We found out that increasing the step size \( h_p \) helped to improve the convergence and we proposed algorithms to adapt the value of \( h_p \) based on the required number of Newton-CG iterations and also based on the curvature of the Pareto front, such that the convergence in the upper part of the Pareto front was improved considerably and the distance between Pareto points in the bottom part of the Pareto front did not become too small. Overall, adjusting the step size \( h_p \) either by hand or by the mentioned algorithms helped improve convergence for the individual reference point problems and to reduce the computation time of the whole Pareto front considerably. This was found to be true for both the full finite element problem and the POD problem.

All things considered, the strategies concerning POD and the step size \( h_p \) were able to greatly reduce the computation time of the Pareto front as opposed to the original finite element problem while still yielding high-quality solutions, since we were able to control the error caused by the POD approximation successfully.
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