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ABSTRACT

In recent years, research on cross-device interaction has be-
come a popular topic in HCI leading to novel interaction
techniques mutually interfering with new evolving theoretical
paradigms. Building on previous research, we implemented
an individual multi-device work environment for creative ac-
tivities. In a study with 20 participants, we compared a tradi-
tional toolbar-based condition with two conditions facilitating
spatially distributed tools on digital panels and on physical
devices. We analyze participants’ interactions with the tools,
encountered problems and corresponding solutions, as well as
subjective task load and user experience. Our findings show
that the spatial distribution of tools indeed offers advantages,
but also elicits new problems, that can partly be leveraged by
the physical affordances of mobile devices.
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INTRODUCTION

Decreasing prices and an increasing diversity during the last
years led to a noticeable change of the usage and value of
computational devices: Smartphones, tablets, smartwatches,
or also laptops are our daily companions [7] and shape our
leisure behavior as well as our work habits [25]. Accordingly,
HCI moved from being concerned with only one artifact (e.g.
a laptop) towards addressing an ecology of multiple devices.

The combined use of multiple interactive artifacts substantially
increased the complexity of the interactive environment. This
led to a new research domain addressing multi-device settings
with the goal that individual devices should no longer act like
small isolated units but should form an ecology that allows for
easy combinations, relations and transfers among them [16].

Figure 1. A participant with multiple smartphones in condition phones.

The multitude of available devices encourages the allo-
cation of tasks to specific devices [12] following the concept
of traditional tools such as pens or a ruler. However, today’s
consumer devices are mostly not aware of the existence
of other digital companions. Exceptions mainly focus on
resource lending or sequential use (e.g. Spotify, Google
Chromecast, or Apple’s Universal Clipboard) [17]. Generally,
the lack of awareness of nearby devices and their incom-
patibility leads to concerts of notifications, interruptions of
workflows due to device and operating system switches, and a
potential disuse of resources.

HCI research aims to tackle this problem from a practical as
well as a theoretical perspective. On the practical side, re-
search into cross-device interaction has been done to raise
mutual awareness of devices, either via additional hardware
augmentation (e.g. [22, 23, 28]) or based on software using
built-in resources (e.g. [11, 20, 31]). On the theoretical side,
working styles known from traditional work practices using
pens and rulers have been taken as a basis to establish models
that conceptually guide the combination of multiple interactive
artifacts into one coherent work environment [2, 19]. These
models propose to design digital functions based on the inter-
action with physical tools enhanced by computational power
resulting in the combination and reuse of functions (e.g. in-
struments) across different tasks and applications [19].

Most of the named research projects focused on the implemen-
tation of systems resembling a working environment consist-
ing of multiple digital and physical artifacts. Research in this
area concludes that the distribution of elements in interactive
environments is beneficial. However, reviewing existing stud-
ies, it is difficult to point out if the influence on users’ work
behavior is due to the spatial distribution of interface elements
or physical affordances of interactive devices.
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To address this, we built a (multi-device) system that allowed
us to study how the spatial distribution of tools in an individual
work environment is received by participants and to understand
the role of physical devices in such a setting.

To observe authentic working behavior, we conducted a user
study of an individual creative task that was executed by 20
participants. We studied the effects and influences of spatial
distribution of tools on users’ interaction with devices, result-
ing problems and solutions, and task load and user experience.
Our findings show that the spatial distribution of interface ele-
ments indeed offers advantages, but also elicits new problems
that can partly be leveraged by the physical affordances of
mobile phones. This paper contributes a summary of benefits
and challenges of distributed cross-device desk applications.

RELATED WORK

While there has been substantial work regarding spatial dis-
tribution and physical affordances for distributed interfaces
in multi-device collaborative spaces (e.g. [1, 6, 10, 24, 33]),
we focus on related work that concentrates on single-user
workspaces or facilitates multiple devices as tools/instruments
for creative activities. We divide our related work section into
two parts: Firstly, we review related work concerned with
the digital enhancement of physical desktops resulting in a
spatial distribution of artifacts. Secondly, work in the area of
cross-device interaction is reviewed that aimed to enhance the
computational power of distributed artifacts by using multiple
interactive devices.

Augmenting the physical desk

A first step into an interactive cross-media system was Well-
ner’s DigitalDesk [32]. He projected digital functions onto a
physical desk — enabling interaction by using a camera and
image processing to track users’ actions. Wellner envisioned
a system that allows to interact with digital documents in a
similar way as one would handle physical sheets of paper.

Gebhardt et al. built upon this approach and developed the
Integrative Workplace [8, 9], a system that extends physical
objects like e.g. printed books with digital functions using an
overhead projection and camera system. The Integrative Work-
place allows knowledge workers e.g. to excerpt paragraphs
or figures out of a printed book, to backtrack them for later
reference, and to spatially distribute them on a canvas.

Kidd et al. [18] showed that this spatial distribution is a key
factor for successful individual work environments, allowing
the user to use space as an additional resource. In our work,
we aim to particularly focus on the influence of the spatial
distribution of interface elements on users’ working behaviour.

From paper to interactive devices

The concept of spatial distribution has recently been taken fur-
ther by using digital devices that are combined to enable cross-
device interactions [28, 29]. For example Rédle et al. [28]
presented HuddleLamp, a desk lamp with an included camera,
that allows for seamless tracking of positions of mobile de-
vices on a desk as well as hands working on them. Results of
an evaluation showed that participants are capable of working

on multiple surfaces and prefer spatially-aware gestures to
manage information transfer and device linkage [29].

Similarly, Hamilton and Wigdor [13] implemented Conductor,
a cross-device framework that supports interaction methods
that allow for managing several activities across multiple de-
vices in an individual desk environment. Hereby, the focus lied
on cross-device settings that allow for easy transition of infor-
mation as well as for managing relationships between devices
in an unobtrusive way. In their study, they show that although
participants were not familiar with cross-device settings, they
made great use of cross-device functions.

Houben et al. [15] introduced ActivitySpace, a distributed in-
formation management system based on the activity theory,
which allows users to cope with problems like the lack of
transparency or control when working in multi-device environ-
ments. The system is based on a configuration space concept,
that allows users to manage and distribute applications and
resources across available devices. Their study demonstrated
how the concept helped users in managing multi-device activi-
ties and revealed different usage patterns.

Schmidt et al. [30] explored cross-device interaction tech-
niques for mobile devices and interactive surfaces. For ex-
ample, the PhoneCopyPaste technique enables users to use
phones as physical clipboards and the PhonePalettes technique
supports users to move tools from the surface onto mobile
devices. With this approach, certain actions are distributed
among different devices, and the physical aspect of mobile
phones is also being exploited.

Brudy et al. [4] designed CurationSpace, a system based on
the theory of instrumental interaction [2] that allows individ-
uals and groups to work with digital artefacts using a shared
interactive space and personal smartwatches, that served as a
container for multiple instruments (e.g. to change the color or
size of an artefact). Their study showed that participants ex-
pected the system to work like traditional WIMP-applications
(e.g. Microsoft Word) at first. However, they were able to
accustom to the new interaction paradigm after some time. We
aim to build on Brudy et al.’s [4] work by designing a system
incorporating similar instruments/tools for a creative task.

As the related work shows, users are able to cope with a
number of multiple devices in order to transfer information
and manage different multi-device activities. In particular,
users benefit from outsourcing specific functions onto physical
devices, successfully exploiting the physical affordances of
devices in order to increase the transparency of the workflow.
In addition to the spatial distribution of interface elements,
we consider the physical affordances of mobile devices the
second aspect to be investigated in our study.

RESEARCH QUESTIONS

The goal of our work is to better understand the benefits and
challenges of spatial distribution and physical affordances in
an individual work environment. We address this goal by
investigating the following research questions:

e RQ1: How do spatial distribution and physical affordances
affect users’ interaction with devices?



e RQ2: What kind of problems do participants encounter
when working with spatially distributed interface elements
and what are their coping mechanisms?

e RQ3: How do the spatial distribution and the physical af-
fordances affect users’ task load and user experience?

As we were interested in the comparison of the spatial distri-
bution and the influence of physical devices we implemented
three conditions as independent within-subjects variables: (1)
a toolbar-based interface (e.g. like Microsoft Paint), (2) an
interface with spatially distributed tools on movable panels
(e.g. like Adobe Photoshop), and (3) an interface with spatially
distributed tools running on mobile phones (like (2) but with
physical affordances). We conducted an experimental study
of an individual creative activity that was executed by 20 par-
ticipants. We studied the effect that these three conditions had
on the interaction with devices (RQ1), encountered problems
and corresponding solutions (RQ2) as well as subjective task
load and user experience (RQ3).

USER STUDY
In order to answer our research questions, we conducted

a counter-balanced within-subjects user study with three differ-
ent variants of our system as independent variable. We asked
participants to perform a creative task with each condition.
The dependent variables were interaction behavior (video data
analysis and data logs), user task load (NASA TLX), and user
experiences (UEQ and semi-structured interview). In the fol-
lowing, we describe in detail our system, the apparatus, the
task as well as participants’ characteristics, and the procedure
of our study.

System

We built a system based on Webstrates [20] in three different
variants: (1) a user interface with a fixed toolbar at the top of
a canvas (classic) and two spatially distributed interfaces, (2)
one representing tools as digital panels (panels), and (3) one
running them on individual smartphones (phones).

The three conditions (see Figure 3) provided the following
tools that are known from tool-palettes of applications like
Adobe Photoshop (cf. [4, 19]): a brush allowed to draw
strokes, a colorpicker could be used to change the color of the
brush, a clipboard enabled to copy, paste, cut, or delete objects,
a shape drawing tool to draw shapes, a tool to move, and one
to resize objects. We decided for six tools to trade-off between
providing enough functions to engage in multiple activities
and to prevent overwhelming. Previous research has shown
that individuals can use up to seven tools [4] and are able to
benefit from up to ten tablets in cross-device settings [13].

Each panel/phone had a title and a visual representation of its
capabilities (e.g. the color and size of the brush or available
colors of the colorpicker). Tools could also be used to change
properties of other tools (e.g. colorpicker or resizer). Partici-
pants were also able to assign a specific tool to a panel/phone
to allow e.g. to have multiple brushes with different colors
or sizes. We decided for a simple and basic layout to avoid
possible influences of the design and also to allow participants
to adapt them according to their preferences.

For panels and phones, tools had to be (de-)activated by press-
ing a designated (de-)activate-button. On the one hand, this
design decision allowed participants to combine multiple tools,
on the other hand, this allowed for a better comparability of
our three conditions. In the classic condition, participants
could select tools as known from traditional toolbar settings
by tapping on the corresponding button.

Apparatus

Figure 3 shows the setting of the study. We chose a 55" tabletop
display (Microsoft Perceptive Pixel) with a display resolution
of 1920x 1080 pixels as workstation. The actual workspace
was limited to an area of the size of 30”in a 16:9 ratio, a typ-
ical size for a personal workspace. This area was the same
for all three conditions and was placed in the middle of the
screen at the edge where participants were standing during the
study. This limited the space where participants could work
on their task, as they were not able to move content out of this
area. For the classic condition, we placed a toolbar at the top
of the workspace. In this condition, the space outside of this
area was blank, unused, and no interaction was possible. For
the panels condition, we initially placed six different panels
representing six tools with the same size of the smartphones
used in the phones condition above the workspace, from now
on referred to as shelf space. Participants were able to freely
move and arrange the panels on the entire shelf space, yet it
was not possible to move panels from the shelf space to the
workspace. For the phones condition, we placed a cardboard
layer on the shelf space. This helped to prevent errors regard-
ing touch recognition when placing the smartphones at the
same positions as the panels. As smartphones, we chose six
ASUS PadFone Infinity (5”, 145g) with a display resolution of
19201080 pixels, representing a typical size of a smartphone.
Participants were able to freely move and arrange the phones
on the shelf space in the same way as in the panels condition.
We placed a camera in bird’s eye-view to record the user study.

Task

In the study, participants had to perform three individual cre-
ative tasks (one for each condition). The task was based on
the game ’Story Cubes’!. Originally, the game consists of
cubes with simplified representations of objects, animals, emo-
tions etc. on each face (see Figure 2). Players have to roll
multiple dice at once and use the combination of images to
tell a coherent story. Players are free to arrange the dice to
support their story. The simplified and icon-like nature of the
representations are perceived individually, which allows for
varieties of associations and eases getting started.

=

Figure 2. Examples of used images: a bridge (left), a treasure chest
(middle), and a mouse (right).

IRory’s Story Cubes: https://www.storycubes.com
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Figure 3. Snapshots of our three different conditions: classic, panels, and phones. Each snapshot was taken during the last third of the specific task.

We adapted the original game play as follows: For each task,
we used a randomized subset of 6 out of 82 images (see Figure
2), that were not shown before, neither during an initial test
phase nor during one of the other conditions. Participants were
asked to work with the images and create a short reasonable
story based on them. In contrast to the original game play,
participants were encouraged to not only move and arrange
images, but also add additional content (e.g. draw objects,
change content, resize or multiply images) using the available
tools.

The adaption of the original game play enabled participants to
extend the creative potential towards visual sequences, combi-
nations and extensions of given images, or painting-like results.
Yet, they were free in the choice of tools and not forced to
make use of them.

We designed the task to encourage a heavy use of the different
provided tools to see how participants deal with them in the
different conditions. This allowed us to provide a nuanced
description of tool usage depending on their spatial distribution
and their physical affordances.

Participants

20 participants (11 female, 9 male) were recruited for the
study. The mean age was 25.2 years (SD = 4.2, aged 20 -
39). Two participants were left-handed. All participants had
normal or corrected to normal vision — consequently they
had no problems with the visual perception of the different
interfaces. To recruit participants we used flyers looking for
creative people that are interested in interactive environments.

Procedure

At the beginning of each study, participants were asked to fill
out a questionnaire about demographics. Then, they were in-
troduced to their task in one of the conditions (classic, panels,
or phones) with a sample image set. Participants received
an introduction into all condition-specific features and were
given an adequate amount of time to explore its functionality
with sample images until they felt comfortable enough using
it. The experimenter then started the task giving participants
a time limit of ten minutes. During each task, general ques-
tions about the procedure or the system were answered but
they were not supported in their task. Then, participants were
asked to fill out a NASA TLX[14] and a User Experience
Questionnaire (UEQ) [21]. This sequence was the same for
all three conditions. We counter-balanced the order of the
three conditions to minimize carry-over effects. After the last
task, we conducted a short semi-structured interview to ask

participants about their strategy, their activities, and their pref-
erences. Each session lasted about 90 minutes, and afterwards
participants were compensated for their time.

DATA ANALYSIS

We used data logging to quantify participants’ interactions
with the systems. In addition, we coded videos regarding
breakdowns [3] to analyze participants’ encountered problems
and solutions to overcome them. In order to investigate par-
ticipants’ task load and user experience, we employed two
questionnaires and a concluding interview.

Data Logs

We logged the number and durations of participants’ use of
tools. This allowed us to investigate participants’ interactions
and analyze the effect of spatial distribution and physical
affordances on participants’ interaction behavior (see RQ1).

Video Data

We developed a coding scheme to analyze our video data
focusing on breakdowns [3]. According to Bgdker [3],
"[b]reakdowns related to the use process occur when work is
interrupted by something [...]. [B]reakdowns [are] somehow
caused by the computer application.”

We focused on participants’ breakdowns when interacting with
the conditions, as well as their employed working strategies
and behavior to overcome them. After an iterative analysis
of a subset of the video data, we distinguished between two
categories of breakdowns: fool and object.

Tool breakdowns are described as problems occurring with the
application of a tool (e.g. problems with activating/selecting
a tool). Object breakdowns are problems concerning the def-
inition of what constitutes an object (e.g. problems with the
combination of several objects into one). Inter-coder reliability
for our video coding was tested with a sample of ten minutes
for each condition by our two independent coders. Cohen’s
Kappa with a value of % =0.74 revealed a substantial inter-
coder reliability. We used the video data for the quantitative
as well as qualitative analysis of breakdowns (see RQ2).

Questionnaires and Interview

After each of the three conditions, participants were asked
to fill out a NASA TLX questionnaire to understand the task
load employed for the specific condition, and the UEQ, focus-
ing on user experience aspects. We concluded each session
with a semi-structured interview asking questions regarding
strategies, preferences, and general comments (see RQ3).



FINDINGS & DISCUSSION

The following subsections are structured according to our re-
search questions. The combination of data logging, video anal-
ysis, questionnaires, and a semi-structured interview allows
for data-triangulation as well as a quantitative and qualitative
analysis and discussion of the data. We analyzed the data using
a one-way repeated measure ANOVA with pairwise post-hoc
comparisons (including Bonferroni correction).

RQ1: Influences on Interaction
In this section, we distinguish between tool use and arrange-
ment of the workspace.

Tool Use

Table 1 reports the number of times participants used a
specific tool across the three conditions. The analysis re-
vealed statistically significant differences for using the brush
(F(2,38)=22.663, p<.05). Pairwise post-hoc comparisons
showed statistically significant differences between classic
and panels (p <.016) as well as classic and phones (p <.016).
There was also a statistically significant difference for using
the clipboard (F(2,38)=4.876, p<.05). However, pairwise
post-hoc comparisons showed no statistically significant dif-
ferences after applying Bonferroni correction. There were no
statistically significant differences for the other tools.

classic panels phones
Brush* 19.33%° (6.35)  10.32% (5.59)  11.94% (6.30)
Clipboard* | 5.23 (4.32) 2.77 (2.18) 2.94 (2.58)
ColorPicker | 2.71 (1.39) 3.48 (1.88) 2.88 (1.01)
Move 9.49 (2.83) 10.99 (5.03)  9.38(5.11)
Resize 2.23(2.38) 2.31(1.52) 1.95 (1.29)
Shapes 0.68 (0.79) 0.88 (1.09) 0.63 (0.66)

Table 1. Mean frequency of tool uses. Statistically significant differences
are marked by asterisks, raised letters show statistically significant dif-
ferences for post-hoc tests. Standard deviation (SD) is shown in brackets.

These results are also reflected in our qualitative observations
of the video data. In classic, participants often used the images
and embedded them into painting-like arrangements, including
additionally drawn image-like elements on the canvas (see
Figure 4). In the interview, some mentioned that they could use
their pre-existing knowledge (P4: "I know how it works.", P16:
"] am familiar with it and didn’t have to think.", P15: "It was
intuitive because I already know similar things."). Reflecting
on their interaction strategy, P13 said "In [classic] I moved
and painted alternating.", and P20 mentioned "I drew more
in [classic]." In classic, participants often altered or discarded
parts of their drawings, resulting in a heavier usage of the
clipboard.

In conditions panels and phones, participants worked differ-
ently. The reduced use of the brush was especially observable
when focusing on the objects they were drawing on. In classic,
participants drew equally on given images and the canvas. In
contrast to that, with panels and phones, participants drew
mostly on images and used the canvas for connecting arrows,
annotations or similar (see Figure 5). Also, they chose to
combine and nest multiple images, instead of drawing. One
participant e.g. combined images to create a starry sky in

Figure 5. Typical for panels and phones: P11 enhanced given images
and used the canvas for annotations.

phones. The same participant chose to draw water instead of
combining multiple images to create a lake in classic.

When asking participants how panels and phones influenced
them, they stated that "I first arranged all images and then I
started drawing. [This helped] to structure thoughts."(P13) P1
stated that "it is more efficient to turn [a tool] on and do it to
all of the images, instead of switching modes any time like
in [classic]." P9 said "I didn’t want to choose the picture and
then see what I do with it, it was better to choose a tool and
see what I could do with it." However, participants thought it
was "confusing to have separate devices" (P10) and "artificial
to have so many phones" (P15). P11 mentioned that "having
less than six phones could have been better."

Summarizing, we observed differences in the use of tools on
a quantitative level, especially for the brush and clipboard,
resulting in more complex approaches to work with provided
images for panels and phones. Participants adapted their
working styles to consecutive usages of a single tool to in-
crease efficiency, which was supported by a higher flexibility
concerning the arrangement of their workspace. Yet, partic-
ipants hesitated to exploit the potentials of physical phones,
which was observable in the minimal physical movements of
devices and by the unused possibility to have multiple repre-
sentations of a tool.



Arrangement of the Workspace

Conditions panels and phones allowed participants to move
tools and by this arrange the workspace according to their
needs. We expected a heavy use of this possibility, espe-
cially for phones due to their physical affordance. We noted
the times participants moved their tools: Seven participants
moved panels and nine participants moved phones — only two
of them moved tools in both conditions. Interestingly, this ar-
rangement of the workspace happened mainly in the beginning
of a task, before participants started working with the images.
Only two participants moved the tools during the actual task.

When asked about the benefits, participants answered "...it’s a
phone, I know I can move a phone around." (P1), "I moved all
phones to one side to be able to see them in one glance." (P3),
"It was good to set up tools in space." (P6), and "I moved all
phones to the right because I am right handed.” (P9). When
asked about what discouraged them to move tools, they said
"T was scared to move the phones because maybe they are
connected in some way and it would break when moving."
(P5), or "I was too concentrated in thinking about the story."
(P4)

The unfamiliar experience of using multiple physical devices
and the resulting hesitation regarding their physical arrange-
ment can be interpreted as a "legacy bias" [26, 27]. Users are
influenced by pre-existing knowledge about common WIMP-
interfaces and technologies used e.g. in laptops. Although
participants received an introduction into all features of each
condition and were given an adequate amount of time to try
it on their own before the actual task started, they only reluc-
tantly made use of the benefits of physical devices (e.g. move
them to arrange an individual and task-specific layout).

Influences on Interaction

Benefits

e Spatial Distribution of panels and phones changes
working approaches, which leads to a subjective es-
timation of more efficiency and flexibility.

Challenges

e Participants hesitated to exploit the potentials of phys-
ical devices (phones) but arranged their workspaces
before starting the actual task.

RQ2: Encountered Problems and Coping Mechanisms

In order to address RQ2, we distinguish between fool and
object breakdowns. Table 2 shows the mean number of break-
downs across the three conditions. In the subsequent sec-
tions, we discuss reasons and implications of the two kinds
of breakdowns based on our qualitative analysis. Finally, we
dig deeper into participants’ learning behaviour, in particular
the way they worked with and adapted to panels and phones,
described from a qualitative point of view.

‘ classic panels phones
Tool* | 4.45% (3.55) 9.70* (6.94) 6.20(4.11)
Object | 1.55(1.73) 1.50 (1.61)  2.25(1.89)

Table 2. Mean number of breakdowns. Statistically significant differ-
ences are marked by asterisks, raised letters show statistically significant
differences for post-hoc tests. SD is shown in brackets.

Analysis of Tool Breakdowns

Table 2 shows the mean number of breakdowns per condition.
The analysis of rool breakdowns revealed a statistically signifi-
cant difference in the frequency of ool breakdowns across the
three conditions (£(2,38)=6.380, p <.05). Pairwise post-hoc
comparisons showed a statistically significant difference when
comparing classic and panels (p <.016). However, no other
post-hoc comparison showed statistically significant differ-
ences. The fact that only panels resulted in a significantly
higher number of fool breakdowns than classic suggests that
the physical affordances of phones helped participants to cope
with the spatial distribution, resulting explicitly in less fool
breakdowns.

The clear spatial and semantic separation of workspace and
toolbar in classic caused less breakdowns. The predefined
layout was perceived to be "more organized." (P4) and par-
ticipants "didn’t have to look away." (P17) PS5 characterized
classic as "it all belongs together." In condition classic, it was
clear to participants, that a tool had to be activated prior to
its usage and that a selected tool could be used to modify
objects. Furthermore, this condition was closest to common
WIMP-applications and participants activated and deactivated
functions easily. In cases when they had problems (e.g. a par-
ticipant wants to move an object but the brush is still activated),
they would quickly understand why the problem occurred and
were able to reverse it easily without interruption in their
workflow. Compared to conditions panels and phones, we
observed fewer breakdowns and less problems in total.

In contrast to that, participants working with conditions pan-
els and phones had more problems with the activation and
deactivation of tools. The video data showed that participants
especially working with panels often activated a tool while an-
other one was still activated — resulting in unintentional effects
like drawing instead of moving (e.g. activating move while
brush is still activated results in drawing a stroke and moving
an object). P5 said "I didn’t understand in the beginning how
activating and deactivating works." and P19 described "leav-
ing a tool activated and drawing by mistake was annoying."
The activation of tools especially in panels led to more break-
downs due to two reasons: (1) switching the state of a tool
involved treating a tool as an object and using the activation
button as a meta-tool and (2) the flexibility of moving tools
and the basic layout of them might have caused difficulties to
find specific tools. In addition, it was also unclear to some par-
ticipants what tool(s) had to be active in order to successfully
perform an activity (P9 mentioned: "I thought that to change
the color I also had to activate the brush.")

Also, we observed that participants were reluctant to apply a
tool to another one (e.g. to apply the colorpicker to the brush
to change its color). They were in the mindset that one tool



mapped one functionality and had problems understanding
that more than one tool could be activated. Applying one tool
onto another one required participants treating one tool as an
object and — especially in the beginning — they had trouble with
that. They suggested to customize specific tools to leverage
this confusion (P14 said "changing the color of some tools
could be useful to know which is most important.")

Our findings show that the fool breakdowns in panels and
phones forced participants to focus on how the tools work,
which helped them to break out of their common way of us-
age and adapt to the spatially distributed interface. This was
particularly supported by physical devices (phones). Focus-
ing more on tools, several participants mentioned that they
switched their focus from performing operations on a selected
image to performing a certain operation on all objects (P13:
"...[it was possible to separate] the activities more... first move
and then resize, instead of doing it all at once... and this
ordered ones thoughts more.")

Analysis of Object Breakdowns
The analysis of object breakdowns revealed no statistically
significant differences across the conditions (see Table 2).

Looking at the results that participants created throughout the
sessions, we could observe differences between classic and
panels & phones. Participants used the brush more often in
classic, which led to the fact that they created many new ob-
jects on the canvas throughout the session (e.g. P20 mentioned
"...it was much quicker and easier, so that’s why I drew more.")
Although they also resized and moved the provided images,
, they did not draw on them extensively, which led to a clear
distinction between created objects and provided images. We
observed, that in classic, participants understood quite easily
how to create new objects from the beginning on. As they had
only few problems, they were not required to learn or change
their behavior throughout the session, which led to a quite
stable and consistent way of working.

In contrast to that, participants took on a more incremental
way of working with objects in panels and phones. Here, they
focused more on refining and extending the provided images
using the brush and shapes. Also, they combined and nested
multiple images. While they focused on these images, there
were two main subtypes of object breakdowns:

(1) Object-differentiation breakdowns: Participants combined
multiple images (e.g. placing an airplane in a field of stars) and
tried to move this new object. The system did not recognize
the combination of images as one object, which resulted in the
movement of single parts. Similar breakdowns happened when
participants drew an additional figure consisting of multiple
strokes. Moving this object-to-be resulted in moving single
strokes.

(2) Consistent-behavior-breakdowns: In these two conditions
participants often tried to fill zoned areas of images with a
selected color (e.g. the river underneath the bridge in Figure
2 left). As this worked perfectly for the entire canvas or
self-drawn strokes, it was not possible for zoned areas of
images. Participants expected that tools work consistently on
all objects.

Analysis of Learning Behaviour

We observed that the flexible use and combination of tools as
well as the seamless switch between tools and objects led to
more problems but also to a more advanced way of applying
and combining tools in panels and phones. Participants were
frequently required to consciously try and understand the tools
and the system as a whole in panels and phones compared to
classic. Whereas in classic, participants were able to reverse
problems easily without taking off the focus on their task,
participants in panels and phones were regularly required
to consciously focus on the functionality and usage of the
tools which distracted them from their actual task. However,
this conscious focus on the system led to the fact that they
increasingly understood the system throughout the session and
became bolder in trying out new combinations of tools and
objects.

We could also observe that participants working in panels and
phones adapted to the condition throughout the session as
they got used to (de-)activating tools and had fewer problems
applying other tools on them and thus treating them like ob-
jects. This was especially the case for five participants who
discovered possible tool-tool interactions beyond the ones ex-
plained and used these to their advantage (e.g. P7 colored the
background of a panel to support recognition in panels).

Overall, we observed that participants in conditions panels
and phones took on a slightly different strategy during the
session. As they had more problems understanding the func-
tionality and structure of the different tools, they would start
quite slowly with moving objects around. When drawing, they
would start with hesitantly trying some strokes. We observed
that participants already had some problems at this level (e.g.
the colorpicker needs to be activated to color the brush, but
then needs to be deactivated before drawing, otherwise the
color of the background will change). However, we also ob-
served that these breakdowns not only had a negative effect on
the participants as they caused problems but also led partici-
pants to learn about the structure of the system and to try out
new things as they progressed throughout the session. In con-
trast to condition classic, participants in panels and phones
would then proceed to not mainly draw on the canvas but to
try and combine different objects. For example, they often
drew on given objects, or deliberately copied and inserted
objects into already existing ones. This would in turn lead to
an advanced set of new problems.

For example, participants increasingly combined existing ob-
jects into more complex objects and would then switch be-
tween applying tools on objects and/or parts of it. This would
then bring up the question of what constitutes an object and
how to distinguish between different levels of objects. Again,
participants would experience many breakdowns concerning
this issue but would eventually learn about it. Thus, we con-
clude that the more flexible settings in panels and phones led
to more problems, but also led to a steeper learning curve and
encouraged more advanced/powerful interaction, particularly
concerning the combination of different tools and objects.



Encountered Problems and Coping Mechanisms

Benefits

e Using tools on physical devices (phones) does not re-
sult in statistically significant more breakdowns than
using a toolbar setting (classic).

e Solving problems in panels and phones guides partic-
ipants to actively engage with the system, learn, and
adapt their approach.

e Participants learn to cope with breakdowns in panels
and phones over time.

e Participants combine tools and nest objects in flexible
and creative ways.

Challenges

e Participants had difficulties with the awareness of the
properties of the tools and with using multiple tools in
combination in panels and phones.

e The (de-)activation of tools in panels and phones
caused troubles.

e Participants had troubles with an inconsistent behavior
of using a tool on different objects.

RQ3: Task Load and User Experience
This section reports our results regarding fask load and user
experience.

Task Load

Table 3 reports the mean values of participants’ subjective
ratings of the NASA TLX scores for all three settings. The
analysis revealed a statistically significant difference for the
overall task load (F(2,38)=4.774, p <.05), however pairwise
post-hoc comparisons showed no statistically significant dif-
ferences after applying Bonferroni correction.

classic panels phones
Total* 28.63 (21.99)  37.79(13.68)  37.66 (16.67)
Mental Demand* 3450 (21.99)  45.00 (22.18)  48.50(22.13)
Physical Demand* | 25.50 (17.91)  40.50 (24.06)  32.50 (20.29)
Performance* 20.79 (21.10)  33.50(21.53)  39.65 (29.40)
Effort* 32.00* (19.70)  44.25* (20.73)  37.50 (21.67)

Table 3. Mean values of overall task load and subscales with statistically
significant differences — marked by asterisks and raised letters (post-
hoc). SD is shown in brackets.

Analysis of mean values of the TLX subscales showed sta-
tistically significant differences regarding mental demand
(F(2,38)=4.372, p<.05), physical demand (F(2,38)=4.469,
p <.05), the estimation of their performance (F(2,38)=6.390,
p <.05), and effort (F(2,38)=4.786, p <.05). None of the pair-
wise comparisons showed statistically significant differences
except for the subscale effort, which showed a statistically
significant difference between classic and panels (p <.016).

Although the mean values suggest that the classic condition
resulted in lower task load than the panels and phones con-
ditions, this difference was not found to be statistically sig-
nificant in pairwise comparisons except for effort. As the
conditions panels and phones introduced an unfamiliar inter-
action environment, we expected a much larger difference in
task load scores as participants had to adapt to a new way of
handling tools and applying them to objects in these condi-
tions.

Regarding the subscale effort, results show that participants
working in condition panels rated the effort that the use of the
system required statistically significant higher than condition
classic. There were — however — no statistically significant
differences between condition classic and phones. This sug-
gests that distributing tools from a toolbar to panels leads to
more effortful interaction, however, this increased effort can
be mediated by physical affordances of phones. P16 described
that "it’s easier to manipulate physical objects, manipulating
digital objects is harder”, and continued "[phones] gives a
more direct feeling, because of the physical objects."

User Experience

Table 4 shows the mean scores of the User Experience Ques-
tionnaire for the three conditions. The analysis revealed sta-
tistically significant differences for the subscales attractive-
ness (F(2,38)=3.765, p<.05), perspicuity (F(2,38)=5.261,
p<.05), and efficiency (F(2,38)=5.888, p<.05). Pairwise
post-hoc comparisons showed no statistically significant dif-
ferences after applying Bonferroni correction. In addition, the
subscales dependability, stimulation, and novelty did not show
statistically significant differences.

‘ classic panels phones
Attractiveness* | 1.43(0.96) 0.89 (0.86) 0.82 (1.32)
Perspicuity* 1.94(0.98) 1.10(0.90) 1.15(1.17)
Efficiency* 1.16 (0.99) 0.36(1.04) 0.46(1.28)

Table 4. Aspects of user experience with statistically significant differ-
ences — marked by asterisks. SD is shown in brackets. Min: -3 / Max: 3
— the higher the better.

The mean values suggest higher scores and thus a more pos-
itive user experience for classic compared to panels and
phones, but these differences were not found to be statisti-
cally significant different. Although we introduced a novel
and unfamiliar interaction environment, the user experiences
did not change dramatically. In general, all subscales showed
positive mean values, indicating a good user experience for
all conditions. The subscale perspicuity, which focuses on
the understandability showed high values over all conditions,
which means that participants were able to understand how
to interact with the tools in the different conditions equally.
This was further verified by the fact that there were no statis-
tically significant differences for the subscales dependability,
stimulation, and novelty.

Interestingly, participants mentioned that both, panels and
phones helped them to change their workflow and be more
efficient (see RQ1: Influences on Interaction), yet there was
no statistically significant difference for the subscale efficiency
for pairwise comparisons.



Task Load and User Experience

Benefit

e Panels and phones result in similar task load and user
experiences compared to classic.

Challenge

e Participants report a higher effort when working with
spatially distributed panels.

IMPLICATIONS FOR RESEARCH AND DESIGN

Our experimental study showed several benefits of Spatial Dis-
tribution of tools and Physical Affordances. That resulted in an
adaption of participants’ workflows: There was a change from
alternating different tools and editing single objects with them
towards a tool-focused approach, where participants used one
tool and applied it to several objects, which was considered
to be more efficient and helped to structure thoughts. Also,
the possibility to arrange the workspace by moving tools was
mentioned to be helpful. Participants further benefit from
the physical affordances of phones as they leveraged the sta-
tistically significant difference in the number of breakdowns
between panels and classic. Task load and user experiences
across the three conditions were also comparable.

One of the challenges we identified was that participants hesi-
tated to exploit the full potentials of the physical affordances
of phones due to a possible "legacy bias" [26, 27]. This seems
to be a general problem in the field of cross-device interaction:
Users are often influenced by their pre-existing knowledge
and established interaction with WIMP-applications on their
personal computers. This leads to comparing tablets with
application windows [13], using single tablets instead of ex-
ploiting full potentials of multi-tablet systems [5, 27], or as
in our study the hesitation to make full use of the physical
affordances of phones.

One of the main challenges was the activation of tools and the
resulting lack of awareness of tools states. In our experiment,
we decided for an explicit activation using a designated but-
ton to have comparable actions across our three conditions.
Although this required participants to focus more on the spe-
cific tools, they often forgot to (de-)activate tools, resulting
in troubles. In a cross-device setting using physical tools, a
more implicit way of activation could be useful: Tools could
be activated by simply holding them, making use of built-in
sensors. The result would be a clear state of tool activation and
an analogy to real world tools (compare the tool colorpicker
with a painter’s sample board). Although this would be useful
for single tools, it might lead to new challenges regarding the
combination of multiple tools or assembling of tools.

Participants expected a consistent behavior of tools across
different types of objects. In our case, they expected to be able
to fill all types of objects (canvas, images, and self-drawn ele-
ments) using the colorpicker. This means that users would ex-
pect to be able to make use of a tool like a brush across several
applications, resulting in the same behavior: drawing a stroke.
A similar example is presented in [19]: Here the authors refer

to the analogy of a painter, who can use his brushes to paint on
a canvas or on a wall. They use this example to provide their
interpretation of instruments in (ubiquitous) instrumental in-
teraction — instruments should be usable on different surfaces
when it makes sense even if this interaction was not intended
by a designer of the specific system [19]. To allow for the
proper implementation of a multi-device work environment
completely based on the interaction paradigm instrumental
interaction, Klokmose and Beaudouin-Lafon [19] present a
software architecture that was explicitly developed for guiding
the development of instruments. It would be interesting to
see if future systems that are explicitly based on instrumental
interaction could potentially address the identified challenges
and extend the named benefits of our study.

LIMITATIONS

There are two main aspects of our study that limit the gener-
alizability of our findings. First, our task with 6 randomized
images per condition might have influenced our participants:
The simplified and monochrome representations might have
influenced participants in the way they used tools like the
brush or the colorpicker. Future work could investigate to
what extent our findings are also visible in settings beyond cre-
ative activities (e.g. sensemaking). Secondly, with conditions
panels and phones we introduced a novel interaction envi-
ronment, which differs from traditional WIMP interfaces as
interface elements are not only physically separated from the
workspace (phones) but it was also possible to alter tools us-
ing other tools (panels and phones). This introduction caused
a change of thinking for participants. The given time of ten
minutes might have been too short to adapt to this new interac-
tion environment completely. In our study, we leveraged this
problem by giving participants an adequate amount of time to
get used to the system and practice interaction in each of the
three conditions.

CONCLUSION

In this paper, we reported on findings from an experimental
user study of an individual creative task that was executed by
20 participants. We studied the effects and influences of spa-
tially distributed tools and physical affordances on users’ inter-
action with devices, resulting problems and solutions, and task
load and user experience. Our results reveal obstacles that par-
ticipants encountered when working with spatially distributed
tools. However, we could also show that the affordances of
physical devices can leverage some of these problems. In
order to reap the benefits of spatial distribution and physical
affordances and address elicited challenges, we suggest that
future research should draw on the concept of instrumental
interaction.
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