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Abstract—We present a novel uncertain network visualization technique based on node-link diagrams. Nodes expand spatially in our probabilistic graph layout, depending on the underlying probability distributions of edges. The visualization is created by computing a two-dimensional graph embedding that combines samples from the probabilistic graph. A Monte Carlo process is used to decompose a probabilistic graph into its possible instances and to continue with our graph layout technique. Splatting and edge bundling are used to visualize point clouds and network topology. The results provide insights into probability distributions for the entire network—not only for individual nodes and edges. We validate our approach using three data sets that represent a wide range of network types: synthetic data, protein–protein interactions from the STRING database, and travel times extracted from Google Maps. Our approach reveals general limitations of the force-directed layout and allows the user to recognize that some nodes of the graph are at a specific position just by chance.

Index Terms—Uncertainty visualization, graph layout, graph visualization, edge bundling, Monte Carlo method.

1 INTRODUCTION

We present a technique for probabilistic graph layout and visualization, allowing visual inspection of uncertain networks and their statistical properties. Our aim is to visualize the distribution of possible realizations of a probabilistic graph that reflect certainty and uncertainty equally well. We see this as a natural extension of previous work done on uncertainty in the context of graphs, e.g., knowledge engineering and visual variables.

Various approaches have been developed to visualize exact graphs [40]. Yet many applications contain uncertain data due to inaccuracies, incompleteness, and inference. Typically, uncertainty is encoded as a visual variable [18] [30] into an exact graph layout. Although this is a valid strategy, we argue that the nature of a probabilistic graph is hard to understand by inspecting individual elements. The different realizations of the graph, together with their probabilities, also called possible worlds, are not encoded into the graph layout. Putting individual relations into context is no longer sufficient with an increasing number of nodes and edges, which further increases the layout’s importance in terms of comprehension. Graph mining is bound to help, but getting visual confirmation seems appropriate when dealing with statistics. Our technique reveals statistical properties by transforming probability distributions into a two-dimensional embedding using graph layout techniques. Many uncertain graph models denote the existence of an edge using a probability; however, uncertainty is a fuzzy concept in visualization. Hence, we prefer the term probabilistic graph over uncertain graph. Figure 1 shows our visualization for a simple tree with probabilistic edge weights. A node is not just a single point but an entire point cloud, hence each node can occur in many regions or simply put: reflect uncertainty.

Our contribution is threefold. First, our work provides a model of probabilistic graphs. Second, we propose a formal description of the graph layout problem, along with a practical approximated solution. We present a visualization technique for probabilistic graphs that combines splatting, edge bundling, clustering, and graph coloring. At last, we demonstrate and validate our technique using representative example data sets.

2 RELATED WORK

This work builds upon research on graph theory, graph visualization, and uncertainty visualization.
Graph Models: Graphs are commonly used to represent networks composed of nodes and edges. Sometimes the existence of the relationship between two nodes is unknown due to inaccuracies, incompleteness, and inference under false assumptions [35]. For example, in biology nodes can be used to represent proteins while edges are used to represent interactions between proteins. Protein–protein interaction is an uncertainty measured or predicted process [41]. Other examples of uncertainty in graphs are the link-prediction influence [29] and obfuscated identities [4] for social networks.

The term probabilistic graph [26] is not to be confused with random graph [13]—the latter is used in conjunction with generative data models. Querying and mining uncertain graphs has recently received considerable attention [32]. These graphs differ from exact graphs in that their model expresses possible worlds instead of the actual world. Choosing good representatives that reflect the expected world can be difficult. Nevertheless, most algorithms and people work with instances of these graphs, which can be problematic [32]. Our probabilistic graphs can be considered one type of uncertain graph, and our approach employs probability functions instead of scalar values, leading to a powerful model. Hence, we can represent complex probabilistic processes such as dice experiments on an angle.

Graph Theory: Kobourov et al. [25] provide an overview of force-directed graph drawing algorithms. Brandes et al. [7] evaluate different types of graph distance-based drawing algorithms. Our work is based on stress majorization [17] and offline dynamic graph drawing [5]. In contrast to linking layouts over time sequentially, we align possible layouts to a reference layout using anchoring and stress majorization. Our approximated solution can be considered as a possible example of implementation. We distinguish ourselves from model estimation approaches, which may seem visually similar [20], since we propagate instead of estimating uncertainty.

One problem was to find a solution to the graph coloring problem because the number of visually distinct colors, like noted by Ware [43]. We conservatively assume this number to be somewhere between 6 and 12 colors. Our solution is based on the ideas by Gansner et al. [16] and the Welsh-Powell algorithm [44]. We provide a discussion of how our probabilistic graph coloring differs from the classic graph coloring problem and provide a heuristic solution.

Graph and Uncertainty Visualization: For the purpose of our work, we outline overlaps and differences between graph and uncertainty visualization. We believe that structure and uncertainty of the underlying data are equally important. Hence, we use these two design dimensions to arrange related work.

The field of graph visualization is broad, as indicated by the large number of surveys for different types of graph data: Von Landesberger et al. [40] provide a classification of graphics according to their dependence and structure. Beck et al. [2] classify the depiction styles for underlying data are equally important. Hence, we use these two design dimensions to arrange related work.

The PDFs are normalized:

\[ \int_{0}^{\infty} f_{ij}(w) \, dw = 1 \]  

(2)

Furthermore, we assume that all probabilities are mutually independent, hence the joint probability density function of the entire graph is defined as:

\[ f(w_1, \ldots, w_E) = \prod_{e=\langle i, j \rangle \in E} f_e(w_e) \]  

(3)

Based on this assumption, the area under this function must also be equal to 1:

\[ \int_{0}^{\infty} f(w_1, \ldots, w_E) \, dw_E = 1 \]  

(4)

Note that the independence assumption can be relaxed, as long as we have a way of sampling from the probability distribution.

For numerical computation, we discretize the continuous PDF for edge \( ij \) at weight positions \( a_{ik} \in \mathbb{R}_+ \), where \( k \) indexes the discrete weight. Here, we restrict ourselves to non-negative weights because typical graph layout algorithms require distance metrics, i.e., positive definiteness. In this way, we replace the continuous PDFs by discrete probability mass functions (PMFs) for a set of outcomes \( A = \{a_{ik}\} \):

\[ f_{ij} : A \rightarrow [0, 1] \]  

(5)

Fig. 2: Decomposition of a simple probabilistic graph (a) into all its realizations and their occurrence probabilities (b).
4 GRAPH LAYOUT

In this section, we describe our conceptual and numerical approach to probabilistic graph layout. An exhaustive enumeration of all possible realizations of a probabilistic graph is impractical, especially with an increased number of nodes, edges, and discrete random variables. This exponential relationship between a growing number of dimensions and the required amount of samples to sufficiently represent the space is also referred to as curse of dimensionality.

The basic idea is to compute a graph layout using a Monte Carlo process by sampling and combining realizations to derive probability distributions of the nodes in a two-dimensional space. Hence, we aim at combining a representative subset of all possible realizations in a single layout. Simple stacking of exact graph layouts would result in confusing and unreadable results, due to ambiguities in the graph layout procedure. Furthermore, and in contrast to linear dimension reduction techniques, such as principal component analysis (PCA), graph layout algorithms are generally non-linear, which aggravates the problem. Therefore, if one considers graph layout as a projection from a high-dimensional space to \( \mathbb{R}^2 \), the projections must be made coherent. We suspect that there are multiple solutions to this graph drawing problem with different trade-offs.

Our approach combines a Monte Carlo method with dynamic graph drawing techniques, i.e., we extend a stress-based force-directed layout method to combine a set of possible realizations in a static visualization. Figure 3 shows the main steps of our approach:

1. Sample weighted graphs \( G_1^W, \ldots, G_K^W \) from \( G^P \) by sampling the edge weights independently.

2. For each sample \( G_k^W \), compute its node positions \( P_k \) using a force-directed layout with alignment to reference node positions \( P_R \).

3. For each node: use its positions in \( P_1, \ldots, P_K \) as approximation to its distribution in 2D space.

Similar graphs that are laid out using a force-directed method may result in similar layouts that are transformations of each other, e.g., they can be rotated or reflected. The alignment with the reference ensures coherence of sampled layouts and resolves most transformation problems that arise. We now discuss the force-directed layout and the alignment.

4.1 Force-directed Layout

The state-of-the-art approach for drawing general undirected graphs is stress minimization [17, 24], a variant of multidimensional scaling applied to graph-theoretic distances. This approach, in particular, outperforms spring embedder variants [7]. Let \( G = (V,E) \) be a graph with \( n = |V| \) nodes. For any pair of nodes \( \{i,j\} \), with \( i,j \in V \), there is an ideal distance \( d_{ij} \in \mathbb{R}^+ \).

The deviation of a layout \( P = (p_1, \ldots, p_n) \in \mathbb{R}^{n \times 2} \) from the ideal distances is quantified using the stress function [27]

\[
\text{stress}(P) = \sum_{k<j} w_{ij} \left( ||p_i - p_j|| - d_{ij} \right)^2
\]

where the weighting is typically chosen to be \( w_{ij} = 1/d_{ij}^2 \) to better emphasize local distances and \( || \cdot || \) denotes the Euclidean norm. For graph drawing, the weighted lengths of the shortest paths are used for the ideal distances. Since we have a weighted graph \( G = (V,E,W) \) with \( w_{ij} \in W \) denoting the strength of a link, we use the inverted weight with zero mapped to infinity for the shortest path computation. Infinite distances are replaced by a distance that is \((1.5 \text{ times the maximum of all pairwise finite distances within the collection of sampled networks})[5].

A single node connected over such an edge will be placed far away from the main graph, but will not vanish completely to infinity. As suggested by Brandes et al. [7], we initialize the layout with PivotMDS [6] and optimize by using stress majorization [17], until we obtain a local minimum for the stress function.

4.2 Alignment with Anchoring

We want to combine layouts of multiple independent samples into one final visualization. Hence, we need to make sure that the layouts are not unnecessarily flipped or rotated. We achieve this by stabilizing the layout of each sample using anchoring [5] on a reference layout. In order to obtain such a reference layout, we first compute an expected
The correct choice of kernel when facing the highly non-linear projections is less important because bandwidth $h$ has more influence. The only requirement is that $k$ is a smooth function because discontinuities would become visible as edges in the final visualization. While kernels like the Epanechnikov kernel might provide slightly better results, we choose a Gaussian kernel for its simplicity. The remaining point $p_3$ is set to the midpoint of the segment $(p_1, p_3)$. An example of such a quartic curve is depicted in Figure 7. The bundling strength can be controlled using the weight $w_2$ with other weights set to one. A high bundling strength emphasizes network structure at the cost of the visibility of the node distribution, whereas a low bundling strength emphasizes sample-to-sample connectivity.

The rendering of edges works similar to that of nodes, i.e., we splat line primitives and blend them appropriately. The main differences is that we use a thin box kernel instead of a thick Gaussian one.
Fig. 7: Bundled edge connecting two node samples with a quartic Bézier curve. The point $p_2$ is the midpoint of the segment $[p_1, p_3]$. To achieve the bundling effect, the control points are shared among all edges. The strength of the bundling can be set through the weight $w_2$.

5.3 Node Coloring and Labeling

Node samples are spread around their reference node, which poses a number of challenges for labeling:

Distinctness: A node's label should clearly separate a node from other nodes. We have to resort to color labels because text labeling each sample would cause visual clutter. It has been shown that the number of visually distinctive colors is limited [43]. Hence, we have a classical graph coloring problem.

Distribution: Node samples may not be spatially close to each other, i.e., there may be gaps. This will dramatically reduce the trust in the coloring, if two nodes get the same color, while being close to each other. Therefore, we have to extend the classical graph coloring problem to respect spatial proximity.

Overlap: The final layout heavily depends on how the reference layout was chosen. Hence, nodes may overlap because node distributions expand into each other. This is a problem especially pronounced if the standard deviation is bigger than the (usually small) expected value of the PMF. If colors are blended with less than 180° hue distance, new colors will be generated [9]. This is a perceptual problem that we acknowledge and ignore for complexity reasons.

After stating the problem, we solve it approximately by reducing it to well-known problems. We compute a country graph [16] based on nodes and their samples, like illustrated in Figure 8. A country graph $G^c$ consists of probabilistic nodes $V^P$, node samples $V^W$, probabilistic edges $E^P$, and Delaunay edges $E^D$ [12] of the sampled points $P$:

$$G^c = (V^P \cup V^W, E^P \cup E^D)$$

We solve the resulting graph coloring problem using the Welsh-Powell algorithm [44]. We choose this algorithm because it is easy to implement and it may be replaced by other graph coloring algorithms. The Welsh-Powell algorithm is greedy and computes the number of required colors during assignment, which we choose from a predefined color palette [19]. Colors are added using interpolation, as required. Note that we assume the provided color palette is good enough in terms of color perception.

5.4 Clustering

We choose to implement an auxiliary approach to analyze nodes, based on the observation that node distributions have outliers and may fall apart, i.e., into several clusters. We do not make assumptions about the PMFs, particularly it is not necessary that the PMFs are normally distributed. Arbitrary PMFs and flipping in the layout can lead to a non-coherent distribution of node positions.

Identifying node clusters can be a tedious task for users, which is why we provide automatic support for this process. Clustered node positions allow us to filter and abstract node distributions, like shown in Figure 9. We choose contour shapes to depict clusters because they are normally useful to group sets, e.g., for Bubble Sets [10], and color was already used. Visual scalability of our cluster shapes does not matter because the clusters are usually filtered with machine-aid to search for interesting nodes, hence the number of overlapping shapes can be kept low.

The main steps of our approach are:

1. Cluster each set of node positions.
2. Optional: Filter clusters.
3. Compute a smooth concave hull of each cluster.
4. Compute a hull contour with visibility based on cluster-to-cluster geometry, inspired by cel shading.

We use DBSCAN [14] for clustering because it is reasonably fast and insensitive to outliers, depending on the chosen parameters. Other clustering algorithms may also suffice. Next, we calculate the Delaunay triangulation [12] to compute the convex hull of each cluster, flex edges inward to achieve the desired concavity [33]. Other algorithms such as α-shapes or marching squares may also work. The concave hull is then fitted with a B-spline and re-sampled to obtain a smooth shape. Last, we compute a contour to convey togetherness of clusters by opening the line toward other clusters of the same node—a node may have many clusters, each of which has a centroid toward which we open the line. Let $c_i$, $c_j$ be centroids of a node’s clusters and $\tau \in [0,1]$ a visibility threshold. The hull of cluster $i$ consists of line segments with index $k$. The corresponding outward-pointing unit-length normal vectors are denoted by $\hat{n}_{ik}$. The visibility of a line segment is then defined as:

$$\bigwedge_{j \neq i} \left( \frac{c_j - c_i}{\|c_j - c_i\|}, \hat{n}_{ik} \right) < \tau \quad (12)$$

The combination of splatting and clustering allows us to analyze the resulting layout top-down and bottom-up simultaneously. We describe this concept by example. We draw 1000 samples from a probabilistic graph. We start analysis by zooming out to get an overview and adjust the KDE bandwidth so that nodes are visible and stipped. Next, we know from experience that at 1000 samples a good proximity threshold
for DBSCAN to filter noise is between 10 to 50. Hence, we only need to fine-tune the proximity radius for DBSCAN based on one typical node of choice. The resulting clustering should be fine for most nodes, therefore we can filter all nodes with less than two clusters along with corresponding shapes. Instead of the number of clusters, other criteria could be based on shape and spatial distance of clusters. The remaining nodes are potentially interesting, hence we can adjust the bandwidth for those nodes without being distracted by filtered nodes. Furthermore, we can estimate DBSCAN noise filtering parameters when rendering node splats and shapes at the same time.

6 Results

For evaluation purposes in the context of this paper, we use synthetic data, protein–protein interactions (PPI), and travel times by car.

6.1 Synthetic Data

We use synthetic graph data to get an understanding of the technique, demonstrate some effects, and gain some trust in the visualization technique.

Figure 10 shows a starlike graph consisting of 5 nodes and 8 edges. The PMFs on the edges are either unimodal or bimodal (Figure 10c, top row), but all of them have the same expected value.

The simple weighted graph layout shown in Figure 10a does not reveal anything about how distributions might interact within the network—the graph seems uniform, even though it is not. In contrast, the distributions get quite visible with our probabilistic graph layout shown in Figure 10b. For the outer nodes, it is easy to grasp whether a node is connected to unimodal or bimodal distributions by counting clusters within a node. For the center node, an interaction between two bimodal distributions is revealed, since it is thorn apart into three clusters. Note that this aggregation is related to what is called strength of a node for weighted graph layouts, i.e., the sum of all incoming weights. While our minimalistic example seems artificial and tailored, it demonstrates the potential of our approach and allows us to discuss validity using ground truth data, i.e., if the image still reflects the initial probabilities on edges. Graph drawing is a dimension-reduction technique, which means we inherit all of its problems. We consider the PMF of an edge well reflected if it is not distorted by our layout algorithm.

The foremost thing that affects validity is the stability value $\alpha$ shown in Figure 11. A very low value results in visual clutter, whereas a very high value plus the entire distribution to the expected value. We choose our example stability value by inspecting stress of our anchored layout $S_{\alpha}$ over the reference layout stress $S_R$, i.e., relative stress $\frac{S_{\alpha}}{S_R}$ introduced by anchoring. The basic idea is to get a good trade-off between having a visual reference and additional stress (Figure 11a). Increased stress means that it is more likely that distributions are not well reflected in the final layout. Also note that the discrete points get visible at low stability values (Figure 11b), because of the specified splat size. Retrospectively, there might be better techniques to reconstruct nonlinearly projected continuous distributions.

To further quantify this distortion, we compare the PMF, sampled edge weights, and the Euclidean distance between connected nodes shown in Figure 10c. Apparently, all distributions are well reflected.

Another possibility to investigate the quality of the probabilistic graph layout is to inspect the stress mapped to nodes, like shown in Figure 11d. Stress is relative, hence low does not necessarily mean good, and high does not always imply bad, but it allows us to compare two regions relatively to each other. We believe that it is important to mix relative stress and absolute function distance for validation and to gain some trust in our visualization technique. The reduction of the distortion can be made part of the optimization by choosing the right stability value, but it cannot be eliminated, since it is inherent to graph drawing.
Another interesting aspect is flipping, which requires more complex graphs to appear, like shown in Figure 12. The first aspect to notice is the strong scattering of several leaf nodes, due to the tendency toward edge weights of 0 and the high degree of freedom in graph layout, which causes the leaf nodes to flee from surrounding nodes. The detail view in Figure 12 shows a number of competing nodes. Note that node clusters (shapes) are restricted to nodes with at least two clusters. It is difficult to estimate whether nodes compete because it depends on the network topology, the reference position, and the PMF in decreasing order of importance. For example, the distribution of the blue leaf node in the zoomed-in view of Figure 12 is divided into three major clusters. This can be disambiguated by comparing the PMF to its corresponding Euclidean distance distribution.

6.2 STRING Database

We examined data from the STRING database, which contains known and predicted protein–protein interactions. Each interaction is associated with a score $s \in [0, 1]$ that is based on genetic, experimental, and literature data [41]. We interpret the score as PMF $f$ for the interaction to actually be true, i.e.:

$$f(w) = \begin{cases} 1 - s & \text{if } w = 0 \\ s & \text{if } w = 1 \end{cases}$$

This example is interesting for two reasons: First, two-valued distributions are at the lower end of what our technique can handle in a meaningful way. Second, it exploits zero-replacement heuristics to create clearly separated clusters, i.e., crumbled nodes are less expected to be true than coherent nodes.

Our first example is a query for pancreatic alpha-amylase (Amy2). The evidence view from the STRING database website depicts the amount of information available to a set of links between the nodes (Figure 13a), whereas the expected view maps the score to value (Figure 13b). When inspecting the number of connections in the evidence view, we can tell that the number of connections does not directly correlate to the expected value, which causes some additional confusion when discovering the strong link between Amy2 and Si (Score: 0.934), whereas in our visualization these proteins are very close to each other without much of deformation. The other proteins can be grouped in descending order by score $A < 0.05$: group 1 (Pygm, Pygb, PygI), group 2 (LOC286960, Athl1, Ctrbl), and group 3 (Cela3b, Gne, PefP).

This order corresponds roughly to our perceived order by node coherency except for Athl1 (Figure 13c). The reason for this is that the network topology keeps Athl1 coherent, which can be confirmed by inspecting the distortion of distributions for Athl1 shown in Figure 13e, and stress mapped to nodes shown in Figure 13d. Furthermore, we can confirm that this is caused by network topology by inspecting visualizations with varying stability values shown in Figure 14. Note that orbiting of nodes around each other increases more quickly than nodes falling apart with decreasing stability and destabilizing the layout a bit aids in perceiving the network topology due to orbiting. Very low stability values increase the amount of visual clutter, whereas very high stability values match the layout of the expected graph (reference for anchoring).

Our second example is a search query for P450 (cytochrome) cxidoreductase (POR) with an increased search radius. Increasing the search radius inevitably creates a hairball, due to the nature of protein–protein interactions. All structure is concealed due to the sheer amount of edge crossing and coloring in the expected graph (Figure 15a). This is different with our visualization (Figure 15b), because the shape of many nodes indicate an orbit and thus structure.

Whether the aggregation and two-dimensional representation of simple distributions is useful to biologists is a question for future work. We strongly suspect that “piling” information from edges in nodes is a
6.3 Travel Times by Car

We have experimented with travel times by car between cities. This is interesting because it is geo-referenced, non-trivial real-world data.

We interpret cities as nodes that are connected by edges representing major roadways. We then look at the estimated time needed to travel from one city to another. This approximated duration strongly depends on the traffic that is predicted for this road during the given time of day. For example, when traveling from city A to city B, it will make a difference if we drive this route during the rush hour or through the night, when overall traffic might be low.

We have extracted a data set of predicted travel durations between the cities using the Google Directions API by sampling major roadways for connected cities. Specifically, we have queried the travel time estimates for a coherent week in time intervals of one hour. The extracted network consists of eight cities located in the south of Germany and in Switzerland.

In order to get a PMF for each connection, we first build a histogram of the predicted travel times. Normalizing this histogram gives us a discrete PMF over the durations. Note that the durations are distances between two nodes. However, for our graph model we need weights, therefore we use inverted durations between two cities as weights. Note that the independence assumption is unlikely to be true—travel times are highly correlated—but we ignore this issue here.

Cities in our data set have fixed geographic locations. Hence, we can use each respective reference position for anchoring, like indicated in Section 4.2. As long as this influence is not exaggerated, the graph can still unfold its structure through the layout. Note that when using geographic positions instead of the expected graph, we have to make sure that the average geographic distance between cities is approximately the same as the average shortest path distance in the sampled graph.

Traffic data usually implies directed edges. Our initial idea was to add virtual nodes and edges to make the graph undirected, without aggregating the travel timings between two cities. Unfortunately, the resulting layout was too confusing to do visual inference on travel times. The conversion from a directed graph to an undirected graph by introducing virtual nodes and edges has too much influence on the layout. See supplemental material for more information.
7 LIMITATIONS AND CHALLENGES

We summarize the limitations of our approach and discuss the most important issues that need to be addressed. While our approach benefits from the generality of force-directed methods, it also inherits partly their weaknesses.

Layout Stability: In the force-directed layout approach, nodes can obtain completely different positions through small structural changes. Different local optima may result in reflected or rotated positions for parts of the graph. While this effect can also happen in our approach, it happens less frequently, due to the alignment with the reference layout.

Layout Ambiguity: As for the force-directed layout, it is often not clear whether the position and shape of a point cloud are due to the edge weights or due to the graph structure. Here, we see the need to incorporate more quantitative measures that would allow us to better convey the reason why a node is on this position. A simple way to do that would be to add noise on top of the incident edges of a single node, and see which influence this change has on its position.

Clearly, if the layout of a single graph sample does not convey the graph structure, e.g., if it looks like a hairball [31], then our approach is not likely to work either. Nevertheless, techniques [31] for untangling such complex structures are likely to work for our approach as well.

Computational Scalability: Our implementation of the force-directed method needs $O(n^2 + m + n^2 \cdot r)$, where $n$ is the number of nodes, $m$ the number of edges, and $r$ the number of iterations for stress majorization. While this only scales to graphs of medium size, other more scalable force-directed methods could be used as well [22]. The runtime to determine cluster regions for one node is on average $O(k \log k)$, where $k$ is the number of sampled graphs.

Perceptual Scalability: The more problematic limitation is in the visual distinction of the different node regions. The set of distinguishable colors is quickly exhausted, especially if the node regions are not connected. Our half-opened shapes (node clusters) allow us to search and select a limited number of distinguishable regions on top of splatting. Here, we see the need for better depiction techniques (set and distribution). In addition to that, tracing edges is hard and mapping to visual variables other than color is a big challenge. Note that the edge bundles reflect the connection between identical nodes in the graph. Thus, visual identification of single edges in such a bundle is typically not required, unless distribution and outliers of edge lines are of interest.

8 CONCLUSION AND FUTURE WORK

We have presented a novel approach for uncertain network visualization that maps probability distributions of edges to visually perceivable splats and shapes. In this context, we have explored many aspects of filtering and depicting a set of overlapping clusters of points while maintaining the visibility of the underlying network topology.

We have applied our approach to several data sets, i.e., synthetic data, protein–protein interaction data, and travel time data with geographic reference. While it is sometimes complicated to interpret the results, due to the alternation of nodes between positions, this also allowed us to assert problems of the underlying force-directed layout method. Although not developed for this purpose, we think that our visualization approach would help analyze the impact of parameters of graph layout techniques.

Further graph layout, coloring, and visualization methods need to be developed that consider the full spatial distribution of point clouds. After examining the influence of our layout and visualization techniques on various data sets, it remains to investigate its effectiveness and efficiency with controlled user experiments.
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