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Abstract

Classical functional data analysis (FDA) is based on directly observed random curves. However, in a more realistic setting such as for certain types of EEG data, the observations are perturbed by noise even strongly dependent noise. In this dissertation the influence of long memory noise on trend and covariance estimation, functional principal component analysis and two sample inference is investigated.

Firstly, the kernel estimation of trend function and covariance function in repeated time series with long memory errors is considered. Functional central limit theorem of estimated trend and estimated covariance is established. Since the main quantity of interest in FDA is the covariance, the trend plays the role of a nuisance parameter. Therefore, the orthogonal contrast transformation is proposed to eliminate the trend before estimating the covariance. In order to relax the constrain between the number of random curves and the number of sampling points on each curve, higher order kernels are used.

Secondly, we consider the estimation of eigenvalues, eigenfunctions (functional principal components) and functional principal component scores in FDA models with short or long memory errors. It turns out that there is no difference between short and long memory errors when considering the asymptotic distribution of estimated eigenvalues and estimated eigenfunctions. However, the asymptotic distribution of estimated scores and the rate of convergence differ significantly between weakly and strongly dependent errors. Moreover, long memory property not only lead to a slower rate of convergence, but the dependence of score estimators.

Thirdly, two sample inference for eigenspaces in FDA models with dependent errors is discussed. A test for testing the equality of subspaces spanned by a finite number of eigenfunctions is constructed and its asymptotic distribution under the null hypothesis is derived. This provides the basis for defining suitable test procedures. In order to obtain asymptotically exact rejection regions, the joint asymptotic distribution of the residual process is required. However, since the dimension of the subspace is in most cases very small, we propose to use a simple Bonferroni adjusted test. A more practical solution is a bootstrap test which is also applicable even for small samples.
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Chapter 1

Introduction

It is assumed that, in classical functional data analysis (FDA), one observes $n$ independent random curves \{\(X_1(t), ..., X_n(t)\)\} on the interval \([0, 1]\) directly. These $n$ independent random curves \{\(X_i(t)\)\} ($i = 1, ..., n$) are assumed to come from an underlying unknown stochastic process \(X(t) \in L^2[0, 1]\) with expectation \(\mu(t) = E[X(t)]\) and covariance function \(C(s, t) = \text{cov}(X(s), X(t))\). By Karhunen-Loève (K.L.) expansion, the random curves \(X_i(t)\) admit the form

\[
X_i(t) = \mu(t) + \sum_{l=1}^{\infty} \xi_{il} \phi_l(t) \quad (i = 1, ..., n)
\]

(1.1)

where the coefficients \{\(\xi_{il}\)\} ($i = 1, ..., n$, $l \in \mathbb{N}$) (functional principal component scores) are uncorrelated random variables with \(E[\xi_{il}] = 0\), \(E[\xi_{il}^2] = \lambda_l \geq 0\) and \(\sum \lambda_l < \infty\), the functions \{\(\phi_l(t)\)\} ($l \in \mathbb{N}$) are continuous real-valued functions on \([0, 1]\) that are pairwise orthogonal in \(L^2[0, 1]\). By Mercer’s theorem, \(C(s, t)\) can be written as

\[
C(s, t) = \sum_{l=1}^{\infty} \lambda_l \phi_l(s) \phi_l(t) \quad (s, t \in [0, 1])
\]

(1.2)

where \{\(\lambda_l\)\}, \{\(\phi_l(t)\)\} ($l \in \mathbb{N}$) denote the eigenvalues and the corresponding eigenfunctions (functional principal components) of the covariance operator \(C(y) = E[\langle (X - \mu), y \rangle (X - \mu)]\) ($y \in L^2[0, 1]$), \{\(\phi_l(t)\)\} ($l \in \mathbb{N}$) build an orthonormal \(L^2[0, 1]\)-basis.
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There are three basic questions about this classical FDA model (1.1), which are very important in analyzing the essential behavior of the underlying unknown random curve $X(t)$:

- How to estimate the trend function $\mu(t)$ and covariance function $C(s,t)$?
- How to estimate the eigenvalues $\lambda_i$, eigenfunctions $\phi_i(t)$ and the functional principal component scores of the observed sample paths $\xi_{il} = \xi_{il}(\omega)$?
- How to make the two sample inference for two independent functional samples $\{X_i^{(1)}(t)\}$ and $\{X_i^{(2)}(t)\}$?

There exists a huge number of literature on this classical FDA model where one can find satisfactory and successful methods to deal with the above three questions. For instance, monographs of Bosq (2000), Ferraty (2011), Ferraty and Romain (2011), Ferraty and Vieu (2006), Horváth and Kokoszka (2012), Ramsay and Silverman (2002, 2005) and Shi and Choi (2011) give the fundamental concepts and methods.


Many works on the estimation of $\lambda_i$, $\phi_i(t)$ and $\xi_{il}$ have also been reported. Bosq (2000) and Dauxois et al. (1982) consider the estimation of $\lambda_i$ and $\phi_i(t)$ and the corresponding central limit theorem. Johnstone and Lu (2009) give a counter
example if the regular conditions are not hold and propose different approaches to deal with non-smooth data. Under some additional conditions, Hall and Hosseini-Nasab (2006) and Hall and Hosseini-Nasab (2009) derive stochastic expansions of \( \lambda_t \) and \( \phi_t(t) \). Gervini (2008) propose the method by using functional median as a more robust measure of central tendency and also construct a robust estimation of \( \phi_t(t) \). A definition of the mode of the distribution of a random function is considered by Delaigle and Hall (2010) who also give the functional principal component expansions. Boente and Fraiman (2000) discuss the kernel based functional principal components analysis. Other contributions include Cardot (2000), Ma (2013), Ocana et al. (1999), Reiss and Ogden (2007) and Yang et al. (2011).

Since there are possibly different functional principal components’ structures, it may be different to work with two functional samples. Hall and Keilegom (2007) consider a bootstrap test of two samples with iid random errors. Fremdt et al. (2013) construct a robust test for the equality of the covariance structures in two functional samples. Benko et al. (2009) and Boente et al. (2011) construct a bootstrap test for testing these equalities in the situation without errors. Horváth et al. (2009) propose a method of comparing two functional linear models where the explanatory variables are functions and the response variables can be either scalars or functions. Panaretos et al. (2010) test whether the two functional samples of continuous independent identically Gaussian processes with zero mean have the same covariance or not. Horváth et al. (2013) discuss the two sample problem of dependent time series. Gromenko and Kokoszka (2012) construct a test for testing the equality of the mean functions of the curves from two disjoint spatial regions. Other contributions are given in Cuevas et al. (2004), Ferraty et al. (2007), Gabrys et al. (2010).

Most of these literature deal with the situation where the random curves \( X_i(t) \) are observed directly. However, as pointed out in Yao et al. (2003), Yao et al. (2005) and Yao (2007), in a more realistic setting, the observations may be perturbed by random noise. Yao (2007) therefore consider the question of nonparametric estimation in the FDA context where \( X_i(t) \) are randomly perturbed
by noises $\epsilon$ and series $Y_{ij} = X_i(t_j) + \epsilon_i(j)$ with independent identically distributed (iid) random errors $\epsilon_i(j)$ are observed (also see e.g. Cai and Yuan 2010, Hall et al. 2006, Ramsay and Ramsay 2002, and Staniswalis and Lee 1998). Typically it is assumed that, for fixed $i$, $\{\epsilon_i(j)\} (j \in \mathbb{N})$ are iid random variables. However, this assumption is too restrictive in some applications. In particular, for example for certain types of EEG signals, long memory properties in $\{\epsilon_i(j)\} (j \in \mathbb{N})$ can exist (see e.g. Bornas et al. 2013, Linkenkaer-Hansen et al. 2001, Parish et al. 2004, Nikulin and Brismar 2005, Watters 2000). We focus here on this situation, although the corresponding results can be derived in a more generally situation which includes the possibility of weakly dependence. The related inferences are our results in Beran and Liu (2014), Beran and Liu (2016) and Beran, Liu and Telkmann (2016).

In summary, the following situation will be discussed.

- The observations include $n$ independent time series $Y_i = (Y_{i1}, ..., Y_{iN}) (i = 1, ..., n)$ and each observation $Y_{ij}$ is defined by:
  \[ Y_{ij} = X_i(t_j) + \epsilon_i(j) \quad (t_j = j/N; = 1, ..., N), \tag{1.3} \]
  where $n$ is the number of curves, $N$ is the number of sampling points on each curve, $t_j = j/N$ denotes rescaled time.

- The random curves $X_1(t), ..., X_n(t)$ are assumed to come from an underlying random process $X(t) \in L^2[0,1]$ independently and by K.L. expansion, $X_i(t)$ can be written as:
  \[ X_i(t) = \mu(t) + \sum_{l=1}^{\infty} \xi_{il} \phi_l(t) \quad (t \in [0,1]) \tag{1.4} \]
  with covariance $cov(X(t), X(s)) = C(s, t) = \sum_l \lambda_l \phi_l(s) \phi_l(t)$ and expectation $E[X(t)] = \mu(t)$, where $\{\xi_{il}\} (i = 1, ..., n, l \in \mathbb{N})$ are uncorrelated random variables with mean 0 and variance $\lambda_l$ and $\sum \lambda_l < \infty$, $\{\lambda_l\}$ and $\{\phi_l(t)\} (l \in \mathbb{N})$ denote the eigenvalues and the corresponding eigenfunctions of the covariance operator $C$, $\{\phi_l(t)\} (l \in \mathbb{N})$ build an orthonormal $L^2[0,1]$-basis.

- Error processes $\{\epsilon_i(j)\} (j \in \mathbb{N})$ are stationary Gaussian with autocovariance
  \[ \gamma_{\epsilon}(k) = cov(\epsilon_i(j), \epsilon_i(j+k)) \sim c_0 |k|^{2d-1} \quad (k \rightarrow \infty) \tag{1.5} \]
and spectral density
\[ f(\lambda) = \frac{1}{2\pi} \sum_{k=-\infty}^{\infty} \gamma_k e^{ik\lambda} \sim c_f |\lambda|^{-2d} \]  
for some constants \( 0 < c_f, c_\gamma < \infty \) and \( d \in [0, \frac{1}{2}) \), where \( \sim \) has the meaning that the ratio of the left and right hand side goes to one. For the case \( d = 0 \), \( \{\epsilon_i(j)\} (j \in \mathbb{N}) \) is a short-range dependent time series. For the case \( d \in (0, \frac{1}{2}) \), \( \{\epsilon_i(j)\} (j \in \mathbb{N}) \) is a long-range dependent time series. The error processes are assumed to be independent with the scores \( \xi_{il} \).

Our main purpose in this thesis is to investigate and discuss the influence of short- and long-memory properties in errors on estimation of \( \mu(t) \), \( C(s,t) \), \( \lambda_l \), \( \phi_l(t) \), \( \xi_{il} \) and on the two functional sample inference. In this thesis, we only consider the equidistant sampling points case and Gaussian \( \epsilon_i(j) \) and Gaussian \( \xi_{il} \). The reason is that we mainly focus on the essential effect of short or long range dependence in the errors \( \{\epsilon_i(j)\} (j \in \mathbb{N}) \). A generalization to nonequidistant FDA models is also possible and the corresponding methods will be considered later. In fact, as pointed out by Menéndez et al. (2010) and Menéndez et al. (2013), for the case of single observed nonequidistant time series, some cautions with respect to the distribution of observational time points is needed while doing estimation.

For the nonparametric regression for single long-range dependent time series, one can refer to for example Beran and Feng (2002a,b,c), Beran and Shumeyko (2012), Csörgő and Mielniczuk(1995), Hall and Hart (1990), Ray and Tsay (1997) and Robinson (1997). Ghosh (2001) gives the first results on nonparametric trend function estimation in replicated long-range dependent time series. Generally, literature on FDA with dependent errors seems to be sparse. The first results on estimation of \( \mu(t) \) and \( C(s,t) \) in repeated time series under general dependence assumptions on \( \epsilon_i(j) \) appear in Beran and Liu (2014). The estimation of \( \lambda_l \), \( \phi_l(t) \) and \( \xi_{il} \) and their asymptotic behavior under long memory error processes is firstly considered by Beran and Liu (2016). Beran, Liu and Telkmann (2016) discuss the two sample inference problem in FDA models with weakly and strongly dependent errors. For a general and detailed overview on statistical inference for long-range dependent processes see e.g. Beran (1994), Beran (2010), Beran et al. (2013),

The thesis is organized as follows:


The aim of Chapter 3 is to obtain the mean $\mu(t)$ and covariance $C(s,t)$ estimation in FDA models with long memory error processes and the asymptotic behavior of these estimators. In the first step, one-dimensional boundary kernel estimation of $\mu(t)$ and two-dimensional boundary kernel estimation of $C(s,t)$ are defined. Then, the asymptotic mean, variance of estimated mean $\hat{\mu}(t)$ are obtained. Conditions needed to obtain a functional limit theorem for $\hat{\mu}(t)$ lead to the idea of using contrast transformations before estimating of $C(s,t)$. Therefore the asymptotic mean, asymptotic variance and the functional limit theorems for kernel estimators of $C(s,t)$ based on this contrast transformation model are discussed. A small simulation study illustrates the asymptotic results for $\hat{\mu}(t)$ comes at last.

The presentation of this chapter is similar to that of Beran and Liu (2014).

In Chapter 4, we estimate the eigenvalues $\lambda_l$, eigenfunctions (functional principal components) $\phi_l(t)$ and functional principal component scores $\xi_{il}$ based on the covariance estimator $\hat{C}(s,t)$ defined in Chapter 3. Asymptotic properties of estimated eigenvalues $\hat{\lambda}_l$ and eigenfunctions $\hat{\phi}_l(t)$ are derived for both short- and long-range dependent errors. Moreover, the asymptotic joint distribution of $\{\hat{\phi}_l(t)\}$ ($l = 1, ..., p$) which will be used by considering two sample inference is also discussed. The asymptotic joint distribution of $\{\xi_{il}\}$ ($l = 1, ..., p$) for each curve is obtained for the short- and long-range dependent errors cases respectively. Simulations illustrate the asymptotic results of $\hat{\lambda}_l$ and $\hat{\phi}_l(t)$ . This chapter is based on our previous work in Beran and Liu (2016).

Chapter 5 considers the two functional sample inference for eigenspaces in FDA
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with dependent errors. After recalling the basic results in Chapter 3 and Chapter 4, we construct a test for testing the equality of subspaces spanned by a finite number of eigenfunctions. The test is based on the residual process. Then, we derive the asymptotic null distribution. This provides the basis for defining suitable test procedures. However, in order to obtain reasonable rejection regions and to avoid the calculation of the joint asymptotic distribution of the residual process, we propose to use a simple Bonferroni adjusted test (since, in most cases, the dimension of the subspace is very small). A more practical solution - a bootstrap test - is also constructed. Simulations illustrate the results are discussed. This chapter is based on our previous results in Beran, Liu and Telkmann (2016).

We conclude this thesis with some concluding remarks in Chapter 6.
Chapter 2

Basics

This chapter serves to collect preliminary probabilistic properties and statistical methods in long memory processes and functional data analysis (FDA) that will be needed later in this thesis. For the sake of completeness, we include these materials.

In section 2.1, we cite some well-known basic definitions and results in long memory processes. In fact, these results can be found in various textbooks and research monographs, e.g. Beran (1994), Beran et al. (2013), Doukhan et al. (2003), Giraitis et al. (2012) and Robinson (2003).

Section 2.2 briefly reviews some fundamental concepts and facts about FDA. They are also well-known, see e.g. Bosq (2000), Ferraty and Vieu (2006), Horváth and Kokoszka (2012) and Ramsay and Silverman (2005).

2.1 Long memory processes

We will introduce the definition of (linear) dependence structures in this section (see Beran et al. 2013 pages 20 and 30).

**Definition 2.1.** Let \( \{X_t\} \in \mathbb{R} \ (t \in \mathbb{Z}) \) be a stochastic process. \( \{X_t\} \) is said to be strictly stationary if for all \( k, l \in \mathbb{N} \) and \( t_1, \ldots, t_l \in \mathbb{Z} \) the joint distributions of \( (X_{t_1}, \ldots, X_{t_l}) \) and \( (X_{t_1+k}, \ldots, X_{t_l+k}) \) are same.

**Definition 2.2.** Let \( \{X_t\} \in \mathbb{R} \ (t \in \mathbb{Z}) \) be a stochastic process with \( E[X_t^2] < \infty \)
(t ∈ Z). Define \( \mu_t = E[X_t] \); then the function

\[
\gamma_X : \mathbb{Z} \times \mathbb{Z} \to \mathbb{R} \\
(s,t) \mapsto \gamma_X(s,t) = \text{cov}(X_s, X_t) = E[(X_s - \mu_s)(X_t - \mu_t)]
\]

is called autocovariance function of \( \{X_t\} \).

**Definition 2.3.** Let \( \{X_t\} \in \mathbb{R} \) (t ∈ Z) be a stochastic process with \( E[X_t^2] < \infty \) (t ∈ Z). Then \( \{X_t\} \) is said to be weakly stationary if

(i) \( \exists \mu \in \mathbb{R} : E[X_t] = \mu \) for all \( t \in \mathbb{Z} \),

(ii) \( \gamma_X(s,t) = \gamma_X(t-s,0) =: \gamma_X(t-s) \) for all \( s,t \in \mathbb{Z} \).

**Definition 2.4.** Let \( \{X_t\} \in \mathbb{R} \) (t ∈ Z) be a weakly stationary stochastic process with autocovariance function \( \gamma_X(k) \). Then \( \{X_t\} \) is said to exhibit (linear)

(i) short-range dependence if \( 0 < \sum_{k=-\infty}^{\infty} \gamma_X(k) < \infty \),

(ii) long-range dependence if \( \sum_{k=-\infty}^{\infty} \gamma_X(k) = \infty \),

(iii) antipersistence if \( \sum_{k=-\infty}^{\infty} \gamma_X(k) = 0 \).

**Definition 2.5.** Let \( \{X_t\} \in \mathbb{R} \) (t ∈ Z) be a weakly stationary stochastic process with autocovariance function \( \gamma_X(k) \), then the function

\[
f_X : [-\pi, \pi] \to \mathbb{R} \\
\lambda \mapsto f(\lambda) = \frac{1}{2\pi} \sum_{k=-\infty}^{\infty} \gamma_X(k) e^{-ik\lambda}
\]

is called spectral density function of \( \{X_t\} \).

In the following several chapters, for simplicity of presentation, long-range (short-range) dependence is characterized by

\[
\gamma(k) = \text{cov}(X_j, X_{j+k}) \sim \frac{c_\gamma}{|k|^{2d-1}} \quad \text{as} \quad k \to \infty
\]

for some constants \( d \in (0, \frac{1}{2}) \) (d = 0) and \( 0 < c_\gamma < \infty \). For the spectral density \( f(\lambda) \), this corresponds to

\[
f(\lambda) \sim \frac{c_f}{|\lambda|^{-2d}} \quad \text{as} \quad |\lambda| \to 0
\]

for some constants \( d \in (0, \frac{1}{2}) \) (d = 0) and \( 0 < c_f < \infty \).
Example 2.1. Let \( \{X_t\} \in \mathbb{R} \ (t \in \mathbb{Z}) \) be a weakly stationary stochastic process with
\[
X_t = \sum_{j=0}^{\infty} a_j \epsilon_{t-j},
\]
where \( \epsilon_t \) are uncorrelated zero mean random variables, \( \sigma^2 = \text{var}(\epsilon_t) < \infty \), and
\[
a_j = (-1)^j C^j_{-d} = (-1)^j \frac{\Gamma(1-d)}{\Gamma(j+1)\Gamma(1-d-j)}
\]
with \(-0.5 < d < 0.5\). Then \( a_j \) are the coefficients in the power series representation
\[
A(z) = (1 - z)^{-d} = \sum_{j=0}^{\infty} a_j z^j.
\]
Therefore, the spectral density of \( X_t \) is given by
\[
f_X(\lambda) = \frac{\sigma^2}{2\pi} |A(e^{-i\lambda})|^2 = \frac{\sigma^2}{2\pi} |2(1 - \cos \lambda)|^{-d} \sim \frac{\sigma^2}{2\pi} |\lambda|^{-2d}.
\]
Thus, we obtain short-range dependence for \( d = 0 \) (and in fact uncorrelated observations), long-range dependence for \( 0 < d < 0.5 \). If \( \epsilon_t \) are independent, then \( \{X_t\} \) is called a fractional ARIMA\((0,d,0)\) process.

2.2 Functional data analysis

First, we consider some concepts on a Hilbert space (see Horváth and Kokoszka 2012 pages 21 and 22).

Let \( \mathbb{H} \) be a separable Hilbert space (i.e. a Hilbert space with a countable basis \( \{e_i, i \in \mathbb{Z}\} \)) with inner product \( \langle \cdot, \cdot \rangle \) which generates the norm \( \|\cdot\| \).

Definition 2.6. Denote by \( \mathcal{L} \) the space of bounded linear operators on \( \mathbb{H} \) with the norm
\[
\|A\|_\mathcal{L} = \sup_{x \in \mathbb{H}, \|x\| \leq 1} \{\|A(x)\|\}.
\]
An operator \( A \in \mathcal{L} \) is said to be compact if there exists two orthonormal bases \( \{u_l\} \) and \( \{v_l\} \), and a real (positive) sequence \( \{\lambda_l\} \) converging to zero, such that
\[
A(x) = \sum_{l=1}^{\infty} \lambda_l \langle x, u_l \rangle v_l \quad (x \in \mathbb{H}).
\]
Remark 2.1. (1) The $\lambda_j$ are assumed positive because one can replace $v_j$ by $-v_j$ if needed.

(2) The representation in Definition 2.6 is called the singular value decomposition, where $\{\lambda_l\}$ are called the singular values of the operator $A$.

Definition 2.7. A compact operator $A \in L$ admitting above representation in Definition 2.6 is said to be a Hilbert-Schmidt operator if

$$\sum_{l=1}^{\infty} \lambda_l^2 < \infty.$$

Remark 2.2. The space $S$ of Hilbert-Schmidt operators is a separable Hilbert space with the scalar product

$$\langle A_1, A_2 \rangle_S = \sum_{i=1}^{\infty} \langle A_1(e_i), A_2(e_i) \rangle \quad (A_1, A_2 \in S),$$

where $\{e_i\}$ is an arbitrary orthonormal basis.

Definition 2.8. An operator $A \in L$ is said to be symmetric if

$$\langle A(x), y \rangle = \langle x, A(y) \rangle \quad (x, y \in H),$$

and positive-definite if

$$\langle A(x), x \rangle \geq 0 \quad (x \in H).$$

Remark 2.3. A symmetric positive-definite Hilbert-Schmidt operator $A$ admits the decomposition, by Hilber-schmidt theorem,

$$A(x) = \sum_{l=1}^{\infty} \lambda_l \langle x, \phi_l \rangle \phi_l, \quad x \in H$$

with orthonormal $\phi_l$ which are the eifenfunctions of $A$, i.e. $A(\phi_l) = \lambda_l \phi_l$, and the corresponding eigenvalues $\lambda_l$ be positive and which converge to zero.

Definition 2.9. Denote by $L^2 = L^2([0, 1])$ the separable Hilbert space of measurable real-valued square integrable functions on $[0, 1]$ with the inner product, for $x, y \in L^2$,

$$\langle x, y \rangle = \int_0^1 x(t)y(t)dt.$$
Remark 2.4. In this thesis, we consider the random function $X$ defined on some probability space $(\Omega, \mathcal{F}, P)$, which can be viewed as a random element of $L^2$ equipped with the Borel $\sigma$-algebra $\mathcal{B}_{L^2}$, i.e. at time $t \in [0, 1]$

$$X : (\Omega, \mathcal{F}, P) \to (L^2, \mathcal{B}_{L^2})$$

$$w \mapsto X(t, w)$$

Now, the definition of mean and covariance of random elements in $L^2$ can be given as follows (see Horváth and Kokoszka 2012 pages 23 and 24 or Bosq 2000 page 18).

Definition 2.10. Let $X = \{X(t), t \in [0, 1]\}$ be a random function in $L^2$. If $X$ is integrable i.e.

$$E\|X\| = E \left[ \int_0^1 X^2(t)dt \right]^{1/2} < \infty$$

for all $t \in [0, 1]$, then the mean function of $X(t)$ is defined by the unique function $\mu(t) \in L^2$ such that

$$E\langle y, X \rangle = \langle y, \mu \rangle$$

for any $y \in L^2$. It follows that $\mu(t) = E[X(t)]$ for almost all $t \in [0, 1]$.

Definition 2.11. Let $X = \{X(t), t \in [0, 1]\}$ be a random function in $L^2$. If $X$ is square integrable, i.e.

$$E\|X\|^2 = E \left[ \int_0^1 X^2(t)dt \right] < \infty,$$

and $E[X(t)] = \mu(t)$ the covariance operator of $X$ is defined by

$$C(y) = E[\langle (X - \mu), y \rangle (X - \mu)] \quad y \in L^2$$

and the covariance function of $X$ is defined by

$$C(s, t) = E[(X(s) - \mu(s))(X(t) - \mu(t))].$$

Remark 2.5. (1) It is easy to see that $C(\cdot)$ is an integral operator and the covariance function $C(s, t)$ is its kernel, i.e.

$$C(y)(t) = \int_0^1 C(s, t)y(s)ds.$$
The covariance operator $C(\cdot)$ can be viewed as a bounded symmetric positive-definite Hilbert-Schmidt operator on $L^2$,

$$C : L^2 \rightarrow L^2$$

$$X(t,w) =: x_1(t) \mapsto C(x_1)(t) := E[(X(s) - \mu(s), x_1(s))(X(t) - \mu(t))]$$

The following Mercer’s theorem is frequently used in this thesis, which is a representation of a symmetric positive-definite function on a square as a sum of a convergent sequence of product functions. See for instance Horváth and Kokoszka (2012) page 23 or Bosq (2000) pages 24 and 25.

**Theorem 2.1.** Let $C(s,t)$ be a covariance function continuous on $[0,1]^2$ and $C(\cdot)$ be the corresponding integral operator. Then there exists a sequence $\{\phi_l(t)\}$ of continuous functions on $[0,1]$ and a decreasing sequence $\{\lambda_l\}$ of nonnegative numbers such that

$$C(\phi_l(t)) = \int_0^1 C(s,t)\phi_l(s)ds = \lambda_l \phi_l(t) \quad (t \in [0,1], l \in \mathbb{N}),$$

and

$$\int_0^1 \phi_{l_1}(t)\phi_{l_2}(s)ds = \delta_{l_1,l_2} = \begin{cases} 1, & l_1 = l_2 \\ 0, & l_1 \neq l_2 \end{cases} \quad (l_1, l_2 \in \mathbb{N}).$$

Moreover,

$$C(s,t) = \sum_{l=1}^{\infty} \lambda_l \phi_l(s)\phi_l(t) \quad (s,t \in [0,1]), \quad (2.1)$$

where the series converges uniformly on $[0,1]^2$; hence

$$\sum_{l=1}^{\infty} \lambda_l = \int_0^1 C(t,t)dt < \infty.$$

**Remark 2.6.**

1. $\{\phi_l(t)\}$ and $\{\lambda_l\}$ are the corresponding eigenfunctions and eigenvalues of the covariance operator $C$.

2. An operator $C \in \mathcal{L}(L^2)$ is a covariance operator if and only if it is compact, symmetric, positive-definite and the sum of its eigenvalues is finite, i.e. $\sum_{l=1}^{\infty} \lambda_l < \infty$.

The following Karhunen-Loève (K.L.) expansion provides an explicit form of the random curve (see Horváth and Kokoszka 2012 page 25 or Bosq 2000 page 25). It is interesting in itself and will be used in the sequel of this thesis.
Theorem 2.2. Let $X = \{X(t), t \in [0,1]\}$ be zero mean measurable random processes in $L^2$ with continuous covariance function $C(s,t)$. Then

$$X(t) = \sum_{l=1}^{\infty} \xi_l \phi_l(t) \quad (t \in [0,1]),$$

where $\{\xi_l\}$ is a sequence of real valued zero mean random variables such that

$$E[\xi_{l_1}\xi_{l_2}] = \lambda_{l_1}\delta_{l_1,l_2} \quad (l_1, l_2 \in \mathbb{N}),$$

and where the sequences $\{\phi_l(t)\}$ and $\{\lambda_l\}$ are the eigenfunctions and eigenvalues of $C(s,t)$ as defined in the Mercer’s Theorem 2.1. The series in (2.2) converges uniformly with respect to the $L^2(\Omega,\mathcal{F},P)$-norm.

Remark 2.7. In this thesis, in order to focus on the main quantity, we will assume that $\{\xi_l\}$ ($l \in \mathbb{N}$) are Gaussian random variables.
Chapter 3

Estimation of trend $\mu(t)$ and covariance $C(s,t)$

In this chapter, we consider the estimation of trend function $\mu(t)$ and covariance function $C(s,t)$ in repeated time series models typically encountered in functional data analysis (FDA) with the modification that the random curves are perturbed by random noise. The random noise processes may exhibit short- or long-range dependence. The one-dimensional boundary kernel estimation of $\mu(t)$ and two-dimensional boundary kernel estimation of $C(s,t)$ are defined. Functional central limit theorem of the estimated trend and estimated covariance is established. Since $\mu(t)$ plays the role of a nuisance parameter that is of no interest when the focus is on $C(s,t)$ only, it is wise to eliminate it before estimating $C(s,t)$. The elimination of $\mu(t)$ can be done without any asymptotic loss of efficiency by using orthonormal contrast transformations. In the sense that, under the Gaussian assumption, the contrast transformed model is equivalent in distribution to the original model. In order to relax the restriction between the number of random curves and the number of sampling points on each curve, higher order kernels are used and additional differentiability assumptions on covariance are imposed while estimating $C(s,t)$. A simple simulation example is given to illustrate the derived asymptotic properties of estimated trend function. This chapter is based on our previous results in Beran and Liu (2014).
CHAPTER 3. ESTIMATION OF TREND $\mu(T)$ AND COVARIANCE $C(S,T)$

3.1 Models and estimators

In this section, we give a detailed explanation of the FDA model with dependent errors. Moreover, the one-dimensional boundary kernel estimation of $\mu(t)$ and two-dimensional boundary kernel estimation of $C(s,t)$ are defined.

3.1.1 Models

We consider the FDA model with long memory errors which is briefly explained in Chapter 1.

The observations which consist of $n$ independent time series $Y_i = (Y_{i1},...,Y_{iN})$ $(i=1,...,n)$ are defined by

$$Y_{ij} = X_i(t_j) + \epsilon_i(j) \quad (i=1,...,n; j=1,...,N) \quad (3.1)$$

where $t_j = j/N$ denotes rescaled time, $n$ is number of random curves, $N$ is the number of sampling points on each curve (as mentioned in Chapter 1, in order to focus on the essential effect of dependent structure in error processes, we only consider the equidistant case), $\{\epsilon_i(j)\}_{j \in N}$ is a random error process.

The random curves $X_i(t)$ are assumed to come from an underlying random process $X(t) \in L^2[0,1]$ with continuous expectation $\mu(t) = E[X(t)]$ and continuous covariance $C(s,t) = cov(X(s),X(t))$.

By Mercer’s theorem (Theorem 2.1), $C(s,t)$ can be written as

$$C(s,t) = \sum_{l=1}^{\infty} \lambda_l \phi_l(s) \phi_l(t) \quad (s,t \in [0,1]) \quad (3.2)$$

where $\{\lambda_l\}, \{\phi_l(t)\} (l \in \mathbb{N})$ denote the eigenvalues and the corresponding eigenfunctions (functional principal components) of the covariance operator $C(y) = E[\langle (X - \mu), y \rangle (X - \mu)] (y \in L^2[0,1]), \{\lambda_l\}$ be a decreasing sequence of nonnegative numbers with $\sum \lambda_l < \infty, \{\phi_l(t)\}$ are the continuous real-valued functions on $[0,1]$ which build an orthonormal $L^2[0,1]$-basis.

By Karhunen-Loève (K.L.) expansion (Theorem 2.2), the random curve $X_i(t)$ has the form

$$X_i(t) = \mu(t) + \sum_{l=1}^{\infty} \xi_l \phi_l(t) \quad (t \in [0,1]) \quad (3.3)$$
where the coefficients \( \{\xi_{il}\} \) (functional principal scores) are random variables such that

\[ E[\xi_{il}] = 0 \]

and

\[ E[\xi_{il,1}\xi_{il,2}] = \lambda_l \delta_{l,1,l,2}, \]

\( \{\epsilon_i(j)\} (j \in \mathbb{N}) \) are independent of \( \{\epsilon_{i'}(j)\} (j \in \mathbb{N}) \) for \( i \neq i' \), \( \{\xi_{il}\} (l \in \mathbb{N}) \) are independent of \( \{\epsilon_{i'}(j)\} (j \in \mathbb{N}) \) for all \( i, i' \in \{1, ..., n\} \).

In contrast to classical FDA, the error processes \( \{\epsilon_i(j)\} (j \in \mathbb{N}) \) will be assumed to be existing and be dependent. Instead, asymptotic results for estimators of \( \mu(t) \), \( C(s,t) \) (Chapter 3), \( \lambda_l \), \( \phi_l(t) \), \( \xi_{il} \) (Chapter 4) and two functional sample inference (Chapter 5) will be derived under the condition that \( \{\epsilon_i(j)\} (j \in \mathbb{N}) \) are stationary Gaussian and short- or long-range dependent. This means that the spectral density of \( \{\epsilon_i(j)\} (j \in \mathbb{N}) \) has the form

\[
f(\lambda) = \frac{1}{2\pi} \sum_{k=-\infty}^{\infty} \gamma_\epsilon(k) e^{ik\lambda} \sim \frac{c_f}{|\lambda|^{2d}}
\]

for some constants \( 0 < c_f < \infty \) and \( d \in [0, \frac{1}{2}) \), where “\( \sim \)” means that the ratio of the left and right hand side tends to one. For \( d = 0 \), (3.4) implies short memory characterized by \( 0 < \sum_{k \in \mathbb{Z}} \gamma_\epsilon(k) < \infty \), whereas for \( 0 < d < \frac{1}{2} \) we have long memory with non-summable autocovariances of the form

\[
\gamma_\epsilon(k) = \text{cov}(\epsilon_i(j), \epsilon_i(j+k)) \sim \frac{c_\gamma}{k^{2d-1}}
\]

for some constant \( 0 < c_\gamma < \infty \) (as discussed in Chapter 1).

More specifically, the following assumptions and conditions on the model will be used:

- (A1) The eigenfunctions of the covariance \( \{\phi_l(t)\} (l \in \mathbb{N}) \) are uniformly continuous and consist an orthonormal basis of \( L^2[0,1] \).
- (A2) The functional principal component scores \( \{\xi_{il}\} (i,l \in \mathbb{N}) \) are assumed to be independent Gaussian variables with \( E[\xi_{il}] = 0 \), \( E[\xi_{il}^2] = \lambda_l \geq 0 \) and \( \sum \lambda_l < \infty \).
• (A3) For each \( i \), \( \{ \epsilon_i(j) \} \ (j \in \mathbb{N}) \) is assumed to be a stationary Gaussian process with zero mean and spectral density \( f_\epsilon(\lambda) \) satisfying (3.4) or autocovariance \( \gamma_\epsilon(k) \) satisfying (3.5), which means that the errors are short memory processes for \( d = 0 \) and long memory processes for \( d \in \left( 0, \frac{1}{2} \right) \).

• (A4) The error processes \( \{ \epsilon_i(j) \} \ (j \in \mathbb{N}) \) and \( \{ \epsilon_{i'}(j) \} \ (j \in \mathbb{N}) \) are assumed to be independent for \( i \neq i' \), and the functional principal scores \( \{ \xi_{il} \} \ (l \in \mathbb{N}) \) are assumed to be independent of the error processes \( \{ \epsilon_{i'}(j) \} \ (j \in \mathbb{N}) \) for all \( i, i' \in \{1, \ldots, n\} \).

• (M1) The mean of the unknown underlying random function \( \mu(t) \) is assumed to be twice continuously differentiable on \([0, 1]\), i.e. \( \mu \in C^2[0, 1] \).

• (M2) The covariance of the unknown underlying random function \( C(s, t) \) is assumed to be twice continuously differentiable on \([0, 1]^2\), i.e. \( C \in C^2[0, 1]^2 \).

3.1.2 Definition of the estimators

Let the observations \( Y_{ij} \ (i = 1, \ldots, n, \ j = 1, \ldots, N) \) be given by (3.1), (3.3) and (3.4) or (3.5). Now we give the definition of the one-dimensional kernel estimator of \( \mu(t) \) and the two-dimensional kernel estimator of \( C(s, t) \).

Let \( K_1(u) \), \( K_2(u, v) \) be two kernel functions with support \([-1, 1]\) and \([-1, 1]^2\) respectively. By using the notation \( \bar{y}_j = n^{-1} \sum_{i=1}^{n} Y_{ij} \), the one-dimensional kernel estimator of \( \mu(t) \) based on kernel \( K_1(u) \) is defined by

\[
\hat{\mu}(t) = \frac{1}{N b} \sum_{j=1}^{N} K_1 \left( \frac{t - t_j}{b} \right) \bar{y}_j. \tag{3.6}
\]

Since the bandwidth \( b \) will be a function of \( N \), we may write \( b = b_N \).

For the covariance function of each time series \( Y_i = (Y_{i1}, \ldots, Y_{iN})^T \ (i = 1, \ldots, n) \), note that, under the independent assumption of \( \xi_{il} \) and \( \epsilon_i(j) \), we have

\[
cov(Y_{ij}, Y_{ik}) = \cov(X(t_j), X(t_k)) + \cov(\epsilon_i(j), \epsilon_i(k)),
\]

and

\[
E \left[ (Y_{ij} - \hat{\mu}(t_j))(Y_{ik} - \hat{\mu}(t_k)) \right] \approx \cov(X(t_j), X(t_k)) + \cov(\epsilon_i(j), \epsilon_i(k)).
\]
Using the notation
\[ C_{ijk} = (Y_{ij} - \hat{\mu}(t_j))(Y_{ik} - \hat{\mu}(t_k)) \]
the two-dimensional kernel estimator of \( C(s, t) \) based on kernel \( K_2(u, v) \) can be defined as
\[
\hat{C}(s, t) = \frac{1}{(Nb)^2} \sum_{j,k=1}^{N} K_2 \left( \frac{s - t_j}{b}, \frac{t - t_k}{b} \right) n^{-1} \sum_{i=1}^{n} C_{ijk}
\] (3.7)
\[
= \frac{1}{(Nb)^2} \sum_{j,k=1}^{N} K_2 \left( \frac{s - t_j}{b}, \frac{t - t_k}{b} \right) \bar{C}_{jk},
\]
where \( \bar{C}_{jk} = n^{-1} \sum_{i=1}^{n} C_{ijk} \).

In order to deal with the boundary effect which is typically encountered in kernel regression, the kernel estimator \( \hat{\mu}(t) \) given by (3.6) will be modified by using boundary kernels. Specifically, we use left boundary kernel \( K_{left}^{(c)}(t) \) for boundary points \( t = cb \in [0, b) \) (with \( 0 \leq c < 1 \)) and right boundary kernels \( K_{right}^{(c)}(t) \) for boundary points \( t = 1 - cb \in (1 - b, 1] \) (with \( 0 \leq c < 1 \)). The definition of the boundary kernel estimation will be given below in equation (3.10). Boundary kernels are used to make sure that the bias \( B_{N,b}(t) = E[\hat{\mu}(t)] - \mu(t) \) at boundary points \( t \in [0, b) \cup (1 - b, 1] \) and that at interior points \( t \in [b, 1 - b] \) have the same order \( O(b^2) \) (without boundary correction the order is \( O(b) \)). For details on boundary kernels one can refer for instance Gasser and Müller (1979), Gasser et al. (1985), Müller (1991), Müller and Wang (1994) and Beran and Feng (2002c).

Specifically the following assumptions on the kernels will be used:

- (K1) Let \( K_1(t) \) be a symmetric probability density function with support \([-1, 1]\) such that
  \[
  0 < \beta_1 = \int_{-1}^{1} K_1(t)t^2 dt < \infty. 
  \] (3.8)

- (K2) Let
  \[
  K_{left}^{(1)}(t) = K_1(t). 
  \]

Let \( K_{left}^{(c)}(t) \ (c \in [0, 1)) \) denote functions with support \([-1, c]\) such that
\[
\int_{-1}^{c} K_{left}^{(c)}(t) dt = 1, \int_{-1}^{c} K_{left}^{(c)}(t) t dt = 0, \beta_c := \int_{-1}^{c} K_{left}^{(c)}(t)^2 dt \neq 0. 
\] (3.9)
Moreover, $K_{\text{right}}^{(c)}(t) \ (c \in [0,1])$ are functions with support $[-c,1]$ defined by

$$K_{\text{right}}^{(c)}(t) = K_{\text{left}}^{(c)}(-t).$$

- (K3) The one-dimensional boundary kernels $K_{1,b} \ (b \in (0,\frac{1}{2}))$ are functions with support $[-1,1]$ defined by

$$K_{1,b}(t) = K_1(t) \quad (t \in [b,1-b]),$$

$$K_{1,b}(t) = K_{\text{left}}^{(c)}(t) \quad (t = cb, \ 0 \leq c < 1),$$

$$K_{1,b}(t) = K_{\text{right}}^{(c)}(t) \quad (t = 1-cb, \ 0 \leq c < 1),$$

$$K_{1,b}(t) = 0 \quad (|t| > 1).$$

- (K4) For any $c \in [0,1)$, $K_{\text{left}}^{(c)}(t)$ and $K_{\text{right}}^{(c)}(t)$ are almost everywhere continuously differentiable.

- (K5) There exists a positive and finite constant $C_K$ such that for all $c \in [0,1)$,

$$\left\| K_{\text{left}}^{(c)}(t) \right\|^2 = \int_{-1}^1 \left[ K_{\text{left}}^{(c)}(t) \right]^2 dt < C_K.$$  

- (K6) The two-dimensional boundary kernel $K_{2,b}(s,t)$ is defined to be the product of $K_{1,b}(t)$

$$K_{2,b}(s,t) = K_{1,b}(s)K_{1,b}(t).$$

The one-dimensional boundary kernel estimator of $\mu(t)$ based on $K_{1,b}$ is defined by:

$$\hat{\mu}(t) = \frac{1}{Nb} \sum_{j=1}^N K_{1,b}\left( \frac{t-t_j}{b} \right)\bar{y}_j. \quad \text{(3.10)}$$

The two-dimensional boundary kernel estimator of $C(s,t)$ based on $K_{2,b}$ is defined by:

$$\hat{C}(s,t) = \frac{1}{(Nb)^2} \sum_{j,k=1}^N K_{2,b}\left( \frac{s-t_j}{b}, \frac{t-t_k}{b} \right)\bar{C}_{jk}. \quad \text{(3.11)}$$

Define the following notation

$$\beta(t) = \beta_1 \cdot 1\{0 < t < 1\} + \beta_0 \cdot 1\{t \in \{0,1\}\} \quad \text{(3.12)}$$

where $\beta_1$ and $\beta_0$ are defined in (3.8) and (3.9) respectively. This notation will be used in calculating the asymptotic approximation for the bias of $\hat{\mu}(t)$ and $\hat{C}(s,t)$. 
Due to \( b_N \to 0 \) as \( N \to \infty \), \( t \) is an interior point asymptotically except for \( t = 0, 1 \). This is the reason that we distinguish \( t \in (0, 1) \) from \( t \in \{0, 1\} \).

For \( 0 < d < \frac{1}{2} \), we will use the following several notations

\[
V_{d, \text{interior}} = \int_{-1}^{1} \int_{-1}^{1} |x - y|^{2d-1} K_1(x)K_1(y) \, dx \, dy,
\]

\[
V_{d,1} = \int_{-1}^{1} \int_{-1}^{1} |x - y|^{2d-1} K_{t_{\text{eft}}}(x)K_1(y) \, dx \, dy,
\]

\[
V_{d,2} = \int_{-1}^{1} \int_{-1}^{1} |x - y|^{2d-1} K_{t_{\text{eft}}}(x)K_{t_{\text{eft}}}(y) \, dx \, dy,
\]

\[
V_{d,3} = \int_{-1}^{1} \int_{-1}^{1} |x - y|^{2d-1} K_{t_{\text{eft}}}(x)K_{t_{\text{eft}}}(y) \, dx \, dy,
\]

and

\[
V_d(s, t) = V_{d, \text{interior}}1\{0 < s, t < 1\} + V_{d,1}1\{(s, t) \text{ or } (t, s) \in \{0, 1\} \times (0, 1)\}
+ V_{d,2}1\{(s, t) = (0, 0) \text{ or } (1, 1)\} + V_{d,3}1\{(s, t) = (0, 1) \text{ or } (1, 0)\}.
\]

This notation \( V_d(s, t) \) (\( s, t \in [0, 1] \)) will be used in calculating the asymptotic approximation for the variance of \( \hat{\mu}(t) \) and \( \hat{C}(s, t) \). Note that, if \( s \) and/or \( t \) are equal to zero or one, then boundary kernels with \( c = 0 \) will be used. This is the reason for distinguishing the four cases. However, this occurs only at the very edge of the region \([0, 1]^2\), i.e. for \( s, t \notin (0, 1) \). Since \( b_N \to 0 \) as \( N \to \infty \), all other points (i.e. \( s, t \in (0, 1) \)) are asymptotically interior points.

### 3.2 Asymptotic distribution of \( \hat{\mu}(t) \)

This section considers the asymptotic expectation, asymptotic variance and weak convergence of \( \hat{\mu}(t) \).

#### 3.2.1 Expected value and variance of \( \hat{\mu}(t) \)

Note that the bias of \( \hat{\mu}(t) \) is a linear function of the observations \( Y_{ij} = \mu(t_j) + \sum_{l=1}^{\infty} \xi_l \phi_l(t_j) + \epsilon_i(j) \) given a one-dimensional boundary kernel function \( K_{1,b}(t) \) and a bandwidth \( b \). Note that \( E[Y_{ij}] = \mu(t_j) \), the bias of \( \hat{\mu}(t) \) is equal to

\[
B_{N,b}(t) = E[\hat{\mu}(t)] - \mu(t) = \frac{1}{Nb} \sum_{j=1}^{N} K_{1,b} \left( \frac{t - t_j}{b} \right) \mu(t_j) - \mu(t).
\]
Thus, given $N$ and a corresponding bandwidth $b$, $B_{N,b}(t)$ does not depend on the random functions $\sum_{i=1}^{\infty} \xi_i \phi_i(t)$ and the dependence structure of $\epsilon_i(j)$. Therefore, the asymptotic expression for $B_{N,b}(t)$ follows by standard arguments and has the order $O(b^2)$. For the variance of $\hat{\mu}(t)$ one can see that, under the assumption that $n \to \infty$, the dominating term is in order $O(n^{-1})$ and is not influenced asymptotically by the dependence structure of $\epsilon_i(j)$. More specifically, these asymptotic properties can be summarized as the following theorem.

**Theorem 3.1.** Let $Y_{ij}$ be defined by (3.1), (3.3) and (3.4) or (3.5). Assume that (A1), (A2), (A3), (A4), (K1), (K2), (K3), (K5) and (M1) hold. The estimation of trend function is defined in (3.10). Moreover, let

$$n \to \infty, N \to \infty, b \to 0, Nb^3 \to \infty.$$  \hspace{1cm} (3.13)

Then, for any $t \in [0, 1]$,

$$E[\hat{\mu}(t)] - \mu(t) = C_{\text{bias}}(t)b^2 + o(b^2) + O((Nb)^{-1})$$

$$= C_{\text{bias}}(t)b^2 + o(b^2),$$

$$C_{\text{bias}}(t) = \frac{1}{2} \mu''(t) \beta(t),$$

with $\beta(t)$ defined in (3.12) and all $O(\cdot)$ and $o(\cdot)$ terms uniform in $t \in [0, 1]$.

Furthermore,

- if $0 < d < \frac{1}{2}$, then

$$\text{var}[\hat{\mu}(t)] = n^{-1} C_{\text{var}}(t) \left[ 1 + O \left( (Nb)^{2d-1} \right) + O \left( (Nb)^{-1} \right) \right]$$

$$= n^{-1} C_{\text{var}}(t) \left[ 1 + O \left( (Nb)^{2d-1} \right) + O \left( b^2 \right) \right],$$

- if $d = 0$, then

$$\text{var}[\hat{\mu}(t)] = n^{-1} C_{\text{var}}(t) \left[ 1 + O \left( (Nb)^{-1} \right) + O \left( b^2 \right) \right],$$

with

$$C_{\text{var}}(t) = \sum_{l=1}^{\infty} \lambda_l \phi_l^2(t),$$

where all $O(\cdot)$ and $o(\cdot)$ terms are uniform in $t \in [0, 1]$. 
Remark 3.1. The arguments in Theorem 3.1 can easily be extended to higher order kernel estimator. For estimating of derivatives of \( \mu(t) \), one can also easily obtain the corresponding results. Moreover, the corresponding results can be extended to local polynomial estimators due to their representation based on asymptotically equivalent kernels (see e.g. Gasser et al. 1985, Lejeune 1985, Müller 1987, 1988, Lejeune and Sarda 1992, Fan 1992, Ruppert and Wand 1994, Feng 1999, 2004).

Remark 3.2. Theorem 3.1 can also be extended to the case of a nonequidistant design, provided that \( \hat{\mu}(t) \) is replaced either by the Nadaraya-Watson estimator
\[
\hat{\mu}(t) = \left[ \sum_{j'=1}^{N} K_{1,b} \left( \frac{t - t_{j'}}{b} \right) \right]^{-1} \sum_{j=1}^{N} K_{1,b} \left( \frac{t - t_{j}}{b} \right) \bar{y}_{j}.
\]
or a local polynomial estimator (see e.g. Fan and Gijbels 1996).

3.2.2 Weak convergence of \( \hat{\mu}(t) \) in \( C[0,1] \)

We first define two sequences of processes:
\[
Z_{n,N}^{0}(t) = \sqrt{n} (\hat{\mu}(t) - E[\hat{\mu}(t)]) \quad (t \in [0,1], n, N \in \mathbb{N})
\]
and
\[
Z_{n,N}(t) = \sqrt{n} (\hat{\mu}(t) - \mu(t)) \quad (t \in [0,1], n, N \in \mathbb{N}).
\]

Under additional assumptions on the sequence of bandwidth \( b \), weak convergence of \( \hat{\mu}(t) \) in \( C[0,1] \) in the supremum norm sense can be obtained as follows.

Theorem 3.2. Suppose that (A1), (A2), (A3), (A4), (K1), (K2), (K3), (K4), (K5) and (M1) hold. The estimation of trend function is defined in (3.10). Furthermore let
\[
n \to \infty, N \to \infty, b = b_{N} \to 0 \quad (3.14)
\]
such that
\[
\lim inf N b^{1+2/(1-2d)} > q \quad (3.15)
\]
for a suitable constant \( q > 0 \). Then,
\[
Z_{n,N}^{0}(t) \Rightarrow Z(t) = \sum_{i=1}^{\infty} \sqrt{\lambda_{i}} \phi_{i}(t) \zeta_{i}
\]
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where “$\Rightarrow$” denotes weak convergence in $C[0,1]$ equipped with the supremum norm and $\zeta_l$ are iid $N(0,1)$ random variables. If in addition

$$n = n_N = o\left(N^{1-\frac{2d}{1-2d}}\right)$$

(3.16)

and $b_N$ (which satisfies (3.15)) is such that

$$n_N b_N^4 \to 0,$$

(3.17)

then

$$Z_{n,N}(t) \Rightarrow Z(t) = \sum_{l=1}^{\infty} \sqrt{\lambda_l} \phi_l(t) \zeta_l.$$

Condition (3.15) is required in proving the weak convergence of the error term. Note that, for $0 \leq d < \frac{1}{2}$, we have $1 + 2/(1 - 2d) \geq 3$. Therefore, condition (3.15) implies $Nb^3 \to \infty$ as stated in condition (3.13) in Theorem 3.1. Condition (3.17) is only required to make sure that the bias of $\hat{\mu}(t)$ is in order $o\left(n^{-\frac{1}{2}}\right)$. Combining conditions (3.15) and (3.17), we have

$$CN^{-\frac{1-2d}{1-2d}} \leq b \ll n^{-\frac{1}{4}}$$

(3.18)

for some constant $C > 0$. In order that (3.18) can be fulfilled by a sequence of bandwidths $b_N$ we need (3.16).

Condition (3.16) means that the number of repeated time series $n$ cannot grow too fast compared to the number of sampling points on each curve $N$. Clearly, since the upper bound of $n$ is very small when $d \to \frac{1}{2}$, condition (3.16) is an unpleasant condition. To avoid (3.16) one may prefer to find suitable bias correction methods to relax condition (3.17). Alternatively, one may find ways to eliminate $\mu(t)$ before calculating other statistics if it plays the role of a nuisance parameter. This is the case when our focus is on $C(s,t)$ only. Therefore before discussing asymptotic properties of $\hat{C}(s,t)$ we will discuss a simple method for eliminating $\mu(t)$ in the next section.

Remark 3.3. We mention the asymptotic results on kernel estimation for single time series $Y_j = X(t_j) + \epsilon(j)$ ($j = 1, 2, ..., N$). As reported by Csörgő and Mielniczuk (1995), for any fixed rescaled time points $0 < t_1 < ... < t_m < 1$, the standardized variables $Z^0_N(t_k) := \frac{\hat{\mu}(t_k) - E[\hat{\mu}(t_k)]}{\sqrt{\text{var}(\hat{\mu}(t_k))}}$ ($k = 1, 2, ..., m$) converge in
distribution to independent standard normal random variables. Therefore, it is impossible to establish weak convergence of the corresponding sequence of continuous time processes $Z^0_N(t)$ ($t \in (0,1)$) in supremum norm sense.

**Remark 3.4.** Suppose that the observations consist of only one time series $Y_j$ ($j = 1, 2, ..., N$). This corresponds to setting $n = 1$ in our case, i.e. $Y_j = Y_{1j} = X_1(t_j) + \epsilon_j$. Since in this case we only observe one (random) curve $X_1(t) = \mu(t) + \sum_{l=1}^{\infty} \xi_l \phi_l(t)$, thus $\sum_{l=1}^{\infty} \xi_l \phi_l(t)$ and $X_1(t)$ can be considered as deterministic trend functions. So $\hat{\mu}(t)$ is an estimator of the trend $X_1(t) = \mu(t) + \sum_{l=1}^{\infty} \xi_l \phi_l(t)$ instead of $\mu(t)$. Since only one time series is observed (i.e. $n = 1$ is fixed), asymptotic properties can be derived for $N \to \infty$ only. The limiting behavior is thus determined by the dependence structure of $\epsilon(j)$.

**Remark 3.5.** However, the results differ completely when $n$ ($n \to \infty$) independent replicates are observed. Note that the replicates are independent, $\epsilon_i(j) + \sum_{l=1}^{\infty} \xi_l \phi_l(t_j)$ consists the (zero mean) random error of $Y_{ij}$ ($i = 1, ..., n$, $j = 1, ..., N$). Therefore, the asymptotic distribution of $Z^0_{n,N}(t)$ is dominated by the contribution of $\sum_{l=1}^{\infty} \xi_l \phi_l(t_j)$ if (3.14) and (3.15) hold. This is the reason why, in contrast to the case with $n = 1$, we can obtain weak convergence of $Z^0_{n,N}(t)$ and $Z_{n,N}(t)$ ($t \in [0,1]$).

**Remark 3.6.** It should be emphasized that there is no restriction on $n$ for the process $Z^0_{n,N}(t)$. In fact, the influence of the dependence structure of $\epsilon(j)$ on the limit theorem for $Z^0_{n,N}(t)$ is that $b_N$ must satisfy (3.15). However, condition (3.15) has nothing to do with $n$. Therefore, the conditions (3.14) and (3.15) can always be achieved without any restriction on $n$ and there is no restriction on $n$ for the process $Z^0_{n,N}(t)$.

**Remark 3.7.** It may seem that the mean squared error $E[(\hat{\mu}(t) - \mu(t))^2]$ can be reduced arbitrarily by increasing $n$ only. Obviously, one can reduce the variance part by increasing $n$ since it is in order $O(n^{-1})$. However, the bias part which is in order $O(b_N^2)$ depends on $b_N$ and not on $n$. Since (3.14) and (3.15) imply that $b_N$ cannot be chosen arbitrarily small compared to $N$, the bias cannot be reduced
just by increasing \( n \) only. In fact, from

\[
Z_{n,N}(t) = Z_{n,N}^0(t) + \sqrt{n} \left[ C_{\text{bias}}(t)b_N^2 + o(b_N^2) \right],
\]

one can see that the sequence \( \sqrt{n}b_N^2 \) has to converge to zero in order to make sure that the bias is asymptotically negligible. This leads to the restriction (3.16).

3.3 Contrast transformation and the asymptotic distribution of \( \hat{C}(s,t) \)

The orthonormal contrast transformation and the asymptotic expected value, asymptotic variance and the weak convergence of \( \hat{C}(s,t) \) are discussed in this section.

3.3.1 Orthonormal contrast transformation

The most challenging thing in FDA is dimension reduction. This can be done by considering functional principal component analysis (FPCA) which is based on the covariance function \( C(s,t) \). Therefore, the main quantity of interest in FDA is \( C(s,t) \). The two-dimensional boundary kernel estimator of \( C(s,t) \) defined in (3.11) is based on

\[
C_{ijk} = (Y_{ij} - \hat{\mu}(t_j))(Y_{ik} - \hat{\mu}(t_k)).
\]

As pointed out in previous section, kernel estimation of \( \mu(t) \) leads to an unpleasant restriction (3.16) on \( n \). Since we are interested in \( C(s,t) \) only, \( \mu(t) \) plays the role of an infinite dimensional nuisance parameter that is of no interest. Therefore, to avoid (3.16) it is wise to eliminate \( \mu(t) \) before estimating \( C(s,t) \).

The elimination of \( \mu(t) \) can be done without any asymptotic loss of efficiency (as \( n \to \infty \)) by using orthonormal contrast transformations as follows. Let

\[
1 = (1, \ldots, 1)^T \in \mathbb{R}^n
\]

and

\[
c_m = (c_{1m}, \ldots, c_{nm})^T \in \mathbb{R}^n, \quad m = 1, \ldots, n - 1
\]
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be such that

$$\langle 1, c_m \rangle = \sum_{s=1}^{n} c_{sm} = 0$$

and

$$\langle c_m, c_{m'} \rangle = \sum_{s=1}^{n} c_{sm} c_{sm'} = \delta_{mm'}$$

with $\delta_{mm'}$ denoting the Kronecker delta. This means that $c_1, \ldots, c_{n-1}$ build an orthonormal basis in the subspace which is orthogonal to $1^T$.

We then define $n - 1$ contrast series $Y^c_m = (Y^c_{m1}, \ldots, Y^c_{mN})$ by

$$Y^c_{mj} = \langle c_m, Y_{j} \rangle = \sum_{s=1}^{n} c_{si} Y_{sj} \quad (m = 1, \ldots, n - 1; j = 1, \ldots, N)$$

where $Y_{j} = (Y_{1j}, \ldots, Y_{nj})^T$ are the original observations. Note that

$$Y_{ij} = X_i(t_j) + \epsilon_i(j) \quad (i = 1, \ldots, n; j = 1, \ldots, N)$$

where $\epsilon_i(j)$ is a random deviation from $X_i(t_j)$ and $X_i(t)$ are random functions defined by

$$X_i(t) = \mu(t) + \sum_{l=1}^{\infty} \xi_{il} \phi_l(t)$$

with random coefficients $\xi_{il}$. Using the notation $\xi_i = (\xi_{i1}, \ldots, \xi_{in})^T$ and $\epsilon_i(j) = (\epsilon_1(j), \ldots, \epsilon_n(j))^T$, then the contrast transformed random coefficients $\xi^c_{ml}$ and contrast transformed errors $\epsilon^c_{m}(j)$ are

$$\xi^c_{ml} = \langle c_m, \xi_i \rangle = \sum_{s=1}^{n} c_{sm} \xi_{sl}$$

and

$$\epsilon^c_{m}(j) = \langle c_m, \epsilon_i(j) \rangle = \sum_{s=1}^{n} c_{sm} \epsilon_{s}(j).$$

Therefore we obtain the contrast series

$$Y^c_{mj} = X^c_m(t_j) + \epsilon^c_{m}(j) \quad (m = 1, \ldots, n - 1; j = 1, \ldots, N) \quad (3.19)$$

where $X^c_m(\cdot) \ (m = 1, \ldots, n - 1)$ are the contrast modified functions

$$X^c_m(t) = \left( \sum_{s=1}^{n} c_{sm} \right) \mu(t) + \sum_{l=1}^{\infty} \xi^c_{ml} \phi_l(t) = \sum_{l=1}^{\infty} \xi^c_{ml} \phi_l(t).$$

Thus the trend $\mu(t)$ is removed.
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Moreover, the covariance functions of $X_i(t)$ and $X'_m(t)$ keep the same. In fact, this can be seen as follows:

$$E[X_m(t)X'_m(t)] = \sum_{l_1,l_2=1}^{\infty} E[\xi_{ml_1}^c \xi_{ml_2}^c] \phi_{l_1}(t)\phi_{l_2}(t)$$

with

$$E[\xi_{ml_1}^c \xi_{ml_2}^c] = \sum_{s_1,s_2=1}^{n} c_{s_1m}c_{s_2m'} E[\xi_{s_1l_1} \xi_{s_2l_2}] = 0 \quad (l_1 \neq l_2)$$

and

$$E[\xi_{ml_1}^c \xi_{ml_2}^c] = \sum_{s_1,s_2=1}^{n} c_{s_1m}c_{s_2m'} E[\xi_{s_1l_1} \xi_{s_2l_2}] = \sum_{s=1}^{n} c_{sm}c_{sm'} \lambda_l = \langle c_m, c_{m'} \rangle \lambda_l = \delta_{mm'} \lambda_l.$$

Thus,

$$E[X_m(t)X'_m(t)] = \delta_{mm'} \sum_{l=1}^{\infty} \lambda_l \phi_l^2(t)$$

which is equal to $E[X_i(t)X'_i(t)]$ (see (3.2)). Similarly we can obtain $\text{cov}(\epsilon_m^c(j), \epsilon_{m'}^c(j')) = \text{cov}(\epsilon_i(j), \epsilon_{i'}(j'))$.

Since $\epsilon_i(j)$ and $\xi_{il}$ are assumed to be Gaussian, the contrast transformed model $Y_{mj}^c$ defined in (3.19) is equivalent in distribution to (i.e. has the same distribution as) the original model defined in $Y_{ij}$ (3.1) with $\mu(t) \equiv 0$, except that $n$ reduces to $n - 1$. This equivalence in distribution implies that asymptotic results (as $n \to \infty$) for statistics based on $Y_{mj}^c$ and $Y_{ij}$ with $\mu(t) \equiv 0$ are the same. Therefore, in the following we may assume that the observed series are given as

$$Y_{mj}^c = \sum_{l=1}^{\infty} \xi_{ml}^c \phi_l(t_j) + \epsilon_i(j) = Y_{ij} := \sum_{l=1}^{\infty} \xi_{il} \phi_l(t_j) + \epsilon_i(j), \quad (3.20)$$

and the covariance estimator (3.11) can be replaced by

$$\hat{C}(s,t) = \frac{1}{(Nb)^2} \sum_{j,k=1}^{N} K_{2b} \left( \frac{s-t_j}{b}, \frac{t-t_k}{b} \right) n^{-1} \sum_{i=1}^{n} Y_{ij}Y_{ik}. \quad (3.21)$$

### 3.3.2 Expected value and variance of $\hat{C}(s,t)$

The asymptotic expected value and variance of the two-dimensional boundary kernel estimation of $C(s,t)$ defined by (3.21) are summarized as follows.
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Theorem 3.3. Let $Y_{ij} = Y_{ij}^*$ be defined by (3.20) (and (3.1), (3.3), (3.4) or (3.5)). Assume that (A1), (A2), (A3), (A4), (K1), (K2), (K3), (K5), (K6) and (M2) hold. The estimation of covariance function is defined in (3.21). Moreover, let

$$n \to \infty, N \to \infty, b \to 0, Nb^3 \to \infty.$$  

Then the following holds:

- if $0 < d < \frac{1}{2}$, then for any $s, t \in (0,1)$,
  
  $$E \left[ \hat{C}(s,t) \right] = \sum_{l=1}^{\infty} \lambda_l \phi_l(s)\phi_l(t) + (Nb)^{2d-1}c_dV_d(s,t) + O(b^2) + o\left(\max\{(Nb)^{2d-1}, b^2\}\right)$$

  and

  $$\text{var} \left[ \hat{C}(s,t) \right] = n^{-1} \left[ 2 \sum_{l=1}^{\infty} \lambda_l^2 \phi_l^2(s)\phi_l^2(t) + \sum_{l_1 < l_2} \lambda_{l_1} \lambda_{l_2} \left[ \phi_{l_1}(s)\phi_{l_2}(t) + \phi_{l_2}(s)\phi_{l_1}(t) \right]^2 \right] + o\left(\max\{(Nb)^{2d-1}, b^2\}\right),$$

- if $d = 0$, then these equations are replaced by

  $$E \left[ \hat{C}(s,t) \right] = \sum_{l=1}^{\infty} \lambda_l \phi_l(s)\phi_l(t) + O(b^2)$$

  and

  $$\text{var} \left[ \hat{C}(s,t) \right] = n^{-1} \left[ 2 \sum_{l=1}^{\infty} \lambda_l^2 \phi_l^2(s)\phi_l^2(t) + \sum_{l_1 < l_2} \lambda_{l_1} \lambda_{l_2} \left[ \phi_{l_1}(s)\phi_{l_2}(t) + \phi_{l_2}(s)\phi_{l_1}(t) \right]^2 \right] + O\left(n^{-1}b^2\right),$$

where all $O(\cdot)$ and $o(\cdot)$ terms are uniform in $s, t \in [0,1]$.

3.3.3 Weak convergence of $\hat{C}(s,t)$ in $[0,1]^2$

At first we define the following two sequences of processes:

$$Z_{n,N}^0(s,t) = \sqrt{n} \left( \hat{C}(s,t) - E \left[ \hat{C}(s,t) \right] \right) \quad (t, s \in [0,1], n, N \in \mathbb{N})$$
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and

$$Z_{n,N}(s,t) = \sqrt{n} \left( \hat{C}(s,t) - C(s,t) \right) \quad (t, s \in [0, 1], n, N \in \mathbb{N}).$$

Similar to the estimated trend function $\hat{\mu}(t)$, under additional assumptions, uniform convergence results can be obtained for the estimated covariance function $\hat{C}(s,t)$.

**Theorem 3.4.** Let $Y_{ij} = Y_{ij}^c$ be defined by (3.20) (and (3.1), (3.3), (3.4) or (3.5)). Assume that (A1), (A2), (A3), (A4), (K1), (K2), (K3), (K5), (K6) and (M2) hold. The estimation of covariance function is defined in (3.21). Furthermore let

$$n \to \infty, N \to \infty, b = b_N \to 0 \quad (3.23)$$

such that

$$\lim \inf N b^{1+2/(1-2d)} > q \quad (3.24)$$

for a suitable $q > 0$. Then,

$$Z_{n,N}^0(s,t) \Rightarrow Z(s,t) = Z_1(s,t) + Z_2(s,t)$$

where $\Rightarrow$ denotes weak convergence in $C[0,1]^2$ equipped with the supremum norm and $Z_1, Z_2$ are zero mean Gaussian processes which are independent from each other, and have covariance functions

$$\text{cov} \left( Z_1(t,s), Z_1(t',s') \right) = 2 \sum_{l} \lambda_l^2 \phi_l(s) \phi_l(t) \phi_l(s') \phi_l(t')$$

and

$$\text{cov} \left( Z_2(t,s), Z_2(t', s') \right) = \sum_{l_1 < l_2} \lambda_{l_1} \lambda_{l_2} \left[ \phi_{l_1}(s) \phi_{l_2}(t) + \phi_{l_2}(s) \phi_{l_1}(t) \right] \left[ \phi_{l_1}(s') \phi_{l_2}(t') + \phi_{l_2}(s') \phi_{l_1}(t') \right].$$

Note that there is no restriction on $n$ for sequence $Z_{n,N}^0(s,t)$, which means that removing $\mu(t)$ by the contrast transformation achieved its purpose. However, the asymptotic bias as given in Theorem 3.3, especially the term of order $O(b^2)$, needs to be considered while dealing with sequence $Z_{n,N}(s,t)$.

Since the bias term of order $O(b^2)$ comes from the properties of $K_{2,b}(u,v)$ and $C(s,t)$ only, the problem of restriction on the growth of $n$ and $N$ can be resolved by using higher order boundary kernels and imposing additional differentiability assumptions on $C(s,t)$. Therefore, we introduce the following conditions:
(K7) For some \(l \in \mathbb{N}\), and all \(c \in [0, 1]\),
\[
\int K_{left}^{(c)}(u)u^jdu = 0 \quad (j = 1, 2, ..., 2l - 1),
\]
\[
0 < \int K_{left}^{(c)}(u)u^{2l}du < C_K < \infty
\]
where \(C_K\) is a suitable constant.

(M3) \(C(s, t) \in C^{2l+2}[0, 1]^2\)

It is well known that, under these additional conditions, by using Taylor expansion we have
\[
\frac{1}{(Nb)^2} \sum_{j,k} K_{2,b}^{(c)} \left( \frac{s-t_j}{b}, \frac{t-t_k}{b} \right) C(t_j, t_k) = C(s, t) + O\left(b^{2l}\right) + O\left(\left(Nb\right)^{-1}\right).
\]
If we assume
\[
Nb^{2l+1} \to \infty,
\]
then the error term \(O\left(\left(Nb\right)^{-1}\right)\) is asymptotically negligible compared to \(O(b^{2l})\). Together with \(nb^{\delta} \to 0\), we have
\[
N^{-\frac{1}{\pi+1}} << b << n^{-\frac{1}{\pi}}.
\]
Condition (3.25) together with condition (3.24) leads to
\[
n = o \left( \min \left\{ N^{\frac{4l}{\pi+1}}, N^{\frac{4l}{3} - \frac{2d}{3-2d}} \right\} \right).
\]
In particular, if \(C(s, t)\) is infinitely differentiable, then we may choose \(l\) arbitrarily large. For instance, for fixed \(d\), we may choose \(l > \frac{1}{1 - 2d}\), thus we have,
\[
n = o \left( N^{\frac{4l}{\pi+1}} \right).
\]
Obviously, this is a much better bound than \(n = o\left(N^{4(1-2d)/(3-2d)}\right)\). Moreover, for fixed \(d\), (3.26) becomes \(n = o(N^2)\) for \(l \to \infty\). These results can be summarized as the following theorem:

**Theorem 3.5.** Let \(Y_{ij} = Y_{ij}^{c}\) be defined by (3.20) (and (3.1), (3.3), (3.4) or (3.5)), and the conditions of Theorem 3.4 hold. In addition, assume (M3) and (K7) with \(l \geq 2\). Let
\[
n \to \infty, \quad N \to \infty, \quad b = b_N \to 0
\]
such that
\[ Nb^{2d+1} \to \infty, \, nb^{d/4} \to 0. \] (3.28)

Then,
\[ Z_{n,N}(s,t) \Rightarrow Z(s,t) = Z_1(s,t) + Z_2(s,t) \]
where “⇒” denotes weak convergence in \( C[0, 1]^2 \) equipped with the supremum norm and \( Z_1, Z_2 \) are as in Theorem 3.4.

**Remark 3.8.** For fixed \( d \), the conditions in Theorem 3.5 are much simpler than in Theorem 3.4. This emphasizes the importance of using higher order kernels whenever \((M3)\) is applicable and the contrast transformation.

**Remark 3.9.** In applications it may be worthwhile applying a simple bias correction of the bias term in the order \( O \left( (Nb)^{2d-1} \right) \). One can estimate \( \hat{d}_i \) and \( \hat{c}_{\gamma,i} \) from each independent time series \( Y^c_i \) by using one of the well known methods in the literature (see e.g. Giraitis et al. 2012, Chapter 8, and Beran et al. 2013, Chapter 5, for a review on estimation of the long-memory parameter). In fact, consistent estimation is also can be obtained even in the presence of the unknown mean functions \( \sum \xi_l \phi(t_j) \) (see e.g. Beran and Feng 2002a,b, Beran et al. 2013, Chapter 7.4). The estimation of \( d \) and \( c_{\gamma} \) can be obtained by averaging, i.e. \( \hat{d} = n^{-1} \sum \hat{d}_i \), \( \hat{c}_{\gamma} = n^{-1} \sum \hat{c}_{\gamma,i} \).

Thus, the bias modified estimate can be given as
\[ \tilde{C}(s,t) = \hat{C}(s,t) - (Nb)^{2d-1}\hat{c}_{\gamma}V_d. \]

A similar adjustment has been proposed in by Staniswalis and Lee (1998) and Yao et al. (2003) in the iid context and the authors propose to remove the diagonal terms \( C_{ijj} \). Note that removing the diagonal is not sufficient if the errors exhibit long range dependence. Instead, the complete sum over all covariances - which is asymptotically of the form \((Nb)^{2d-1}c_{\gamma}V_d(s,t)\) - should be removed.

### 3.4 Simulations

In this section we illustrate the finite behavior of the proposed asymptotic results in Theorem 3.1 by a simple simulation example. The simulation is designed as
follows. We consider the very simple case
\[ Y_{ij} = \mu(t_j) + \xi_i \phi(t_j) + \epsilon_i(j) \]  
(3.29) 
with the trend
\[ \mu(t) = 10 + 2t^2 \quad (t \in [0,1]) \]
and only one functional principal component
\[ \phi(t) = \sin 4\pi t \quad (t \in [0,1]). \]
The scores \( \xi_i \) are iid standard normal random variables. The error process \( \epsilon_i(j) \) with variance one are generated as follows: (a) iid \( N(0,1) \); (b) AR(1) with lag-one correlation \( \rho = 0.5 \); (c) FARIMA \((0,0.3,0)\) process which is a long memory process with long memory parameter \( d = 0.3 \) as discussed in Chapter 2 (see e.g. Granger and Joyeux 1980, Hosking 1981, Beran 1994, Beran et al. 2013).

The number of sampling points on each curve considered here are chosen as \( N = 100, 200, 400, 600, 800, 1000, 2000 \) and 4000. According to the restriction (3.16), the number of time series (or sample sizes) \( n_N \) should be in the order \( o \left( N^{\frac{4}{3}} \right) \) for the short-range dependent cases (a) and (b) or \( o \left( N^{\frac{3}{4}} \right) \) for the long-range dependent case (c). Thus, \( n_N \) can be set equal to \( 10N^{0.6} \) rounded to the next integer (i.e. \( n_N = 158, 240, 364, 464, 552, 631, 956 \) and 1450 respectively).

For the kernel estimator \( \hat{\mu}(t) \), the rectangular kernel \( K_1(u) = \frac{1}{2}1\{-1 \leq u \leq 1\} \) is used. The bandwidth \( b = b_N \) is set equal to \( 0.05N^{-0.16} \). This is because condition (3.18) should be satisfied. In fact, note that \( n_N^{-\frac{1}{4}} = 10^{-1/4}N^{-0.15} \) and \( d = 0 \) (in case (a) and case (b)) implies \( N^{-\frac{1}{4}} = N^{-\frac{1}{4}} \) and \( d = 0.3 \) (in case (c)) implies \( N^{-\frac{1}{4}} = N^{-\frac{1}{6}} \). Therefore \( 0.15 < 0.16 < \frac{1}{6} \) implies that (3.18) holds. For each pair \((N, n_N)\), 400 hundred simulations are carried out.

Table 3.1 gives simulated values of standardized integrated variance \( \sigma_N^2 = n_N \int_0^1 \text{var} \{\hat{\mu}(t)\} \, dt \) and standardized integrated mean squared error \( \text{IMSE}_N = n_N \int_0^1 E \left[ (\hat{\mu}(t) - \mu(t))^2 \right] \, dt \) of \( \hat{\mu}(t) \). Note that the integrated squared bias of \( \hat{\mu}(t) \) is in the order \( O(b_N^2) = O(N^{-0.64}) \). The integrated variance of \( \hat{\mu}(t) \) is in the order \( O \left( n_N^{-\frac{1}{4}} \right) = O(N^{-0.6}) \). So the integrated squared bias of \( \hat{\mu}(t) \) converges to zero at a slightly faster rate than the integrated variance of \( \hat{\mu}(t) \). Therefore, the asymptotic values of \( \sigma_N^2 \) and \( \text{IMSE}_N \) obtained from Theorem 3.1 are the
same, that is $\sigma_\infty^2 = IMSE_\infty = \int_0^1 \sin^2(4\pi t) dt = \frac{1}{2}$. The results in Table 3.1 show that this asymptotic value is reached fairly quickly, even if $\epsilon$ exhibits strongly dependence.

### 3.5 Proofs and tables

#### 3.5.1 Proofs

**Proof.** (of Theorem 3.1)

Because of the conditions on boundary kernels, it is sufficient to consider interior points $t \in (0, 1)$ only. The proof is the same for the two boundary points $t = 0$ and $t = 1$ except that $\beta(t)$ equals to $\beta_0$ instead of $\beta_1$.

For simplicity of presentation we consider the very simple case with only one basis function $\phi(t)$. Since the principal scores $\xi_l\; (l \in \mathbb{N})$ are independent and the functions $\phi_l(t)\; (l \in \mathbb{N})$ are orthonormal, the extension to the general case is straightforward. Therefore, let

$$Y_{ij} = \mu(t_j) + \xi_i \phi(t_j) + \epsilon_i(j) \quad (i = 1, ..., n, j = 1, ..., N).$$

Since the bias neither depends on $n$ nor the temporal dependence structure, the asymptotic expression for it is standard. In fact,

$$E [\hat{\mu}(t)] - \mu(t)$$

$$= E \left[ \frac{1}{Nb} \sum_{j=1}^{N} K_1 \left( \frac{t - t_j}{b} \right) n^{-1} \left( \sum_{i=1}^{n} (\mu(t_j) + \xi_i \phi(t_j) + \epsilon_i(j)) \right) \right] - \mu(t)$$

$$= \frac{1}{Nb} \sum_{j=1}^{N} K_1 \left( \frac{t - t_j}{b} \right) \mu(t_j) - \mu(t)$$

$$= \frac{1}{2} \mu''(t) \int_{-1}^{1} K_1(u) u^2 du \times b^2 + o(b^2) + O \left((Nb)^{-1}\right)$$

$$= \frac{1}{2} \mu''(t) \beta(t) b^2 + o(b^2) + O \left((Nb)^{-1}\right).$$

The proof of asymptotic variance consists of decomposing $\hat{\mu}(t) - E[\hat{\mu}(t)]$ into dominated part and remainder part which is asymptotically negligible. Since under the assumption of long-range dependence the variance of each of the terms converges to zero at a slower rate than under short-range dependence, it is sufficient
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to consider the case of long-range dependence. Thus, in the following, we assume that (3.5) holds with $0 < d < \frac{1}{2}$. Since $t \in (0,1)$, we have $t \in [b_N, 1 - b_N]$ for $N$ large enough. We then have

$$\hat{\mu}(t) - E[\hat{\mu}(t)] = \frac{1}{Nb} \sum_{j=1}^{N} K_1 \left( \frac{t - t_j}{b} \right) n^{-1} \left[ \sum_{i=1}^{n} \xi_i \phi(t_j) + \epsilon_i(j) \right].$$

Since $\epsilon$ and $\xi$ are independent, then

$$\text{var}[\hat{\mu}(t)] = n^{-2} (Nb)^{-2} (A_{n,N} + B_{n,N})$$

where

$$A_{n,N} = \text{var} \left( \sum_{i=1}^{n} \sum_{j=1}^{N} K_1 \left( \frac{t - t_j}{b} \right) \xi_i \phi(t_j) \right),$$

$$B_{n,N} = \text{var} \left( \sum_{i=1}^{n} \sum_{j=1}^{N} K_1 \left( \frac{t - t_j}{b} \right) \epsilon_i(j) \right).$$

For the part $A_{n,N}$ we have

$$A_{n,N} = \left( \sum_{j} \phi(t_j) K_1 \left( \frac{t - t_j}{b} \right) \right)^2 \var \left( \sum_{i} \xi_i \right)$$

$$= n(Nb)^2 \lambda \phi^2(t) (1 + O(b^2) + O((N\lambda)^{-1})).$$

For the part $B_{n,N}$ we obtain

$$B_{n,N} = \sum_{i} \text{var} \left( \sum_{j} K_1 \left( \frac{t - t_j}{b} \right) \epsilon_i(j) \right)$$

$$= n \left( \sigma^2 \sum_{j} K_1^2 \left( \frac{t - t_j}{b} \right) + \sum_{j \neq k} \gamma_c (j - k) K_1 \left( \frac{t - t_j}{b} \right) K_1 \left( \frac{t - t_k}{b} \right) \right)$$

$$= n \left( \sigma^2 \sum_{j} K_1^2 \left( \frac{t - t_j}{b} \right) + \sum_{j \neq k} c_{\gamma} |j - k|^{2d-1} K_1 \left( \frac{t - t_j}{b} \right) K_1 \left( \frac{t - t_k}{b} \right) \right)$$

$$= O(n(Nb)) + n(Nb)^{2d+1} c_{\gamma} V_d(s, t)(1 + o(1))$$

$$= n(Nb)^{2d+1} c_{\gamma} V_d(s, t)(1 + o(1)).$$

Thus, as $Nb_N \to \infty$ and $b_N \to 0$,

$$\text{var}[\hat{\mu}(t)] = n^{-2} (Nb)^{-2} (A_{n,N} + B_{n,N})$$

$$= n^{-1} \lambda \phi^2(t) \left[ 1 + O((Nb)^{2d-1}) + O(b^2) + O((N\lambda)^{-1}) \right].$$

$\square$
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Proof. (of Theorem 3.2)

As discussed in the proof of Theorem 3.1, it is to sufficient to consider interior points only. Moreover, it is sufficient to consider the case of long memory, i.e. (3.5) with $0 < d < \frac{1}{2}$.

Condition (3.17) is only required to make the bias in the order $o \left( n^{-\frac{1}{2}} \right)$. Since this condition (3.17), i.e.

$$\sqrt{n}b^2 \to 0$$

together with Theorem 3.1 and (3.14) implies

$$\lim_{n \to \infty} \sqrt{n} \sup_{t \in [0,1]} |E[\hat{\mu}(t)] - \mu(t)| = 0,$$

(3.30)

thus, it is sufficient to consider the weak convergence of

$$Z_{n,N}^0(t) = \sqrt{n}(\hat{\mu}(t) - E[\hat{\mu}(t)]).$$

As discussed in the proof of Theorem 3.1, we may consider the very simple case with only one basis function $\phi(t)$, i.e.

$$X_i(t_j) = \mu(t_j) + \xi_i \phi(t_j).$$

Let

$$c_N(t) = \frac{1}{Nb} \sum_{j=1}^{N} K_1 \left( \frac{t - t_j}{b} \right) \phi(t_j),$$

$$u_n = n^{-\frac{1}{2}} \lambda^{-\frac{1}{2}} \sum_{i=1}^{n} \xi_i$$

and

$$e_n(j) = n^{-\frac{1}{2}} \sum_{i=1}^{n} \epsilon_i(j),$$

the sequence $Z_{n,N}^0(t)$ can be separated into two independent components

$$Z_{n,N}^0(t) = \frac{1}{Nb} \sum_{j=1}^{N} K_1 \left( \frac{t - t_j}{b} \right) n^{-1} \left[ \sum_{i=1}^{n} \xi_i \phi(t_j) + \epsilon_i(j) \right]$$

$$= S_{n,N,1}(t) + S_{n,N,2}(t)$$

where

$$S_{n,N,1}(t) = c_N(t)\sqrt{\lambda u_n}$$
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and

$$S_{n,N,2}(t) = \frac{1}{Nb} \sum_{j=1}^{N} K_i \left( \frac{t - t_j}{b} \right) e_n(j).$$

Firstly, we consider $S_{n,N,1}(t)$. Since $\xi_i$ are Gaussian independent random variables with mean 0 and variance $\lambda$, $u_n$ is a standard normal random variable for all $n$. For $c_N(t)$ we have

$$|c_N(s) - c_N(t)| \leq |\phi(t) - \phi(s)| + C_1 b^2 + C_2 (Nb)^{-1}$$

where $C_1, C_2$ are suitable constants not depending on $s$, $t$ and $N$. Therefore, for any $\Delta > 0$, we have

$$w_{n,N}(\Delta) = \sup_{|s-t| \leq \Delta} |S_{n,N,1}(s) - S_{n,N,1}(t)|$$

$$\leq \sqrt{\lambda} \left( w_\phi(\Delta) + C_1 b^2 + C_2 (Nb)^{-1} \right) |u_n|$$

where

$$w_\phi(\Delta) = \sup_{|s-t| \leq \Delta} |\phi(t) - \phi(s)|$$

is the modulus of continuity of $\phi(t)$. Let $\tau > 0$. Then, we have

$$P \left( w_{n,N}(\Delta) > \tau \right) \leq P \left( \sqrt{\lambda} \left( w_\phi(\Delta) + C_1 b^2 + C_2 (Nb)^{-1} \right) |u_n| > \tau \right).$$

Taking the lim sup over $n$ and $N$ of the two hand sides such that conditions (3.14) and (3.17) hold, we have

$$\limsup_{n,N} P \left( w_{n,N}(\Delta) > \tau \right) \leq 2 \left[ 1 - \Phi \left( \tau w_\phi^{-1}(\lambda^{-\frac{1}{2}}) \right) \right].$$

where $\Phi$ denotes the cumulative standard normal distribution. Since $\phi(t)$ is uniformly continuous on $[0, 1]$, we obtain

$$\lim_{\Delta \to 0} \limsup_{n,N} P \left( w_{n,N}(\Delta) > \tau \right) = 0.$$ 

Theorem 7.5 in Billingsley (1999, p. 84) then implies

$$S_{n,N,1}(t) \Rightarrow \sqrt{\lambda} \phi(t) \zeta$$

(3.31)

where $\zeta$ is a standard normal random variable.
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Secondly, for $S_{n,N,2}(t)$, note that the error term $e_n(j)$ ($j \in \mathbb{N}$) is a zero mean stationary Gaussian process with autocovariance function

$$\gamma_e(k) = \gamma_e(k) \sim c_\gamma k^{2d-1}.$$ 

Now we show that $S_{n,N,2}(t)$ converges weakly to the zero process $\zeta_0(t) \equiv 0$ in $C[0, 1]$ equipped with the supremum norm. Since $S_{n,N,2}(t) \in C[0, 1]$ and $\zeta_0(t) \in C[0, 1]$, convergence in the supremum norm is equivalent to convergence in the Skorohod norm. Thus, it is sufficient to derive the weak convergence in the Skorohod metric.

First we show convergence of finite dimensional distributions. Note that

$$\text{var } S_{n,N,2}(t) = (Nb)^{-2} \sum_{j,j'=1}^{N} K_1 \left( \frac{t - t_j}{b} \right) K_1 \left( \frac{t - t_{j'}}{b} \right) \gamma_e(j - j')$$

$$= (Nb)^{2d-1} c_\gamma V_d(t, t) + r_N(t)$$

with

$$\lim_{N} (Nb)^{1-2d} \sup_{t \in [0, 1]} r_N(t) = 0$$

where the limit $N \to \infty$, $b = b_N \to 0$ is taken such that (3.14) and (3.17) hold. Therefore, we have

$$\sup_{t \in [0, 1]} \text{var } S_{n,N,2}(t) \leq C_{\text{var}} (Nb)^{2d-1} \quad (n \geq n_0, N \geq N_0),$$

for $n_0 \in \mathbb{N}$ and $N_0 \in \mathbb{N}$ large enough and a suitable constant $0 < C_{\text{var}} < \infty$. Since $\epsilon$ is long-range dependent i.e. $0 < d < \frac{1}{2}$, this implies that, for all $p \in \mathbb{N}$, $t_1, ..., t_p \in [0, 1]$, $(S_{n,N,2}(t_1), ..., S_{n,N,2}(t_p))^T$ converges in probability and in distribution to the $p$-dimensional zero vector $(0, ..., 0)^T$.

Now we consider tightness of $S_{n,N,2}(t)$ ($t \in [0, 1]$). To show tightness note that

$$E \left[ (S_{n,N,2}(s) - S_{n,N,2}(t))^2 \right]$$

$$= (Nb)^{-2} E \left[ \left( \sum_{j}^{N} K_1 \left( \frac{s - t_j}{b} \right) n^{-\frac{1}{2}} \sum_{i=1}^{n} \epsilon_i(j) - \sum_{j}^{N} K_1 \left( \frac{t - t_j}{b} \right) n^{-\frac{1}{2}} \sum_{i=1}^{n} \epsilon_i(j) \right)^2 \right]$$

$$\leq \kappa^2 (t - s)^2 \sum_{j,k=1}^{2Nb} |\gamma_e(j - k)|$$

$$\leq C(t - s)^2 \sum_{j,k=1}^{2Nb} \gamma_e(j - k)$$

$$\leq C (t - s)^2 (Nb^{1+2/(1-2d)})^{2d-1}$$
where
\[ \kappa = \sup_{u \in [-1,1]} |K'_1(u)| \]
and $C$ is a suitable constant not depending on $s$, $t$, $n$ and $N$. Therefore, assumption (3.15) implies that there is a finite constant $C^*$ such that
\[ E \left[ \left( S_{n,N,2}(s) - S_{n,N,2}(t) \right)^2 \right] \leq C^*(t - s)^2 \quad (t, s \in [0,1]^2). \]
Thus, tightness of $S_{n,N,2}(t)$ ($t \in [0,1]$) and weak convergence of $S_{n,N,2}(t)$ to $\zeta^0(t) \equiv 0$ in the Skorohod topology follows from Theorem 13.5 in Billingsley (1999, p. 142). This together with (3.31) implies
\[ Z_{n,N}(t) \Rightarrow \sqrt{\lambda} \phi(t) \zeta. \]
As discussed above, the additional condition (3.17) and (3.30) then implies
\[ Z_{n,N}(t) \Rightarrow \sqrt{\lambda} \phi(t) \zeta. \]
For the general case with an arbitrary number of basis functions $\phi_l(t)$, the corresponding results can be obtained similarly.

Proof. (of Theorem 3.3)
As discussed in the proof of Theorem 3.1, for simplicity of presentation only interior points will be discussed explicitly, since this issue only matters for the definition of $V_d(s,t)$. Moreover, it is sufficient to consider the long memory case, i.e. (3.5) with $0 < d < \frac{1}{2}$. Also, for simplicity of presentation, we first consider the case with only one basis function $\phi(t_j)$.
For the expected value of $\hat{C}(s,t)$, we have

$$E[\hat{C}(s,t)] = \frac{1}{(Nb)^2} \sum_{j,k=1}^{N} K_2 \left( \frac{s-t_j}{b}, \frac{t-t_k}{b} \right) n^{-1} \sum_{i=1}^{n} E \left[ (\xi_i \phi(t_j) + \epsilon_i(j))(\xi_i \phi(t_k) + \epsilon_i(k)) \right]$$

$$= \frac{1}{(Nb)^2} \sum_{j,k=1}^{N} K_1 \left( \frac{s-t_j}{b} \right) K_1 \left( \frac{t-t_k}{b} \right) [\lambda \phi(t_j) \phi(t_k) + \gamma \epsilon(j-k)]$$

$$= \lambda \left\{ \frac{1}{Nb} \sum_{j=1}^{N} K_1 \left( \frac{s-t_j}{b} \right) \phi(t_j) \right\} \left\{ \frac{1}{Nb} \sum_{j=1}^{N} K_1 \left( \frac{t-t_k}{b} \right) \phi(t_k) \right\}$$

$$+ \frac{1}{(Nb)^2} \sum_{j,k=1}^{N} K_1 \left( \frac{s-t_j}{b} \right) K_1 \left( \frac{t-t_k}{b} \right) \gamma \epsilon(j-k)$$

$$= \lambda \phi(s) \phi(t) \left[ 1 + O(b^2) + O((Nb)^{-1}) \right] + (Nb)^{2d-1} \epsilon_d V_d(s,t) \left[ 1 + O((Nb)^{-1}) \right]$$

$$= \lambda \phi(s) \phi(t) + O(b^2) + O\left((Nb)^{2d-1}\right)$$

where the error terms $O(b^2)$ and $O\left((Nb)^{2d-1}\right)$ are uniform in $s, t \in (0, 1)$.

The variance of $\hat{C}(s,t)$ is of the form

$$\text{var}[\hat{C}(s,t)] = \frac{1}{(Nb)^4} \text{var} \left\{ \sum_{j,k=1}^{N} K_2 \left( \frac{s-t_j}{b}, \frac{t-t_k}{b} \right) n^{-1} \sum_{i=1}^{n} Y_{ij} Y_{ik} \right\}$$

$$=: (Nb)^{-4} n^{-1} A_N(s,t).$$
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Since, for $i \neq i'$, the process $Y_i(t)$ is independent of the process $Y_{i'}(t)$, we have

\[
A_N(s, t) = \text{var} \left\{ \sum_{j,k} K_2 \left( \frac{s-t_j}{b}, t-t_k \right) Y_{ij}Y_{ik} \right\}
\]

\[
= \sum_{j,k,j',k'} K_2 \left( \frac{s-t_j}{b}, t-t_k \right) K_2 \left( \frac{s-t_{j'}}{b}, t-t_{k'} \right) E[Y_{ij}Y_{ik}Y_{ij'}Y_{ik'}]
\]

\[
- \left( \sum_{j,k} K_2 \left( \frac{s-t_j}{b}, t-t_k \right) E[Y_{ij}Y_{ik}] \right)^2
\]

\[
= A_{N,1} + A_{N,2} + A_{N,3} + A_{N,4} + A_{N,5} + A_{N,6} + A_{N,7} + A_{N,8} - (A_{N,9} + A_{N,10})^2
\]

where

\[
A_{N,1} = E[\xi^4] \sum_{j,k,j',k'} K_2 \left( \frac{s-t_j}{b}, t-t_k \right) K_2 \left( \frac{s-t_{j'}}{b}, t-t_{k'} \right) \phi(t_j)\phi(t_k)\phi(t_{j'})\phi(t_{k'}),
\]

\[
A_{N,2} = \lambda \sum_{j,k,j',k'} K_2 \left( \frac{s-t_j}{b}, t-t_k \right) K_2 \left( \frac{s-t_{j'}}{b}, t-t_{k'} \right) \phi(t_j)\phi(t_k)E[\epsilon(j')\epsilon(k')],
\]

\[
A_{N,3} = \lambda \sum_{j,k,j',k'} K_2 \left( \frac{s-t_j}{b}, t-t_k \right) K_2 \left( \frac{s-t_{j'}}{b}, t-t_{k'} \right) \phi(t_j)\phi(t_{j'})E[\epsilon(k)\epsilon(k')],
\]

\[
A_{N,4} = \lambda \sum_{j,k,j',k'} K_2 \left( \frac{s-t_j}{b}, t-t_k \right) K_2 \left( \frac{s-t_{j'}}{b}, t-t_{k'} \right) \phi(t_j)\phi(t_{k'})E[\epsilon(k)\epsilon(j')],
\]

\[
A_{N,5} = \lambda \sum_{j,k,j',k'} K_2 \left( \frac{s-t_j}{b}, t-t_k \right) K_2 \left( \frac{s-t_{j'}}{b}, t-t_{k'} \right) \phi(t_k)\phi(t_{j'})E[\epsilon(j)\epsilon(k')],
\]

\[
A_{N,6} = \lambda \sum_{j,k,j',k'} K_2 \left( \frac{s-t_j}{b}, t-t_k \right) K_2 \left( \frac{s-t_{j'}}{b}, t-t_{k'} \right) \phi(t_k)\phi(t_{k'})E[\epsilon(j)\epsilon(j')],
\]

\[
A_{N,7} = \lambda \sum_{j,k,j',k'} K_2 \left( \frac{s-t_j}{b}, t-t_k \right) K_2 \left( \frac{s-t_{j'}}{b}, t-t_{k'} \right) \phi(t_{j'})\phi(t_{k'})E[\epsilon(j)\epsilon(k)],
\]

\[
A_{N,8} = \sum_{j,k,j',k'} K_2 \left( \frac{s-t_j}{b}, t-t_k \right) K_2 \left( \frac{s-t_{j'}}{b}, t-t_{k'} \right) E[\epsilon(j)\epsilon(k)\epsilon(j')\epsilon(k')],
\]
\[ A_{N,9} = \lambda \left\{ \sum_j K_1 \left( \frac{s-t_j}{b} \right) \phi(t_j) \right\} \left\{ \sum_k K_1 \left( \frac{t-t_k}{b} \right) \phi(t_k) \right\}, \]

and

\[ A_{N,10} = \sum_{j,k} K_2 \left( \frac{s-t_j}{b}, \frac{t-t_k}{b} \right) \gamma_c(j-k). \]

Since \( E[\xi^4] = 3\lambda^2 \), and for \( t \neq s \) and \( N \) large enough, we have

\[
\sum_{j',k',j'',k''} K_2 \left( \frac{s-t_j}{b}, \frac{t-t_k}{b} \right) K_2 \left( \frac{s-t_{j'}}{b}, \frac{t-t_{k'}}{b} \right) \phi(t_j)\phi(t_k)\phi(t_{j'})\phi(t_{k'}) = (Nb)^4 \phi^2(t)\phi^2(s) \left[ 1 + O(b^2) + O((Nb)^{-1}) \right],
\]

we thus obtain

\[
A_{N,1} = (Nb)^4 3\lambda^2 \phi^2(t)\phi^2(s) \left[ 1 + O(b^2) + O((Nb)^{-1}) \right] = (Nb)^4 3\lambda^2 \phi^2(t)\phi^2(s) [1 + o(1)].
\]

Similarly, for \( t = s \), we have

\[
\sum_{j,k} K_1 \left( \frac{t-t_j}{b} \right) K_1 \left( \frac{t-t_k}{b} \right) \phi(t_j) = (Nb)^2 \phi^2(t) \left\| K_1 \right\|^2 \left[ 1 + O(b^2) + O((Nb)^{-1}) \right]
\]

so that again we obtain

\[
A_{N,1} = (Nb)^4 3\lambda^2 \phi^2(t)\phi^2(s) \left[ 1 + O(b^2) + O((Nb)^{-1}) \right].
\]

Analogous arguments imply that the terms \( A_{N,j} \ (j = 2, \ldots, 8) \) are of the order \( o((Nb)^4) \) and hence asymptotically negligible, with \( A_{N,j} \ (j = 2, \ldots, 7) \) being of the order \( O((Nb)^{4+2d-1}) \) and \( A_{N,8} \) of the order \( o((Nb)^{4+2d-1}) \). For example, for \( A_{N,2} \) and \( t \neq s \), we have

\[
\sum_{j',k',j'',k''} K_2 \left( \frac{s-t_{j'}}{b}, \frac{t-t_{k'}}{b} \right) K_2 \left( \frac{s-t_j}{b}, \frac{t-t_k}{b} \right) \phi(t_j)\phi(t_k)E[\epsilon(j')\epsilon(k')]
\]

\[
= \left\{ \sum_{j,k} K_2 \left( \frac{s-t_j}{b}, \frac{t-t_k}{b} \right) \phi(t_j)\phi(t_k) \right\} \left\{ \sum_{j',k'} \gamma_c(j'-k')K_2 \left( \frac{s-t_{j'}}{b}, \frac{t-t_{k'}}{b} \right) \right\}
\]

\[
= (Nb)^2 \phi(t)\phi(s) \left[ 1 + O(b^2) + O((Nb)^{-1}) \right] (Nb)^{2d+1}c_\lambda V_d(s,t) [1 + o(1)]
\]

\[
= (Nb)^{3+2d} \phi(t)\phi(s) \left[ 1 + O(b^2) + O((Nb)^{-1}) \right] c_\lambda V_d(s,t) [1 + o(1)]
\]

\[
= O((Nb)^{3+2d})
\]

\[
o((Nb)^4),
\]
the last equality following from $0 < d < \frac{1}{2}$. For $A_{N,10}$ we obtain

\[ A_{N,10} = \sum_{j,k} K_2 \left( \frac{s-t_j}{b}, \frac{t-t_k}{b} \right) \gamma_{(j-k)} = (Nb)^{2d+1}c_V d(s,t) [1 + o(1)] \]

thus

\[ A_{N,10}^2 = O((Nb)^{2+4d}) = o((Nb)^d (Nb)^{2d-1}) \]

Finally, for $A_{N,9}$, similarly we have,

\[ A_{N,9} = \lambda \sum_{j,k} K_2 \left( \frac{s-t_j}{b}, \frac{t-t_k}{b} \right) \phi(t_j) \phi(t_k) \]

\[ = (Nb)^2 \lambda \phi(t) \phi(s) \left[ 1 + O(b^2) + O((Nb)^{-1}) \right] \]

so that

\[ A_{N,9}^2 = (Nb)^4 \lambda^2 \phi^2(t) \phi^2(s) [1 + o(1)] \]

and

\[ (A_{N,9} + A_{N,10})^2 = (Nb)^4 \lambda^2 \phi^2(t) \phi^2(s)[1 + o(1)] \]

\[ + (Nb)^{4+2d-1} 2 \lambda \phi(t) \phi(s)c_V d(s,t)[1 + o(1)] \]

In conclude, we have

\[ A_N(s,t) = (Nb)^4 2 \lambda^2 \phi^2(t) \phi^2(s) \]

\[ + (Nb)^4 \left[ (Nb)^{2d-1} 4c_V d(s,t) \lambda \phi(s) \phi(t) + O(b^2) + o \left( \max \left\{ (Nb)^{2d-1}, b^2 \right\} \right) \right] \]

and hence

\[ \text{var}[\hat{C}(s,t)] = n^{-1} 2 \lambda^2 \phi^2(t) \phi^2(s) \]

\[ + n^{-1} \left[ (Nb)^{2d-1} 4c_V d(s,t) \lambda \phi(s) \phi(t) + O(b^2) + o \left( \max \left\{ (Nb)^{2d-1}, b^2 \right\} \right) \right] . \]

In the general case with an arbitrary number of basis functions $\phi_l(t)$, the analogous arguments are applicable except that there is only one place should be changed. That is the variance of $\hat{C}(s,t)$ with $(Nb)^{-4} \left( A_{N,1} - A_{N,9}^2 \right)$ containing the additional asymptotically non-negligible (mixed) term

\[ \sum_{l_1 < l_2} \lambda_{l_1} \lambda_{l_2} \left[ \phi_{l_1}(s) \phi_{l_2}(t) + \phi_{l_2}(s) \phi_{l_1}(t) \right]^2 . \]
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Proof. (of Theorem 3.4)

As discussed in the proof of Theorem 3.1, for simplicity of presentation, only interior points will be discussed explicitly. For boundary points nothing will be changed except the expression for $V_d(s, t)$. Moreover, it is sufficient to consider the long memory case, i.e. (3.5) with $0 < d < \frac{1}{2}$. Also, for simplicity of presentation, we again mainly present the proof for the model with one basis function $\phi(t)$ only.

Defining the following notations

$$
\zeta_n = n^{-\frac{1}{2}} \sum_{i=1}^{n} (\xi_i^2 - \lambda),
$$

$$
e_{n,1}(j) = n^{-\frac{1}{2}} \sum_{i=1}^{n} \xi_i \epsilon_i(j)
$$

and

$$
e_{n,2}(j, k) = n^{-\frac{1}{2}} \sum_{i=1}^{n} \epsilon_i(j) \epsilon_i(k) - \gamma_{\epsilon}(j - k).
$$

For the sequence of processes $Z_{n,N}^0(s, t)$, we have the following decomposition

$$
\sqrt{n} \left( \hat{C}(s, t) - E[\hat{C}(s, t)] \right) = S_{n,1}(s, t) + S_{n,2}(s, t) + S_{n,3}(s, t) + S_{n,4}(s, t)
$$

where

$$
S_{n,1}(s, t) = \left\{ \frac{1}{(Nb)^2} \sum_{j,k=1}^{N} K_2 \left( \frac{s - t_j}{b}, \frac{t - t_k}{b} \right) \phi(t_j) \phi(t_k) \right\} \cdot \zeta_n,
$$

$$
S_{n,2}(s, t) = \frac{1}{(Nb)^2} \sum_{j,k=1}^{N} K_2 \left( \frac{s - t_j}{b}, \frac{t - t_k}{b} \right) \phi(t_j) \cdot e_{n,1}(k),
$$

$$
S_{n,3}(s, t) = \frac{1}{(Nb)^2} \sum_{j,k=1}^{N} K_2 \left( \frac{s - t_j}{b}, \frac{t - t_k}{b} \right) \phi(t_k) \cdot e_{n,1}(j)
$$

and

$$
S_{n,4}(s, t) = \frac{1}{(Nb)^2} \sum_{j,k=1}^{N} K_2 \left( \frac{s - t_j}{b}, \frac{t - t_k}{b} \right) \cdot e_{n,2}(j, k).
$$

As discussed in the proof of Theorem 3.2, since $S_{n,1}(s, t) \in C[0, 1]^2$, $S_{n,2}(s, t) \in C[0, 1]^2$, $S_{n,3}(s, t) \in C[0, 1]^2$ and $S_{n,4}(s, t) \in C[0, 1]^2 \ (s, t \in [0, 1])$ it is sufficient to show weak convergence in the Skorohod metric for each of them.

Convergence of finite dimensional distributions can be derived straight. For example, for $S_{n,1}(s, t)$, we have

$$
\text{var}(\zeta_n) = 2\lambda^2
$$
CHAPTER 3. ESTIMATION OF TREND $\mu(T)$ AND COVARIANCE $C(S,T)$

and

$$\frac{1}{(Nb)^2} \sum_{j,k=1}^{N} K_2 \left( \frac{s-t_j}{b}, \frac{t-t_k}{b} \right) \phi(t_j)\phi(t_k)$$

$$= \phi(s)\phi(t) + O\left(b^2\right) + O\left((Nb)^{-1}\right)$$

with uniformly bounded errors. Thus

$$\text{var}(S_{n,1}(s,t)) = 2\lambda^2 \phi^2(s)\phi^2(t) \left[ 1 + O(b^2) + O\left((Nb)^{-1}\right) \right]$$

converges to $2\lambda^2 \phi^2(s)\phi^2(t)$ uniformly in $s \in [0, 1]$ and $t \in [0, 1]$.

For $S_{n,2}(s,t)$, we have

$$\text{var}(S_{n,2}(s,t))$$

$$(Nb)^{-1} \sum_{j,k,j',k'=1}^{N} K_2 \left( \frac{s-t_j}{b}, \frac{t-t_k}{b} \right) K_2 \left( \frac{s-t_j'}{b}, \frac{t-t_{k'}}{b} \right) \cdot \phi(t_j)\phi(t_{j'}) \text{cov}(e_{n,1}(k), e_{n,1}(k')) .$$

Now, since

$$\text{cov}(e_{n,1}(k), e_{n,1}(k')) = \lambda\gamma_e (k - k') = \lambda c\gamma |k - k'|^{2d-1}$$

and $K_2(u, v) = K_1(u)K_1(v)$ so

$$\text{var}(S_{n,2}(s,t)) = \lambda \left\{ \frac{1}{Nb} \sum_{j=1}^{N} K_1 \left( \frac{s-t_j}{b} \right) \phi(t_j) \right\} \left\{ \frac{1}{Nb} \sum_{j=1}^{N} K_1 \left( \frac{t-t_j}{b} \right) \phi(t_j) \right\}$$

$$(Nb)^{-2} \sum_{k,k'=1}^{N} K_1 \left( \frac{t-t_k}{b} \right) K_1 \left( \frac{t-t_{k'}}{b} \right) \gamma_e (k - k')$$

$$= (Nb)^{2d-1}\lambda \phi(s)\phi(t) c\gamma V_d(s,t) \left[ 1 + O\left(b^2\right) + O\left((Nb)^{-1}\right) \right]$$

which converges to zero uniformly in $s \in [0, 1]$ and $t \in [0, 1]$. The same arguments apply to $S_{n,3}(s,t)$.

Finally, for $S_{n,4}(s,t)$, we note that

$$\text{cov}(e_{n,2}(j, k), e_{n,2}(j', k'))$$

$$= \text{cov}(\epsilon(j)\epsilon(k), \epsilon(j')\epsilon(k'))$$

$$= \gamma_e (j - j')\gamma_e (k - k') + \gamma_e (j - k')\gamma_e (k - j').$$
CHAPTER 3. ESTIMATION OF TREND $\mu(T)$ AND COVARIANCE $C(S,T)$

By similar arguments as before this leads to

$$\text{var} \left( S_{n,4}(s,t) \right) = (Nb)^{d-2}c_2^2\gamma_d^2(s,t) \left[ 1 + O(b^2) + O \left( (Nb)^{-1} \right) \right].$$

We thus derive for $S_{n,2}(s,t)$, $S_{n,3}(s,t)$ and $S_{n,4}(s,t)$ convergence of finite dimensional distributions to zero. However, for $S_{n,1}(s,t)$ we have for any $p \in \mathbb{N}$, $u_{i}^{(i)} = (u_{1}^{(i)}, u_{2}^{(i)}) \in [0,1]^2 \ (i = 1, \ldots, p)$,

$$\sqrt{n} \left( S_{n,1}(u_{1}^{(1)}, u_{2}^{(1)}) - C(u_{1}^{(1)}, u_{2}^{(1)}), \ldots, S_{n,1}(u_{1}^{(p)}, u_{2}^{(p)}) - C(u_{1}^{(p)}, u_{2}^{(p)}) \right) \overset{d}{\rightarrow} \sqrt{2} \lambda \left[ \phi(u_{1}^{(1)}) \phi(u_{2}^{(1)}), \ldots, \phi(u_{1}^{(p)}) \phi(u_{2}^{(p)}) \right] \zeta$$

where $\zeta$ is a standard normal random variable.

As discussed in Theorem 3.2, with respect to tightness in the supremum norm, it is sufficient to show tightness in the Skorohod metric. For example, we consider $S_{n,4}(t,s)$ which is the term with the slowest rate of convergence. For any $\Delta > 0$, let $u = (u_1, u_2), v = (v_1, v_2) \in [0,1]^2$ with Euclidian distance $\|u - v\| < \Delta$. Then, we have

$$S_{n,4}(v_1, v_2) = \frac{1}{(Nb)^2} \sum_{j,k=1}^{N} K_2 \left( \frac{v_1 - t_j}{b}, \frac{v_2 - t_k}{b} \right) \cdot e_{n,2}(j, k)$$

$$= \frac{1}{(Nb)^2} \sum_{j,k=1}^{N} K_2 \left( \frac{u_1 - t_j}{b}, \frac{u_2 - t_k}{b} \right) \cdot e_{n,2}(j, k)$$

$$+ \frac{1}{(Nb)^2} b^{-1} \sum_{j,k=1}^{N} \frac{\partial}{\partial x_1} K_2 \left( \frac{u_1^* - t_j}{b}, \frac{u_2^* - t_k}{b} \right) \cdot e_{n,2}(j, k)$$

$$+ \frac{1}{(Nb)^2} b^{-1} \sum_{j,k=1}^{N} \frac{\partial}{\partial x_2} K_2 \left( \frac{u_1^{**} - t_j}{b}, \frac{u_2^{**} - t_k}{b} \right) \cdot e_{n,2}(j, k)$$

where $\max \{ \|u^* - v\|, \|u^{**} - v\| \} < \Delta$ with $u^* = (u_1^*, u_2^*)$ and $u^{**} = (u_1^{**}, u_2^{**})$.

Using the notation

$$\kappa = \sup_{x_1, x_2 \in [-1,1]} \max \left\{ \left| \frac{\partial}{\partial x_1} K_2(x_1, x_2) \right|, \left| \frac{\partial}{\partial x_2} K_2(x_1, x_2) \right| \right\},$$
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we obtain the upper bound

\[
E \left[ \| S_{n,4}(u_1, u_2) - S_{n,4}(v_1, v_2) \|^2 \right] \\
\leq \| u - v \|^2 (N b)^{-4} b^{-2} 4 \kappa^2 \sum_{j,k,j',k'=1}^{2 N b} | \gamma_\epsilon (j - j') \gamma_\epsilon (k - k') + \gamma_\epsilon (j - k') \gamma_\epsilon (k - j') | \\
\leq C (N b)^{4 d - 2} b^{-2} 4 \kappa^2 \Delta^2 \\
= \left[ C \left( N b^{1 + 2/(1 - 2 d)} \right)^{4 d - 2} 4 \kappa^2 \right] \Delta^2
\]

where \( C \) is a suitable finite constant not depending on \( s, t, n \) and \( N \). Thus assumption (3.24) implies that there is a finite constant \( C^* \) such that

\[
E \left[ \| S_{n,4}(u) - S_{n,4}(v) \|^2 \right] \leq C^* \| u - v \|^2.
\]

Therefore tightness of \( S_{n,4}(s, t) \) \( (s, t \in [0, 1]^2) \) is derived and the weak convergence of \( S_{n,4}(s, t) \) to 0 in the Skorohod metric follows from Theorem 13.5 in Billingsley (1999, p. 142). Similarly it follows that \( S_{n,2}(s, t) \) and \( S_{n,3}(s, t) \) are tight and converge to 0 in the Skorohod metric.

Finally, for \( S_{n,1}(s, t) \), convergence in the supremum norm in \( C[0, 1]^2 \) can be shown directly by noting that \( \zeta_n \) converges in distribution to a standard normal random variable and

\[
S_{n,1}(s, t) = c_N(s, t) \zeta_n
\]

where

\[
c_N(s, t) = \frac{1}{(N b)^2} \sum_{j,k=1}^{N} K_2 \left( \frac{s - t_j}{b}, \frac{t - t_k}{b} \right) \phi(t_j) \phi(t_k)
\]

and, with \( u = (u_1, u_2) \), \( v = (v_1, v_2) \),

\[
|c_N(u) - c_N(v)| \leq |\phi(u_1) \phi(u_2) - \phi(v_1) \phi(v_2)| + C_1 b^2 + C_2 (N b)^{-1}
\]

with suitable constants \( C_1, C_2 \) not depending on \( s, t, n \) and \( N \). Therefore, for \( \| u - v \| \leq \Delta \), we have

\[
w_{n, N}(\Delta) = \sup_{\| u - v \| \leq \Delta} |S_{n,1}(u_1, u_2) - S_{n,1}(v_1, v_2)| \\
\leq \left( w_{\phi, \phi}(\Delta) + C_1 b^2 + C_2 (N b)^{-1} \right) |\zeta_n|
\]
where

\[ w_{\phi,\phi}(\Delta) = \sup_{||u-v|| \leq \Delta} |\phi(u_1)\phi(u_2) - \phi(v_1)\phi(v_2)| \]

is the modulus of continuity of \( \phi(\cdot)\phi(\cdot) \). For \( \tau > 0 \) we have

\[ P(w_{n,N}(\Delta) > \tau) \leq P\left( |\zeta_n| > \frac{\tau}{w_{\phi,\phi}(\Delta) + C_1b^2 + C_2(Nb)^{-1}} \right). \]

Taking the \( \limsup \) over \( n \) and \( N \) of the two hand sides such that conditions (3.23) and (3.24) hold, we then have

\[ \limsup_{n,N} P(w_{n,N}(\Delta) > \tau) \leq 2 \left( 1 - \Phi\left( \frac{\tau}{w_{\phi,\phi}(\Delta)} \right) \right). \]

Since \( \phi(t) \) is uniformly continuous, let \( \Delta \to 0 \), we have

\[ \lim \limsup_{n,N} P(w_{n,N}(\Delta) > \tau) = 0. \]

Then theorem 7.5 in Billingsley (1999, p. 84) implies

\[ S_{n,N,1}(s, t) \Rightarrow \sqrt{2\lambda\phi(s)\phi(t)}\zeta \]

where \( \zeta \) is a standard normal random variable.

For the general case with an arbitrary number of components \( \phi_l(t) \ (l \in \mathbb{N}) \), we can write

\[ S_{n,1}(s, t) = \frac{1}{(Nb)^2} \sum_{j,k=1}^{N} K_2 \left( \frac{s-t_j}{b}, \frac{t-t_k}{b} \right) (\zeta_{n,1}(t_j, t_k) + \zeta_{n,2}(t_j, t_k)) \]

\[ =: S_{n,1:1}(s, t) + S_{n,1:2}(s, t) \]

with

\[ \zeta_{n,1} = n^{-\frac{1}{2}} \sum_{i=1}^{n} \sum_{l} (\xi_{il}^2 - \lambda_l)\phi_l(t_j)\phi_l(t_k), \]

\[ \zeta_{n,2} = n^{-\frac{1}{2}} \sum_{i=1}^{n} \sum_{l_1 \neq l_2} \xi_{il_1}\xi_{il_2}\phi_{l_1}(t_j)\phi_{l_2}(t_k). \]

It is easy to see that, for all \( s, t, s', t' \), we have

\[ \text{cov} (S_{n,1:1}(s, t), S_{n,1:2}(s', t')) = 0 \]

\[ \lim_{n \to \infty} \text{cov} (S_{n,1:1}(s, t), S_{n,1:1}(s', t')) = 2 \sum_{l} \lambda_l^2\phi_l(s)\phi_l(t)\phi_l(s')\phi_l(t') \]
and
\[
\lim_{n \to \infty} \text{cov} \left( S_{n,1;2}(s,t), S_{n,1;2}(s',t') \right) \\
= \sum_{l_1 < l_2} \lambda_{l_1} \lambda_{l_2} \left[ \phi_{l_1}(s) \phi_{l_2}(t) + \phi_{l_2}(s) \phi_{l_1}(t) \right] \left[ \phi_{l_1}(s') \phi_{l_2}(t') + \phi_{l_2}(s') \phi_{l_1}(t') \right].
\]

Tightness of \( S_{n,1;1}(t,s) \) and \( S_{n,1;2}(t,s) \) follows by analogous arguments as for the simple case with one basis function we discussed before.

**Proof.** (of Theorem 3.5) The proof is analogous to the derivation of Theorem 3.4, and is therefore omitted.

### 3.5.2 Tables

<table>
<thead>
<tr>
<th>( N )</th>
<th>( n )</th>
<th>( \sigma_N^2 )</th>
<th>( \text{IMSE}_N )</th>
</tr>
</thead>
<tbody>
<tr>
<td>(a)</td>
<td>(b)</td>
<td>(c)</td>
<td>(a)</td>
</tr>
<tr>
<td>100, 158</td>
<td>0.683</td>
<td>0.933</td>
<td>0.722</td>
</tr>
<tr>
<td>200, 240</td>
<td>0.602</td>
<td>0.762</td>
<td>0.645</td>
</tr>
<tr>
<td>400, 364</td>
<td>0.551</td>
<td>0.663</td>
<td>0.587</td>
</tr>
<tr>
<td>600, 464</td>
<td>0.528</td>
<td>0.618</td>
<td>0.570</td>
</tr>
<tr>
<td>800, 552</td>
<td>0.521</td>
<td>0.591</td>
<td>0.554</td>
</tr>
<tr>
<td>1000, 631</td>
<td>0.512</td>
<td>0.567</td>
<td>0.540</td>
</tr>
<tr>
<td>2000, 956</td>
<td>0.504</td>
<td>0.535</td>
<td>0.523</td>
</tr>
<tr>
<td>4000, 1450</td>
<td>0.494</td>
<td>0.514</td>
<td>0.509</td>
</tr>
</tbody>
</table>

Table 3.1: Simulated values of the standardized integrated variance \( \sigma_N^2 = n N \int_0^1 \text{var} [\hat{\mu}(t)] \, dt \) and the standardized integrated mean squared error \( \text{IMSE}_N = n N \int_0^1 E \left[ (\hat{\mu}(t) - \mu(t))^2 \right] \, dt \). The results are based on 400 simulations of \( Y_{ij} = \mu(t_j) + \xi_i \phi(t_j) + \epsilon_i(j) \) with \( \mu(t) = 10 + 2t^2 \), \( \phi(t) = \sin 4 \pi t \), \( \xi_i \) iid \( N(0,1) \) variables and \( \epsilon_i(j) \) with variance one generated by one of the following processes: (a) iid \( N(0,1) \); (b) AR(1) with lag-one correlation \( \rho = 0.5 \); (c) FARIMA(0,0.3,0) process.
Chapter 4

Estimation of eigenvalues $\lambda$, eigenfunctions $\phi(t)$, and scores $\xi$

As discussed in Chapter 3, observations in functional data analysis (FDA) are often perturbed by random noise. The random noise may exhibit weakly dependence or strongly dependence. In this chapter we consider estimation of eigenvalues $\lambda_l$, eigenfunctions (functional principal components) $\phi_l(t)$ and functional principal component scores $\xi_{i,l}$ in a FDA model which is perturbed by short- or long-range dependent error process. The corresponding estimators are based on the two-dimensional boundary kernel estimator of covariance $C(s,t)$ of the underlying random curve $X(t) \in L^2[0,1]$ which generates the observations (after orthonormal contrast transformation of the observations) (see Chapter 3). As it turns out, the asymptotic distribution of estimated eigenvalues $\hat{\lambda}_l$ and estimated eigenfunctions $\hat{\phi}_l(t)$ does not depend on the dependence structure of the error process. Although $\left\{ \hat{\phi}_l(t) \right\}$ ($l \in \mathbb{N}$) do not have independent property, the joint asymptotic distribution of them for both short and long memory error process are also the same. However, this is not the case for the estimated functional principal component scores $\hat{\xi}_{i,l}$. In fact, the rate of convergence and the asymptotic distribution of $\left\{ \hat{\xi}_{i,l} \right\}$ ($l \in \mathbb{N}$) differ distinctly between the cases of short- and long-range dependence. Somewhat surprisingly, under long-range dependence, $\hat{\xi}_{i,1}, \hat{\xi}_{i,2}, \ldots$ are no longer independent. A simulation example illustrates the asymptotic properties of $\hat{\lambda}_l$ and $\hat{\phi}_l(t)$. This chapter is based on our previous work in Beran and Liu (2016).
4.1 Estimators

Throughout this chapter, observations are still assumed to be of the form (3.1), (3.3), (3.4) or (3.5) as that in Chapter 3.

Recall that the one-dimensional kernel estimation of trend function $\mu(t)$ of the underlying random curve $X(t) \in L^2[0,1]$ is defined as in (3.6), i.e.

$$\hat{\mu}(t) = \frac{1}{Nb} \sum_{j=1}^{N} K_1 \left( \frac{t - t_j}{b} \right) n^{-1} \sum_{i=1}^{n} Y_{ij}$$

where $Y_{ij}$ ($i = 1, ..., n$, $j = 1, ..., N$) are the observations, $n$ is the number of random curves, $N$ is the number of sampling points on each curve, $t_j = j/N$ denotes the rescaled times, $K_1(t)$ is the one-dimensional kernel function with support $[-1,1]$ and $b = b_N > 0$ is a bandwidth. The two-dimensional kernel estimation of covariance function $C(s,t)$ of $X(t)$ is given in (3.7), i.e.

$$\hat{C}(s,t) = \frac{1}{(Nb)^2} \sum_{j,k=1}^{N} K_2 \left( \frac{s - t_j}{b}, \frac{t - t_k}{b} \right) n^{-1} \sum_{i=1}^{n} (Y_{ij} - \hat{\mu}(t_j))(Y_{ik} - \hat{\mu}(t_k))$$

where $K_2(s,t)$ is a two-dimensional kernel function with support $[-1,1]^2$ and $b = b_N > 0$ is a bandwidth.

As pointed out in Chapter 3, since $\mu(t)$ plays the role of a nuisance parameter that is of no interest when the focus is on $C(s,t)$ only, it is wise to remove $\mu(t)$ before estimating $C(s,t)$. Eliminating of $\mu(t)$ can be done without any asymptotic loss of efficiency (as $n \to \infty$) by using orthonormal contrasts. In the sense that, under the Gaussian assumption, the transformed model is equivalent in distribution to the original model with $\mu(t) \equiv 0$, except that $n$ reduces to $n - 1$. Therefore, we assume that $\mu(t)$ to be known and identically equal to zero, i.e.

$$Y_{ij} = \sum_{l=1}^{\infty} \xi_l \phi_l(t) + \epsilon_i(j).$$

To deal with the boundary effect in kernel regression, the boundary kernel is used as discussed in Chapter 3. In order to relax the restriction between $n$ and $N$, higher order kernels are used and additional differentiability assumptions on $C(s,t)$ are imposed while estimating it (see Chapter 3 or Beran and Liu 2014).
Therefore, after the orthonormal contrast transformation of the original observations, the covariance estimator is given as in (3.21):

$$\hat{C}(s, t) = \frac{1}{(Nb)^2} \sum_{j=1}^{N} K_{2,b} \left( \frac{s - t_j}{b}, \frac{t - t_k}{b} \right) n^{-1} \sum_{i=1}^{n} Y_{ij} Y_{ik},$$

where $K_{2,b}(s, t)$ is a two-dimensional boundary higher order kernel function.

The eigenvalues $\lambda_l$ and eigenfunctions (functional principal components) $\phi_l(t)$ of the covariance operator $C$ with kernel $C(s, t)$ are estimated from

$$\int_{0}^{1} \hat{C}(s, t) \hat{\phi}_l(s) ds = \hat{\lambda}_l \hat{\phi}_l(t), \quad (4.1)$$

where $\int_{0}^{1} \hat{\phi}_l^2(t) dt = 1$ and $\int_{0}^{1} \hat{\phi}_l(t) \hat{\phi}_m(t) dt = 0$ for $m < l$. Note that (4.1) follows from the Mercer’s Theorem (see Chapter 2) on the estimated covariance

$$\hat{C}(s, t) = \sum_{l} \hat{\lambda}_l \hat{\phi}_l(s) \hat{\phi}_l(t) \quad (s, t \in [0, 1]).$$

The functional principal component scores $\xi_{il}$ are estimated by

$$\hat{\xi}_{il} = N^{-1} \langle Y_{i, \cdot}, \hat{\phi}_l \rangle = N^{-1} \sum_{j=1}^{N} Y_{ij} \hat{\phi}_l(t_j), \quad (4.3)$$

with $t_j = j/N$, $Y_{i, \cdot} = (Y_{i1}, ..., Y_{iN})^T$, and $\hat{\phi}_l = \left( \hat{\phi}_l(t_1), ..., \hat{\phi}_l(t_j) \right)^T$.

Note that, since the error processes $\epsilon_i(j)$ are existing and not independent,

$$cov(Y_{ij}, Y_{ik}) = cov(X(t_j), X(t_k)) + cov(\epsilon_i(j), \epsilon_i(k))$$

$$= C(t_j, t_k) + \gamma_{\epsilon}(j - k)$$

means that $\hat{\phi}_l(t)$, $\hat{\lambda}_l$ and $\hat{\xi}_{il}$ based on $Y_{ij}$ differ from the corresponding estimates obtained from $X_i(t_j)$. One of the questions answered in the following will be in how far the effect of $\epsilon_i(j)$ is asymptotically negligible.

### 4.2 Asymptotic properties of $\hat{\lambda}$ and $\hat{\phi}(t)$

In this section we study asymptotic distribution of estimated eigenvalues $\hat{\lambda}_l$ and asymptotic distribution and joint asymptotic distribution of estimated eigenfunctions $\hat{\phi}_l(t)$ defined by (4.1) and (4.2).
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4.2.1 Assumptions and notations

At first, we introduce some assumptions and notations.

- (A1) Assume that the eigenvalues are non-negative and identifiable. That is, for the first $p$ largest eigenvalues, we have $\lambda_1 > \lambda_2 > \ldots > \lambda_p > \lambda_{p+1} > 0$.

- (A2) Since eigenfunctions are determined only up to a sign, we assume without loss of generality that the signs of $\hat{\phi}_l(t)$ are adjusted in the correct direction. That is $\text{sign}(\langle \hat{\phi}_l, \phi_l \rangle) = 1$ for $l = 1, \ldots, p$.

- (N1) Let $\mathbb{H}$ be a separable Hilbert space with inner product $\langle \cdot, \cdot \rangle$ which generates the norm $\| \cdot \|$.

- (N2) Denote by $\mathcal{L}$ the space of bounded linear operators on $\mathbb{H}$, equipped with the norm $\|T\|_\mathcal{L} = \sup_{\|f\| \leq 1} \|T(f)\|$.

- (N3) Define the operator $(g \otimes h)$ by $(g \otimes h)(f) = \langle g, f \rangle h$ for $f, g, h \in \mathbb{H}$.

- (N4) Denote by $\mathcal{S}$ the separable Hilbert space of Hilbert-Schmidt operators on $\mathbb{H}$, equipped with the Hilbert-Schmidt inner product $\langle T_1, T_2 \rangle_\mathcal{S} = \text{trace}(T_1^*T_2) = \sum_j \langle T_1u_j, T_2u_j \rangle$ $(T_1, T_2 \in \mathcal{S})$ and the norm $\|T\|_\mathcal{S} = \sqrt{\langle T, T \rangle_\mathcal{S}}$ $(T \in \mathcal{S})$, where $\{u_j : j \geq 1\}$ is any complete orthonormal system in $\mathbb{H}$.

- (N5) The covariance operators $C$ and $\hat{C}$ generated by the true covariance function $C(s, t)$ and the estimated covariance eigenfunction $\hat{C}(s, t)$ are defined as $C(f)(t) = \int_0^1 C(s, t)f(s)ds$ and $\hat{C}(f)(t) = \int_0^1 \hat{C}(s, t)f(s)ds$ respectively. It is obvious that $C$ and $\hat{C}$ are symmetric and positive-definite Hilbert-Schmidt operators so they admit the decompositions $C(f) = \sum_{l=1}^\infty \lambda_l \langle f, \phi_l \rangle \phi_l$ and $\hat{C}(f) = \sum_{l=1}^\infty \hat{\lambda}_l \langle f, \hat{\phi}_l \rangle \hat{\phi}_l$ respectively with orthonormal $\phi_l$ ($l \in \mathbb{N}$) and $\hat{\phi}_l$ ($l \in \mathbb{N}$) which are the eigenfunctions of $C$ and $\hat{C}$, i.e. $C(\phi_l) = \lambda_l \phi_l$ and $\hat{C}(\hat{\phi}_l) = \hat{\lambda}_l \hat{\phi}_l$.

- (N6) Define the orthogonal projection operators from $L^2[0, 1]$ onto the subspaces spanned by the true eigenfunction $\phi_l(t)$ and the estimated eigenfunction $\hat{\phi}_l(t)$ respectively,

$$P_l = \phi_l \otimes \phi_l, \quad \hat{P}_l = \hat{\phi}_l \otimes \hat{\phi}_l, \quad l \in \mathbb{N}.$$
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4.2.2 Lemmas

To derive asymptotic properties of estimated eigenvalues $\hat{\lambda}_l$ and estimated eigenfunctions $\hat{\phi}_l(t)$, the following several lemmas will be used. First we consider weak convergence of sequence of operators

$$Z_n = n^{1/2}(\hat{C} - C)$$

which can be easily obtained from Theorem 3.5:

**Lemma 4.1.** Suppose the assumptions in Theorem 3.5 hold. Then there exist iid standard normal random variables $\zeta_{l_1 l_2}$ ($l_1, l_2 \in \mathbb{N}$) such that

$$Z_n \Rightarrow Z \quad (n \to \infty)$$

where $Z$ is the operator

$$Z = \sum_{l_1 < l_2} \sqrt{\lambda_{l_1} \lambda_{l_2}} (\phi_{l_1} \otimes \phi_{l_2} + \phi_{l_2} \otimes \phi_{l_1}) \zeta_{l_1 l_2} + \sqrt{2} \sum_l \lambda_l (\phi_l \otimes \phi_l) \zeta_l$$

and $\Rightarrow$ denotes weak convergence in $S$ equipped with the norm $\| \cdot \|_S$.

Lemma 4.1 together with the results in Dauxois et al. (1982), Bosq (2000), Dunford and Schwartz (1988), and Kato (1976) implies consistency of $\hat{P}_l$:

**Lemma 4.2.** Let $\hat{\lambda}_l$, $\hat{\phi}_l(t)$ ($l \in \mathbb{N}$) be defined by (4.1) and (4.2), and suppose that the assumptions of Lemma 4.1 hold. Moreover, (A1) and (A2) hold. Then, for each $l \in \{1, \ldots, p\}$, we have

$$\| \hat{P}_l - P_l \|_S = O_p \left( n^{-1/2} \right).$$

**Remark 4.1.** The assumptions in Lemma 4.2 can be generalized a little bit. Suppose that $\lambda_l \geq \lambda_{l+1}$ ($l \in \mathbb{N}$). For a given threshold $c_\lambda > 0$, let $I \subseteq \mathbb{N}$ denote the (finite) set of indices such that $\lambda_l > c_\lambda$ and $\lambda_l > \lambda_{l+1}$ ($l \in I$). Then, for each $l \in I$, we have the same results about projection operators as that in Lemma 4.2. The assumptions in the following lemmas and theorems in this chapter can also be generalized similarly and the corresponding results hold.

We now can formulate a consistency of $\hat{\lambda}_l$ which are defined in (4.1) and (4.2), the consistency of $\hat{\phi}_l(t)$ in (4.1) and (4.2) in the $L^2$ norm $\| \cdot \|_L$, and the uniform consistency of $\hat{\phi}_l(t)$ on $[0, 1]$:
Lemma 4.3. Under the assumptions of Lemma 4.2. Then, for \( l \in \{1, \ldots, p\} \), we have

\[
|\hat{\lambda}_l - \lambda_l| = O_p(n^{-1/2}), \quad (4.5)
\]

\[
\|\hat{\phi}_l - \phi_l\| = O_p(n^{-1/2}), \quad (4.6)
\]

and

\[
\sup_{t \in [0,1]} |\hat{\phi}_l(t) - \phi_l(t)| = O_p(n^{-1/2}). \quad (4.7)
\]

Remark 4.2. The rates in (4.5), (4.6) and (4.7) are direct consequences of the rate in Lemma 4.1.

To derive asymptotic properties of \( \hat{\lambda}_l \) and \( \hat{\phi}_l(t) \), the following Lemma 4.4 about the convergence of \( \hat{P}_l \) will also be used. It can be proved by extending the approaches in Dauxois et al. (1982), Dunford and Schwartz (1988), and Bosq (2000) to FDA processes with random perturbations.

Lemma 4.4. Under the assumptions of Lemma 4.2, and \( l \in \{1, \ldots, p\} \), \( n^{1/2}(\hat{P}_l - P_l) \) converges weakly in \( S \) to a Gaussian random element with mean zero.

4.2.3 CLT for \( \hat{\lambda} \) and \( \hat{\phi}(t) \)

Asymptotic normality of \( n^{1/2}(\hat{P}_l - P_l) \) implies a central limit theorem for the estimated eigenvalues and eigenfunctions:

Theorem 4.1. Assume that the assumptions of Lemma 4.2 hold, and \( l \in \{1, \ldots, p\} \). Then

\[
n^{1/2} \left( \hat{\lambda}_l - \lambda_l \right) \to_d \sqrt{2\lambda_l} \zeta_{ll}, \quad (4.8)
\]

and

\[
n^{1/2} \left( \hat{\phi}_l(t) - \phi_l(t) \right)
\Rightarrow Z_l(t) := \sum_{k:k>l} \sqrt{\lambda_l \lambda_k} (\lambda_l - \lambda_k)^{-1} \phi_k \zeta_{lk} + \sum_{k:k<l} \sqrt{\lambda_l \lambda_k} (\lambda_l - \lambda_k)^{-1} \phi_k \zeta_{kl} \quad (4.9)
\]

where \( \Rightarrow \) denotes weak convergence in \( C[0,1] \) equipped with the supremum norm, and \( \zeta_{ij} \) are iid standard normal variables.
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**Remark 4.3.** These results coincide with those in Dauxois et al. (1982) (see Proposition 8 and Proposition 10) where the estimation based on the directly observed random curves $X_i(t)$ is considered. However, since the functions $X_i(t)$ are not observed directly, the situation considered here is more complicated. This leads to additional conditions as stated in (3.16) that the number of replicates $n$ should not increase too fast compared with the number of sampling points on each curve $N$. As discussed in Chapter 3 or in Beran and Liu (2014), in order to relax this unpleasant restriction, we need to use higher order kernels while estimating the covariance and impose differentiable properties on the covariance. On the other hand, from the improved condition (3.26), we can see that, for fixed estimated long memory parameter $d$, even with the “best” kernels the number of replicates cannot grow faster than $o(N^2)$.

**Remark 4.4.** The spacings of eigenvalues influence the asymptotic distribution of $\hat{\phi}_l(t)$. However, the asymptotic distribution of $\hat{\lambda}_l$ does not depend on the spacing of the eigenvalues.

The following Theorem 4.2 gives the asymptotic joint distribution of the estimated eigenfunctions $\hat{\phi}_l(t)$.

**Theorem 4.2.** Suppose the assumptions from Lemma 4.2 hold, then for any $p$ which satisfies (A1),

$$\sqrt{n} \left( \hat{\phi}_1(t) - \phi_1(t), \ldots, \hat{\phi}_p(t) - \phi_p(t) \right)^T \Rightarrow \left( Z_1(t), \ldots, Z_p(t) \right)^T \quad (4.10)$$

with

$$Z_l(t) = \sum_{k:k>l} \sqrt{\lambda_l \lambda_k} (\lambda_l - \lambda_k)^{-1} \phi_k \zeta_{lk} + \sum_{k:k<l} \sqrt{\lambda_l \lambda_k} (\lambda_l - \lambda_k)^{-1} \phi_k \zeta_{kl}.$$  

Moreover,

$$\text{cov}(Z_l(s), Z_l(t)) = \sum_{k:k \neq l} \lambda_l \lambda_k (\lambda_l - \lambda_k)^{-2} \phi_l(s) \phi_l(t)$$

and

$$\text{cov}(Z_{l_1}(t), Z_{l_2}(t)) = -\lambda_{l_1} \lambda_{l_2} (\lambda_{l_1} - \lambda_{l_2})^{-2} \phi_{l_1}(s) \phi_{l_2}(t) \quad (l_1 \neq l_2)$$

where $\zeta_{lk}$ are iid standard normal random variables for $k : k > l$, $\zeta_{kl}$ are iid standard normal random variables for $k : k < l$, $\zeta_{lk}$ are independent of $\zeta_{kl}$, and “$\Rightarrow$” denotes weak convergence in $C[0,1]^2$ equipped with the supremum norm.
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**Remark 4.5.** There is no asymptotic independence property of estimated eigenfunctions.

### 4.3 Asymptotic properties of $\hat{\xi}$

Our aim here is to discuss asymptotic properties of the estimated principal component scores $\hat{\xi}_d$ defined in (4.3). In contrast to $\hat{\lambda}_l$, $\hat{\phi}_l(t)$, the rate of convergence and asymptotic distribution of $\hat{\xi}_d$ differ distinctly, depending on whether we have short- or long-range dependent errors. Moreover the different score estimators $\hat{\xi}_{1i}, \hat{\xi}_{2i}, \ldots$ are no longer independent for long-range dependent case. First we consider short-range dependence.

#### 4.3.1 Short memory case

**Theorem 4.3.** Assume that the assumptions of Lemma 4.2 hold, and

$$\sum_{k=-\infty}^{\infty} |\gamma_\epsilon(k)| < \infty.$$ 

Define

$$\zeta_{i,n} = (\zeta_{i,n,1}, \ldots, \zeta_{i,n,p})^T := \sqrt{N} \left( \hat{\xi}_{i,1} - \xi_{i,1}, \ldots, \hat{\xi}_{i,p} - \xi_{i,p} \right)^T \quad i = 1, \ldots, n.$$ 

Then, for each $i = 1, \ldots, n$,

$$\zeta_{i,n} \xrightarrow{d} \zeta \sim N(0, V)$$

where $V_{l_1,l_2} = 0 \ (l_1 \neq l_2)$ and $V_{ll} = 2\pi f_\epsilon(0)$, with $V = [V_{l_1,l_2}]_{l_1,l_2=1,\ldots,p}$.

#### 4.3.2 Long memory case

The following Theorem 4.4 shows that a completely different result is obtained for strongly dependent error processes.

**Theorem 4.4.** Assume that the assumptions of Lemma 4.2 hold, and

$$\gamma_\epsilon(k) = \text{cov}(\epsilon_i(j), \epsilon_i(j + k)) \underset{k \to \infty}{\sim} c_\gamma |k|^{2d-1}$$

for some $0 < c_\gamma < \infty$, $0 < d < \frac{1}{2}$. Furthermore let

$$V_{l_1,l_2} = c_\gamma \int_{-1}^{1} \int_{-1}^{1} |u - v|^{2d-1} \phi_{l_1}(u) \phi_{l_2}(v) du dv \quad (l_1, l_2 = 1, \ldots, p)$$
and
\[ \zeta_{i,n} := N^{\frac{1}{2}-d} \left( \hat{\xi}_{i,1} - \xi_{i,1}, \ldots, \hat{\xi}_{i,p} - \xi_{i,p} \right)^T. \]

Then, for each \( i \),
\[ \zeta_{i,n} \xrightarrow{d} \zeta_i \sim N(0, V) \]
with \( V = [V_{l_1 l_2}]_{l_1, l_2 = 1, \ldots, p} \).

**Remark 4.6.** It is worth noting that, compared to the case of short-range dependence, long-range dependence leads to a slower rate of convergence of \( \hat{\xi}_{il} \). Moreover, for the long-range dependent errors, \( \hat{\xi}_{l_1} \) and \( \hat{\xi}_{l_2} \) (\( l_1 \neq l_2 \)) are no longer asymptotically independent. The strength of the dependence depends on the long memory parameter \( d \) and the eigenfunctions \( \phi_l(t) \).

### 4.4 Simulations

To illustrate the asymptotic results of estimated eigenvalues \( \hat{\lambda}_l \) and estimated eigenfunctions \( \hat{\phi}_l(t) \), we set up the following simulation. We consider the simple model with only two basis functions defined by
\[ Y_{ij} = X_i(t_j) + \epsilon_i(j) = \xi_{i1} \phi_1(t_j) + \xi_{i2} \phi_2(t_j) + \epsilon_i(j) \quad (i = 1, \ldots, n; j = 1, \ldots, N; t_j = j/N) \tag{4.11} \]
with
\[ \xi_{i1} \sim N(0, \lambda_1) = N(0, 4), \]
\[ \xi_{i2} \sim N(0, \lambda_2) = N(0, 2) \]
and
\[ \phi_1(t) = \sqrt{2} \cos(\pi t), \]
\[ \phi_2(t) = \sqrt{2} \cos(2\pi t). \]

Similar to the simulation design in Chapter 3, the error process \( \epsilon_i(j) \) is assumed to have variance one and is generated by one of the following processes: (a) iid \( N(0, 1) \); (b) AR(1) process with lag-one correlation \( \rho = 0.5 \); (c) FARIMA\((0, d, 0)\) process with long memory parameter \( d = 0.3 \). Note that in the two short memory cases (a) and (b), \( d = 0 \). The number of sampling points on each curve \( N \) are
chosen as 100, 200, 400, 600, 800, 1000, 1500 and 2000. Then according to the
conditions in Theorem 4.1 (or Theorem 3.5), the number of sampling points on
each curve $n_N$ can be set equal to $n = 10N^{0.6}$ rounded to the next integer (i.e.
n = 158, 240, 364, 464, 552, 631, 805 and 956 respectively).

For each pair $(N, n_N)$, 200 simulations were carried out. For each simulated
series, $\hat{\lambda}_i$ and $\hat{\phi}_i(t)$ are calculated using kernel estimator $\hat{C}(s,t)$ defined by (3.21)
based on the bandwidth $b = b_N = 0.05N^{-0.16}$ and product kernel $K_2(u,v) = K_1(u)K_1(v)$ with $K_1(u) = \frac{1}{2}1\{-1 \leq u \leq 1\}$. Note that $n_N^{-1} = 10^{-1/4}N^{-0.15}$, so
the conditions in Theorem 4.1 hold. In order to save calculation time, we set the
gird of $\hat{C}(s,t)$ equal to 500, i.e. the discrete matrix $\hat{C}(s_j,t_k)$ ($j, k = 1, ..., 500$) with
$s_j = j/500$ and $t_k = k/500$ is obtained for each simulation. The corresponding
eigenvalues and eigenfunctions which are in discrete forms (eigenvectors) with
dimension 500 are calculated from the discrete matrix $\hat{C}(s_j,t_k)$ ($j, k = 1, ..., 500$).

According to Theorem 4.1, we have

\[
\sqrt{n} \left( \hat{\lambda}_1 - \lambda_1 \right) \xrightarrow{d} N(0,32),
\]
\[
\sqrt{n} \left( \hat{\lambda}_2 - \lambda_2 \right) \xrightarrow{d} N(0,8)
\]

and

\[
n^{1/2} \left( \hat{\phi}_1(t) - \phi_1(t) \right) \xrightarrow{d} N \left( 0, \lambda_1 \lambda_2 (\lambda_1 - \lambda_2)^{-2} \phi_2^2(t) \right) = N \left( 0, 4 \cos^2(2\pi t) \right),
\]
\[
n^{1/2} \left( \hat{\phi}_2(t) - \phi_2(t) \right) \xrightarrow{d} N \left( 0, \lambda_2 \lambda_1 (\lambda_2 - \lambda_1)^{-2} \phi_1^2(t) \right) = N \left( 0, 4 \cos^2(\pi t) \right).
\]

Therefore, the theoretical asymptotic values of the standardized squared bias

$B_{\lambda_1,N}^2 = n_N [E(\hat{\lambda}_1) - \lambda_1]^2$, variance $\sigma_{\lambda_1,N}^2 = n_N \text{var}(\hat{\lambda}_1)$ and mean squared error

$\text{MSE}_{\lambda_1,N} = n_N E[(\hat{\lambda}_1 - \lambda_1)^2] = B_{\lambda_1,N}^2 + \sigma_{\lambda_1,N}^2$ of $\hat{\lambda}_1$ should be 0, 32 and 32 respectively. The simulated values of $B_{\lambda_1,N}^2$, $\sigma_{\lambda_1,N}^2$ and $\text{MSE}_{\lambda_1,N}$ given in Table 4.1 essentially agree with the theoretical values. The simulation results also show
that, under long memory error process (c) with $d = 0.3 \in (0, \frac{1}{2})$, the bias $B_{\lambda_1,N}$
appears to converge to zero at a slower rate than for the two short memory error
processes (a) and (b) with $d = 0$. In fact, it can be seen that, in the example
considered here, the bias term $B_{\lambda_1,N}$ is dominated by the variance term $\sigma_{\lambda_1,N}^2$ so
the MSE is not really affected by $B_{\lambda_1,N}^2$. 
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Table 4.2 shows the same quantities for \( \hat{\lambda}_2 \). Here the theoretical asymptotic values of \( B^2_{\lambda_2,N} \), \( \sigma^2_{\lambda_2,N} \) and \( MSE_{\lambda_2,N} \) should be 0, 8 and 8 respectively. Analogous comments are applicable for \( \hat{\lambda}_1 \).

Table 4.3 shows simulated values of the standardized integrated squared bias \( B^2_{\phi_1,N} \), variance \( \sigma^2_{\phi_1,N} \) and mean squared error \( IMSE_{\phi_1,N} \) of \( \hat{\phi}_1(t) \). Specifically,

\[
B^2_{\phi_1,N} = n_N \int_0^1 \left\{ E\left[ \hat{\phi}_1(t) \right] - \phi_1(t) \right\}^2 dt,
\]

\[
\sigma^2_{\phi_1,N} = n_N \int_0^1 \text{var}\left( \hat{\phi}_1(t) \right) dt = n_N \int_0^1 \left\{ \hat{\phi}_1(t) - E\left[ \hat{\phi}_1(t) \right] \right\}^2 dt,
\]

and \( IMSE_{\phi_1,N} = B^2_{\phi_1,N} + \sigma^2_{\phi_1,N} \). The corresponding theoretical asymptotic values of \( B^2_{\phi_1,N} \), \( \sigma^2_{\phi_1,N} \) and \( IMSE_{\phi_1,N} \) are 0, 2 and 2 respectively. This is essentially confirmed by the simulated values in Table 4.3. The same is true for the simulated values of \( \hat{\phi}_2(t) \) given in Table 4.4.

### 4.5 Proofs and tables

#### 4.5.1 Proofs

**Proof.** (of Lemma 4.1)

As derived in Theorem 3.5, we have, under the given assumptions

\[
Z_{n,N}(s,t) := \sqrt{n} \left( \hat{C}(s,t) - C(s,t) \right)
\]

\[
\Rightarrow Z(s,t) = Z_1(s,t) + Z_2(s,t)
\]

where “\( \Rightarrow \)” denotes weak convergence in \( C[0,1]^2 \) equipped with the supremum norm, \( Z_1(s,t) \), \( Z_2(s,t) \) are Gaussian processes with zero mean, \( Z_1(s,t) \) and \( Z_2(s,t) \) are independent from each other, and have covariance functions

\[
cov(Z_1(t,s), Z_1(t',s')) = 2 \sum \lambda_l^2 \phi_l(s) \phi_l(t) \phi_l(s') \phi_l(t')
\]

and

\[
cov(Z_2(t,s), Z_2(t',s')) = \sum_{l_1 < l_2} \lambda_{l_1} \lambda_{l_2} [\phi_{l_1}(s) \phi_{l_2}(t) + \phi_{l_2}(s) \phi_{l_1}(t)] [\phi_{l_1}(s') \phi_{l_2}(t') + \phi_{l_2}(s') \phi_{l_1}(t')].
\]
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Now, since the sequence of integral operators $Z_n = n^{1/2}(\hat{C} - C) \in S$ and the integral operator $Z \in S$, we have
\[
\|Z_n - Z\|_S^2 = \int_0^1 \int_0^1 \left\{ \sqrt{n} \left[ \hat{C}(s,t) - C(s,t) \right] - Z(s,t) \right\}^2 \, ds \, dt.
\]
Thus, for any $\Delta > 0$,
\[
\lim_{n \to \infty} P \left( \sup_{s,t \in [0,1]} \left| \sqrt{n} \left[ \hat{C}(s,t) - C(s,t) \right] - Z(s,t) \right| \geq \Delta \right) = 0
\]
and hence
\[
\lim_{n \to \infty} P(\|Z_n - Z\|_S \geq \Delta) 
\leq \lim_{n \to \infty} P \left( \sup_{s,t \in [0,1]} \left| \sqrt{n} \left[ \hat{C}(s,t) - C(s,t) \right] - Z(s,t) \right| \geq \Delta \right) 
= 0.
\]
Therefore, the weak convergence of $Z_n$ in $S$ equipped with the norm $\| \cdot \|_S$ follows from Billingsley (1999).

\[\Box\]

Proof. (of Lemma 4.2)

Let $l \in \{1, \ldots, p\}$ and a constant $\rho > 0$ such that
\[0 < \rho < \frac{1}{2} \min_{k,l \in \{1,\ldots,p\}, k \neq l} |\lambda_k - \lambda_l|.
\]
Define a circle with center $\lambda_l$ and radius $\rho$ on the complex plane
\[\Lambda_{\rho,l} = \{ z \in \mathbb{C} : |z - \lambda_l| = \rho \}
\]
and consider the resolvents of covariance operators $C$ and $\hat{C}$
\[R(z) = (C - zI)^{-1},
\]
and
\[\hat{R}(z) = (\hat{C} - zI)^{-1}.
\]
Then the projection operators (Riesz projection, Kato (1976 p. 178)) $P_l$ and $\hat{P}_l$ can be written as
\[P_l = -\frac{1}{2\pi i} \int_{\Lambda_{\rho,l}} R(z) \, dz,
\]
\[ \hat{P}_l = -\frac{1}{2\pi i} \int_{\Lambda_{\rho,l}} \hat{R}(z) dz. \]

Since
\[
\hat{R}(z) = (\hat{C} - zI)^{-1}
= [(C - zI) + (C - zI)(\hat{C} - C)(C - zI)^{-1}]^{-1}
= R(z)[I + (\hat{C} - C)R(z)]^{-1}
= R(z) \sum_{k=0}^{\infty} [(C - \hat{C})R(z)]^k,
\]
we have
\[
\|\hat{R}(z) - R(z)\|_S = \left\| R(z) \frac{(\hat{C} - C)R(z)}{I - (C - \hat{C})R(z)} \right\|_S \\
\leq \frac{\|\hat{C} - C\|_S \|R(z)\|_S^2}{1 - \|\hat{C} - C\|_S \|R(z)\|_S}.
\]

This implies
\[
\|\hat{P}_l - P_l\|_S \leq \frac{1}{2\pi} \int_{\Lambda_{\rho,l}} \|\hat{R}(z) - R(z)\|_S dz
\]
\[
\leq \rho \frac{\|\hat{C} - C\|_S M_{\rho,l}^2}{1 - \|\hat{C} - C\|_S M_{\rho,l}}
\]
where
\[ M_{\rho,l} = \sup_{z \in \Lambda_{\rho,l}} \|R(z)\|_S < \infty. \]

Now, note that Lemma 4.1 implies, for an arbitrary \( \delta \) with \( 0 < \delta < \frac{1}{2} M_{\rho,l}^{-1} \) there exists \( n_0 \in \mathbb{N} \) such that, \( \|\hat{C} - C\|_S < \delta \) (\( n > n_0 \)). Therefore (4.13) implies
\[
\|\hat{P}_l - P_l\|_S \leq 2\rho M_{\rho,l}^2 \|\hat{C} - C\|_S.
\]

Hence, by noticing Lemma 4.1, we have
\[
\|\hat{P}_l - P_l\|_S = O_p \left( n^{-1/2} \right).
\]

\[ \square \]
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Proof. (of Lemma 4.3)

First, recall that

$$|\hat{\lambda}_l - \lambda_l| \leq \left\| \hat{C} - C \right\|_\mathcal{L} \leq \left\| \hat{C} - C \right\|_S$$

(see e.g. Horváth and Kokoszka 2012, Lemma 2.2; Bosq 2000, Lemma 4.2), (4.5) follows from Lemma 4.1.

Then we consider $\hat{\phi}_l(t)$. Without loss of generality, we may assume (A2) hold, i.e. $\langle \hat{\phi}_l, \phi_l \rangle \geq 0$. Given a complete orthonormal system $\{u_j : j \geq 1\}$ in $\mathbb{H}$, we have

$$\left\| \hat{P}_l - P_l \right\|_S^2 = \left\| \hat{\phi}_l \otimes \hat{\phi}_l - \phi_l \otimes \phi_l \right\|_S^2$$

$$= \sum_j \left\langle (\hat{\phi}_l \otimes \hat{\phi}_l - \phi_l \otimes \phi_l)u_j, (\hat{\phi}_l \otimes \hat{\phi}_l - \phi_l \otimes \phi_l)u_j \right\rangle$$

$$= \sum_j \{ (\hat{\phi}_l, u_j)^2 - 2\langle \hat{\phi}_l, u_j \rangle \langle \hat{\phi}_l, \phi_l \rangle + \langle \phi_l, u_j \rangle^2 \}$$

$$= 2 \left( 1 - \langle \hat{\phi}_l \otimes \hat{\phi}_l, \phi_l \otimes \phi_l \rangle \right)$$

$$= 2 \left( 1 - \langle \hat{\phi}_l, \phi_l \rangle^2 \right)$$

$$= \left\| \hat{\phi}_l - \phi_l \right\|^2 \left( 1 + \langle \hat{\phi}_l, \phi_l \rangle \right).$$

Therefore,

$$\left\| \hat{\phi}_l - \phi_l \right\|^2 \leq \left\| \hat{P}_l - P_l \right\|_S^2 = O_p \left(n^{-1}\right).$$

and (4.6) follows.

To obtain (4.7), note that, for fixed $l \in \{1, ..., p\}$, we have

$$|\hat{\lambda}_l \hat{\phi}_l(t) - \lambda_l \phi_l(t)|$$

$$= \left| \int \hat{C}(s, t)\hat{\phi}_l(s)ds - \int C(s, t)\phi_l(s)ds \right|$$

$$\leq \int \left| \hat{C}(s, t) - C(s, t) \right| \left| \hat{\phi}_l(s) - \phi_l(s) \right| ds + \int \left| C(s, t) \right| \left| \phi_l(s) - \phi(l(s) \right| ds$$

$$\leq \sqrt{\int \left( \hat{C}(s, t) - C(s, t) \right)^2 ds} + \sqrt{\int C^2(s, t)ds} \left\| \hat{\phi}_l - \phi_l \right\|. $$

Since Lemma 4.1 and (4.6) hold and $\lambda_l > 0$, we obtain

$$\sup_{t \in [0, 1]} \left| \frac{\hat{\lambda}_l \hat{\phi}_l(t)}{\lambda_l} - \phi_l(t) \right| = O_p(n^{-1/2}).$$
uniformly in \( t \in [0,1] \). Then due to (4.5), this implies (4.7).

\[ \square \]

**Proof. (of Lemma 4.4)**

Recall that projection operators \( P_l \) and \( \hat{P}_l \) have the form

\[
P_l = -\frac{1}{2\pi i} \int_{\Lambda_{p,t}} R(z) dz,
\]

\[
\hat{P}_l = -\frac{1}{2\pi i} \int_{\Lambda_{p,t}} \hat{R}(z) dz,
\]

and the relationship of resolvents \( R \) and \( \hat{R} \) is

\[
\hat{R}(z) = R(z)[I + (\hat{C} - C)R(z)]^{-1}
\]

\[
= R(z) \sum_{k=0}^{\infty} [(C - \hat{C})R(z)]^k.
\]

Using the notation \( Z_n = n^{1/2}(\hat{C} - C) \) and \( H_n(z) = \sum_{k=0}^{\infty} -n^{-1/2}[Z_nR(z)]^k \), we have

\[
n^{1/2} (\hat{P}_l - P_l) = n^{1/2} \int_{\Lambda_{p,t}} \left[ R(z) - \hat{R}(z) \right] dz / 2i\pi
\]

\[
= n^{1/2} \frac{1}{2\pi i} \int_{\Lambda_{p,t}} \left\{ R(z) - R(z) \sum_{k=0}^{\infty} [(C - \hat{C})R(z)]^k \right\} dz
\]

\[
= -n^{1/2} \frac{1}{2\pi i} \int_{\Lambda_{p,t}} R(z) \sum_{k=1}^{\infty} [(C - \hat{C})R(z)]^k dz
\]

\[
= -n^{1/2} \frac{1}{2\pi i} \int_{\Lambda_{p,t}} R(z)(C - \hat{C})R(z) \sum_{k=0}^{\infty} [(C - \hat{C})R(z)]^k dz
\]

\[
= \frac{1}{2\pi i} \int_{\Lambda_{p,t}} R(z)Z_nR(z)H_n(z) dz
\]

\[
=: \eta_n(Z_n).
\]

It is easy to verify that the mapping \( \eta_n \) satisfies the Rubin-Billingsley conditions of Theorem 5.5 in Billingsley (1968, p. 34). Let

\[
A_n(z) = n^{1/2} \left[ \hat{R}(z) - R(z) \right] + R(z)ZR(z)
\]

\[
= -R(z)(Z_n - Z)R(z)H_n(z) - R(z)ZR(z)(H_n(z) - I).
\]
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Then
\[
\left\| \eta_n^p(Z_n) - \frac{1}{2\pi i} \int_{\Lambda_{\rho,l}} R(z)ZR(z)dz \right\|_S = \left\| -\frac{1}{2\pi i} \int_{\Lambda_{\rho,l}} A_n(z)dz \right\|_S \\
\leq \frac{1}{2\pi} \int_{\Lambda_{\rho,l}} \| A_n(z) \|_S dz.
\]

Note that $\| \hat{C} - C \| \leq (2M_{\rho,l})^{-1}$ (see proof in Lemma 4.2) implies
\[
\| H_n(z) \|_S \leq \sum_{k=0}^{\infty} \left[ \| \hat{C} - C \|_S M_{\rho,l} \right]^k = [1 - \| \hat{C} - C \|_S M_{\rho,l}]^{-1} \leq 2,
\]
we then have
\[
\| H_n(z) - I \|_S \leq 2M_{\rho,l} \| \hat{C} - C \|_S.
\]
Therefore,
\[
\| A_n(z) \|_S \leq \| R(z)(Z_n - Z)R(z)H_n(z) \|_S + \| R(z)ZR(z)(H_n(z) - I) \|_S \\
\leq M_{\rho,l}^2 \| Z_n - Z \|_S \| H_n(z) \|_S + M_{\rho,l}^2 \| Z \|_S \| H_n(z) - I \|_S \\
\to 0.
\]

Then separability of $S$, (4.4) and the Rubin-Billingsley theorem imply
\[
\eta_n^p(Z_n) \Rightarrow \frac{1}{2\pi i} \int_{\Lambda_{\rho,l}} R(z)ZR(z)dz =: \eta_l(Z).
\]

Due to the residue theorem, $R(z) = \sum_l (\lambda_l - z)^{-1} \phi_l \otimes \phi_l$, and
\[
R(z)ZR(z) = \sum_{l_1,l_2} [(\lambda_{l_1} - z)(\lambda_{l_2} - z)]^{-1} (\phi_{l_1} \otimes \phi_{l_1}) Z (\phi_{l_2} \otimes \phi_{l_2}).
\]
Therefore, using the notation $S_l = \sum_{k:k \neq l} (\lambda_l - \lambda_k)^{-1} \phi_l \otimes \phi_k$, $\eta_l(Z)$ can be expressed
explicitly as
\[
\eta_l(Z) = \text{Re} s_{z=\lambda_l} \left( \sum_{l_1,l_2} [(\lambda_{l_1} - z)(\lambda_{l_2} - z)]^{-1} (\phi_{l_1} \otimes \phi_{l_1}) Z (\phi_{l_2} \otimes \phi_{l_2}) \right)
\]
\[
= - \sum_{l_2: l_2 \neq l} (\lambda_{l_2} - \lambda_l)^{-1} (\phi_{l_2} \otimes \phi_{l_2}) Z (\phi_l \otimes \phi_l)
\]
\[
- \sum_{l_1: l_1 \neq l} (\lambda_{l_1} - \lambda_l)^{-1} (\phi_{l_1} \otimes \phi_{l_1}) Z (\phi_l \otimes \phi_l)
\]
\[
= - \sum_{k: k \neq l} (\lambda_k - \lambda_l)^{-1} P_l Z (\phi_k \otimes \phi_k) - \sum_{k: k \neq l} (\lambda_k - \lambda_l)^{-1} (\phi_k \otimes \phi_k) Z P_l
\]
\[
= P_l ZS_l + S ZP_l
\]
which is Gaussian and with mean zero due to (4.4).

\[\square\]

**Proof.** (of Theorem 4.1)

Firstly, we show (4.8). Let
\[
M^n_l(Z_n) = n^{1/2}(\hat{P}_l \hat{C} \hat{P}_l - \lambda_l \hat{P}_l).
\]
Then, for fixed \(l\), we have
\[
M^n_l(Z_n) \hat{\phi}_l = n^{1/2}(\hat{P}_l \hat{C} \hat{P}_l - \lambda_l \hat{P}_l) \hat{\phi}_l = n^{1/2}(\hat{\phi}_l \otimes \hat{\phi}_l \hat{C} \hat{\phi}_l \otimes \hat{\phi}_l - \lambda_l \hat{\phi}_l \otimes \hat{\phi}_l) \hat{\phi}_l
\]
\[
= n^{1/2}(\hat{\phi}_l \otimes \hat{\phi}_l \hat{C} \hat{\phi}_l - \lambda_l \hat{\phi}_l)
\]
\[
= n^{1/2}(\hat{\phi}_l \otimes \hat{\phi}_l \lambda_l \hat{\phi}_l - \lambda_l \hat{\phi}_l)
\]
\[
= n^{1/2}(\hat{\lambda}_l - \lambda_l) \hat{\phi}_l.
\]
This means that \(n^{1/2}(\hat{\lambda}_l - \lambda_l)\) is an eigenvalue of the operator \(M^n_l(Z_n)\). Now, the Rubin-Billingsley theorem implies
\[
M^n_l(Z_n) \Rightarrow P_l ZP_l =: M_l(Z).
\]

Therefore, the asymptotic distribution of \(n^{1/2}(\hat{\lambda}_l - \lambda_l)\) is given by the distribution of the eigenvalues of \(P_l ZP_l\). Note that \(P_l ZP_l\) is a Gaussian random element in \(S\)
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with mean zero. Plugging in the right hand side of (4.4), we have

$$P_l Z P_l(\phi_l) = (\phi_l \otimes \phi_l) \sum_{l_1 < l_2} \sqrt{\lambda_{l_1} \lambda_{l_2}} (\phi_{l_1} \otimes \phi_{l_2} + \phi_{l_2} \otimes \phi_{l_1})(\phi_l \otimes \phi_l) \zeta_{l_1 l_2}$$

$$+ (\phi_l \otimes \phi_l) \sqrt{2} \sum_l \lambda_l (\phi_l \otimes \phi_l)(\phi_l \otimes \phi_l) \zeta_l$$

$$= 0 + \sqrt{2} \lambda_l \phi_l \zeta_l$$

with $\zeta_l$ be standard normal random variable. Therefore,

$$n^{1/2}(\hat{\lambda}_l - \lambda_l) \to_d \sqrt{2} \lambda_l \zeta_l = N(0, 2\lambda_l^2).$$

Next we consider (4.9). Note that, $n^{1/2}(\hat{\phi}_l - \phi_l)$ can be written as

$$n^{1/2}(\hat{\phi}_l - \phi_l) = P_l(n^{1/2}(\hat{\phi}_l - \phi_l)) + (I - P_l)(n^{1/2}(\hat{\phi}_l - \phi_l))$$

$$= I_l + II_l.$$

First, it is easy to show that $I_l$ converges weakly to 0. In fact, from the definition, we have

$$I_l = \langle n^{1/2}(\hat{\phi}_l - \phi_l), \phi_l \rangle \phi_l$$

$$= n^{1/2}(\langle \hat{\phi}_l, \phi_l \rangle - 1) \phi_l$$

$$= (n^{1/2}(\hat{P}_l - P_l)) S \cdot (\langle \hat{\phi}_l, \phi_l \rangle + 1)^{-1} \cdot \phi_l,$$

and since $\langle \hat{\phi}_l, \phi_l \rangle$ tends to 1, applying Lemma 4.4 we have

$$\langle n^{1/2}(\hat{P}_l - P_l), P_l \rangle_S \Rightarrow \langle \eta_l(Z), P_l \rangle_S = tr(\eta_l(Z)P_l) = tr(P_l S_l Z) = 0.$$

Therefore, $I_l \to 0$. Then we consider the second term $II_l$ and show that $II_l$ converges weakly to $S_l Z(\phi_l)$. Since

$$(I - P_l)(n^{1/2}(\hat{\phi}_l - \phi_l)) = n^{1/2}(I - P_l) \hat{\phi}_l$$

$$= n^{1/2}(I - P_l) \hat{P}_l \phi_l \cdot (\langle \hat{\phi}_l, \phi_l \rangle)^{-1}$$

$$= (I - P_l)[n^{1/2}(\hat{P}_l - P_l)](\phi_l) \cdot (\langle \hat{\phi}_l, \phi_l \rangle)^{-1}$$

$$\Rightarrow (I - P_l) \eta_l(Z)(\phi_l)$$

$$= S_l Z(\phi_l),$$
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we have

$$n^{1/2}(\hat{\phi}_l - \phi_l) \Rightarrow S_l Z(\phi_l)$$

$$= \sum_{k:k \neq l} (\lambda_l - \lambda_k)^{-1} \phi_k \otimes \phi_k \sum_{1<i<j} \sqrt{\lambda_l \lambda_k} (\phi_l \otimes \phi_l + \phi_k \otimes \phi_k) (\phi_l) \zeta_{1l,2j}$$

$$+ \sum_{k:k \neq l} (\lambda_l - \lambda_k)^{-1} \phi_k \otimes \phi_k \sqrt{2} \sum_l \lambda_l (\phi_l \otimes \phi_l) (\phi_l) \zeta_{ll}$$

$$= \sum_{k:k > l} \sqrt{\lambda_l \lambda_k} (\lambda_l - \lambda_k)^{-1} \phi_k \zeta_{lk} + \sum_{k:k < l} \sqrt{\lambda_l \lambda_k} (\lambda_l - \lambda_k)^{-1} \phi_k \zeta_{kl} + 0$$

with $\zeta_{ij}$ and $\zeta_{ii} (i, j \in \{1, ..., p\})$ are independent standard normal random variables as given as in (4.9) and (4.8) respectively.

\[\square\]

Proof. (of Theorem 4.2)

Following the proof before, for $l_1 \neq l_2$, the covariance operator of $S_l Z(\phi_l)$ is

$$E[S_{l_1} Z(\phi_{l_1}) \otimes S_{l_2} Z(\phi_{l_2})]$$

$$= E\left[ \sum_{k_1:k_1 > l_1} \sqrt{\lambda_{l_1} \lambda_{k_1}} (\lambda_{l_1} - \lambda_{k_1})^{-1} \phi_{k_1} \zeta_{l_1,k_1} + \sum_{k_1:k_1 < l_1} \sqrt{\lambda_{l_1} \lambda_{k_1}} (\lambda_{l_1} - \lambda_{k_1})^{-1} \phi_{k_1} \zeta_{l_1,k_1} \right]$$

$$\times \left[ \sum_{k_2:k_2 > l_2} \sqrt{\lambda_{l_2} \lambda_{k_2}} (\lambda_{l_2} - \lambda_{k_2})^{-1} \phi_{k_2} \zeta_{l_2,k_2} + \sum_{k_2:k_2 < l_2} \sqrt{\lambda_{l_2} \lambda_{k_2}} (\lambda_{l_2} - \lambda_{k_2})^{-1} \phi_{k_2} \zeta_{l_2,k_2} \right]$$

$$= \sum_{k_1:k_1 > l_1} \sum_{k_2:k_2 > l_2} \sqrt{\lambda_{l_1} \lambda_{k_1}} \sqrt{\lambda_{l_2} \lambda_{k_2}} (\lambda_{l_1} - \lambda_{k_1})^{-1} (\lambda_{l_2} - \lambda_{k_2})^{-1} \phi_{k_1} \otimes \phi_{k_2} E[\zeta_{l_1,k_1} \zeta_{l_2,k_2}]$$

$$+ \sum_{k_1:k_1 > l_1} \sum_{k_2:k_2 < l_2} \sqrt{\lambda_{l_1} \lambda_{k_1}} \sqrt{\lambda_{l_2} \lambda_{k_2}} (\lambda_{l_1} - \lambda_{k_1})^{-1} (\lambda_{l_2} - \lambda_{k_2})^{-1} \phi_{k_1} \otimes \phi_{k_2} E[\zeta_{l_1,k_1} \zeta_{l_2,k_2}]$$

$$+ \sum_{k_1:k_1 < l_1} \sum_{k_2:k_2 > l_2} \sqrt{\lambda_{l_1} \lambda_{k_1}} \sqrt{\lambda_{l_2} \lambda_{k_2}} (\lambda_{l_1} - \lambda_{k_1})^{-1} (\lambda_{l_2} - \lambda_{k_2})^{-1} \phi_{k_1} \otimes \phi_{k_2} E[\zeta_{l_1,k_1} \zeta_{l_2,k_2}]$$

$$+ \sum_{k_1:k_1 < l_1} \sum_{k_2:k_2 < l_2} \sqrt{\lambda_{l_1} \lambda_{k_1}} \sqrt{\lambda_{l_2} \lambda_{k_2}} (\lambda_{l_1} - \lambda_{k_1})^{-1} (\lambda_{l_2} - \lambda_{k_2})^{-1} \phi_{k_1} \otimes \phi_{k_2} E[\zeta_{l_1,k_1} \zeta_{l_2,k_2}]$$

$$= -\lambda_{l_1} \lambda_{l_2} (\lambda_{l_1} - \lambda_{l_2})^{-2} \phi_{l_1} \otimes \phi_{l_2}.$$

Therefore, for $l_1 \neq l_2 \in \{1, ..., p\}$,

$$cov(\phi_{l_1}(s), \phi_{l_2}(t)) = -\lambda_{l_1} \lambda_{l_2} (\lambda_{l_1} - \lambda_{l_2})^{-2} \phi_{l_1}(s)\phi_{l_2}(t).$$

For $l \in \{1, ..., p\}$,

$$cov(\phi_l(s), \phi_l(t)) = \sum_{k:k \neq l} \lambda_l \lambda_k (\lambda_l - \lambda_k)^{-2} \phi_k(s)\phi_k(t)$$
follows directly from 4.1.

**Proof. (of Theorem 4.3)**

From the definition of $\hat{\xi}_{il}$ in (4.3), we have

$$
\hat{\xi}_{il} = N^{-1}\langle Y_i, \hat{\phi}_l \rangle \\
= N^{-1}\langle Y_i, \phi_l + (\hat{\phi}_l - \phi_l) \rangle \\
= N^{-1}\langle Y_i, \phi_l \rangle + N^{-1}\langle Y_i, (\hat{\phi}_l - \phi_l) \rangle \\
= N^{-1}\langle Y_i, \phi_l \rangle + O\left(\frac{n^{-1/2}N^{-1}}{2}\right) \\
=: A_{i,l,N} + B_{i,l,N} + O\left(\frac{n^{-1/2}N^{-1}}{2}\right)
$$

with two independent terms

$$
A_{i,l,N} = N^{-1}\sum_{j=1}^{N}\left(\sum_{k=1}^{\infty}\xi_{ik}\phi_k(t_j)\phi_l(t_j)\right) = \sum_{k=1}^{\infty}\xi_{ik}N^{-1}\sum_{j=1}^{N}\phi_k(t_j)\phi_l(t_j), \\
B_{i,l,N} = N^{-1}\sum_{j=1}^{N}\epsilon_i(j)\phi_l(t_j).
$$

Note that, given the functional principal component scores $\xi_{ik}$ ($k \in \mathbb{N}$), the first term $A_{i,l,N}$ is deterministic thus $\text{var}(A_{i,l,N}|\xi_{ik}, k \in \mathbb{N}) = 0$. Moreover,

$$
A_{i,l,N} = \sum_{k=1}^{\infty}\xi_{ik}\langle \phi_k, \phi_l \rangle + O\left(N^{-1}\right) = \xi_{il} + O\left(N^{-1}\right).
$$

For the second term $B_{i,l,N}$. Since it does not depend on $\xi_{ik}$ ($k \in \mathbb{N}$), the conditional expectation $E[B_{i,l,N}|\xi_{ik}, k \in \mathbb{N}] = E[B_{i,l,N}]$ equals to 0 and the conditional covariance is

$$
\text{cov}(B_{i,l_1,N}, B_{i,l_2,N}|\xi_{ik}, k \in \mathbb{N}) = \text{cov}(B_{i,l_1,N}, B_{i,l_2,N}) \\
= N^{-2}\sum_{j_1,j_2=1}^{N}\gamma_{\epsilon}(j_1 - j_2)\phi_{l_1}(t_{j_1})\phi_{l_2}(t_{j_2}).
$$

Let $\delta > 0$ be an arbitrarily small constant. Since the error processes $\epsilon_i$ are short memory, i.e. $\sum |\gamma_{\epsilon}(k)| < \infty$, there exists a positive integer $k_0 = k_0(\delta)$ such that

$$
\sum_{|k| > k_0} |\gamma_{\epsilon}(k)| < \delta.
$$
Moreover, since \( p < \infty \) and the eigenfunctions \( \phi_l(t) \) \((l \in \mathbb{N})\) are uniformly continuous, we have
\[
\max_{1 \leq l \leq p} \sup_{t \in [-\pi, \pi]} |\phi_l(t)| \leq C_\phi < \infty
\]
for a suitable constant \( C_\phi \). We may separate the conditional covariance into two terms
\[
cov(B_{1,1,N}, B_{l,t_2,N}|\xi_{ik}, k \in \mathbb{N}) = S_{1,N}(\delta) + S_{2,N}(\delta)
\]
with
\[
S_{1,N}(\delta) = N^{-2} \sum_{j_1, j_2 = 1}^{N} \sum_{|j_1 - j_2| \leq k_0} \gamma_\ell (j_1 - j_2) \phi_{l_1}(t_{j_1})\phi_{l_2}(t_{j_2}),
\]
\[
S_{2,N}(\delta) = N^{-2} \sum_{j_1, j_2 = 1}^{N} \sum_{|j_1 - j_2| > k_0} \gamma_\ell (j_1 - j_2) \phi_{l_1}(t_{j_1})\phi_{l_2}(t_{j_2}).
\]
For the term \( S_{1,N}(\delta) \). Since \(|j_1 - j_2| \leq k_0\), \( S_{1,N}(\delta) \) can be written as
\[
S_{1,N}(\delta) = N^{-2} \sum_{j_1 = 1}^{N} \sum_{j_2 = \max(1,j_1 - k_0)}^{\min(N,j_1 + k_0)} \gamma_\ell (j_1 - j_2) \phi_{l_1}(t_{j_1})\phi_{l_2}(t_{j_2}).
\]
Note that
\[
\max_{1 \leq j_1, j_2 \leq N} \frac{|t_{j_1} - t_{j_2}|}{|j_1 - j_2|} \leq \frac{\max_{1 \leq j_1 - j_2 \leq k_0} \left| \frac{j_1 - j_2}{N} \right|}{k_0} \leq \frac{k_0}{N} \to 0, \text{ as } N \to \infty
\]
uniform continuity of \( \phi_l(t) \) implies
\[
\max_{1 \leq j_1, j_2 \leq N} \frac{\max_{|j_1 - j_2| \leq k_0} \left| \phi_{l_2}(t_{j_2}) - \phi_{l_2}(t_{j_1}) \right|}{|j_1 - j_2|} < \delta \quad (n \geq n_0)
\]
for \( n_0 = n_0(\delta) \) large enough. Therefore,
\[
S_{1,N}(\delta) = N^{-2} \sum_{j_1 = 1}^{N} \phi_{l_1}(t_{j_1}) \sum_{j_2 = \max(1,j_1 - k_0)}^{\min(N,j_1 + k_0)} \gamma_\ell (j_1 - j_2) [\phi_{l_2}(t_{j_1}) + r_{l_2,j_2,N}] =: S_{1,N,\phi}(\delta) + S_{1,N,r}(\delta)
\]
with \(|r_{l_2,j_2,N}| \) bounded uniformly by \( \delta \). Since, for the first term \( S_{1,N,\phi}(\delta) \),
\[
\lim_{N \to \infty} N^{-1} \sum_{j_1 = 1}^{N} \sum_{k_0}^{\min(N,j_1 + k_0)} \phi_{l_1}(t_{j_1})\phi_{l_2}(t_{j_1}) \sum_{j_2 = \max(1,j_1 - k_0)}^{\gamma_\ell (j_1 - j_2)} \phi_{l_2}(t_{j_1}) = \langle \phi_{l_1}, \phi_{l_2} \rangle \sum_{k_0}^{\gamma_\ell (k)},
\]
therefore, we have
\[ S_{1,N,d}(\delta) = N^{-2} \sum_{j_1=1}^{N} \phi_{l_1}(t_{j_1}) \sum_{j_2=\max(1,j_1-k_0)}^{\min(N,j_1+k_0)} \gamma_\epsilon(j_1-j_2) \phi_{l_2}(t_{j_1}) \]
\[ = N^{-1} \langle \phi_{l_1}, \phi_{l_2} \rangle \sum_{k=-k_0}^{k_0} \gamma_\epsilon(k) + o(N^{-1}). \]

For the second term \( S_{1,N,r}(\delta) \), we have the upper bound
\[ \left| S_{1,N,r}(\delta) \right| \leq \delta N^{-2} \sum_{j_1=1}^{N} |\phi_{l_1}(t_{j_1})| \sum_{k=-\infty}^{\infty} |\gamma_\epsilon(k)| \]
\[ \leq \delta N^{-1} C \]
with a constant
\[ C = C_\phi \sum_{k=-\infty}^{\infty} |\gamma_\epsilon(k)| < \infty. \]

Therefore, we obtain
\[ \lim_{N \to \infty} N \cdot S_{1,N}(\delta) = \langle \phi_{l_1}, \phi_{l_2} \rangle \sum_{k=-k_0}^{k_0} \gamma_\epsilon(k) + o(\delta). \]

Letting \( k_0 \to \infty \), we have
\[ \lim_{N \to \infty} N \cdot S_{1,N}(\delta) = \langle \phi_{l_1}, \phi_{l_2} \rangle \sum_{k=-\infty}^{\infty} \gamma_\epsilon(k) + o(\delta) \]
\[ = 2\pi f_\epsilon(0) \langle \phi_{l_1}, \phi_{l_2} \rangle + o(\delta) \]
\[ = 2\pi f_\epsilon(0) \delta_{l_1l_2} + o(\delta). \]

Similarly, for the term \( S_{2,N}(\delta) \), we have the upper bound
\[ |S_{2,N}(\delta)| \leq C N^{-1} \sum_{|k|>k_0} |\gamma_\epsilon(k)| \leq C \delta N^{-1}, \]
with a constant \( C = C_\phi^2 \), and hence
\[ \lim_{N \to \infty} N \cdot S_{2,N}(\delta) = o(\delta). \]

In conclusion, we have
\[ \lim_{N \to \infty} \text{cov} (B_{i,j_1,N}, B_{i,j_2,N}) = 2\pi f_\epsilon(0) \delta_{i_1i_2} = V_{i_1i_2}. \]
Moreover, for each $i$, since $\epsilon_i(j)$ ($j \in \mathbb{Z}$) is a Gaussian process so

$$\xi_{i,n} := N^{\frac{1}{2}} \left( \hat{\xi}_{i,1} - \xi_{i,1}, \ldots, \hat{\xi}_{i,p} - \xi_{i,p} \right)^T \to_d \zeta \sim N(0, V)$$

with $V = [V_{l_1l_2}]_{l_1,l_2=1,\ldots,p}$.

**Proof.** (of Theorem 4.4)

As discussed in the proof of Theorem 4.3 we have

$$\hat{\xi}_d = N^{-1} (Y, \hat{\phi}_d) = A_{i,l,N} + B_{i,l,N} + O \left( n^{-1/2} N^{-1} \right)$$

where $A_{i,l,N} = \xi_d + O(N^{-1})$ is deterministic, and $B_{i,l,N}$ does not depending on the functional principal component scores $\xi_{ik}$ ($k \in \mathbb{N}$).

For the covariance of $B_{i,l,N}$, since the error processes $\epsilon_i(j)$ ($j \in \mathbb{Z}$) are long-range dependent, we have

$$\text{cov} \left( B_{i,l_1,N}, B_{i,l_2,N} \right)$$

$$= N^{-2} \sum_{j_1,j_2=1}^{N} \gamma \left( j_1 - j_2 \right) \phi_{l_1}(t_{j_1})\phi_{l_2}(t_{j_2})$$

$$= c_\gamma N^{2d-1} \sum_{j_1,j_2=1 \atop j_1 \neq j_2}^{N} \frac{\left| j_1 - j_2 \right|^{2d-1}}{N^2} \phi_{l_1} \left( \frac{j_1}{N} \right) \phi_{l_2} \left( \frac{j_2}{N} \right) \frac{1}{N^2} + o \left( N^{2d-1} \right)$$

$$= N^{2d-1} c_\gamma \int_{-1}^{1} \int_{-1}^{1} |u - v|^{2d-1} \phi_{l_1}(u)\phi_{l_2}(v) du dv + o \left( N^{2d-1} \right)$$

$$= N^{2d-1} V_{l_1l_2} + o \left( N^{2d-1} \right).$$

Since $\epsilon_i(j)$ ($j \in \mathbb{Z}$) is a Gaussian process and $N^{1/2-d} \cdot N^{-1} = N^{-d-1/2} = o(1)$, we obtain

$$\xi_{i,n} \to_d \xi_i \sim N(0, V)$$

with $V = [V_{l_1l_2}]_{l_1,l_2=1,\ldots,p}$ defined above in Theorem 4.3.
### 4.5.2 Tables

<table>
<thead>
<tr>
<th>N</th>
<th>$B_{\lambda_1,N}^2$ (a)</th>
<th>$B_{\lambda_1,N}^2$ (b)</th>
<th>$B_{\lambda_1,N}^2$ (c)</th>
<th>$\sigma_{\lambda_1,N}^2$ (a)</th>
<th>$\sigma_{\lambda_1,N}^2$ (b)</th>
<th>$\sigma_{\lambda_1,N}^2$ (c)</th>
<th>$MSE_{\lambda_1,N}$ (a)</th>
<th>$MSE_{\lambda_1,N}$ (b)</th>
<th>$MSE_{\lambda_1,N}$ (c)</th>
</tr>
</thead>
<tbody>
<tr>
<td>100</td>
<td>0.047 0.279 0.462</td>
<td>32.881 35.056 32.950</td>
<td>32.928 35.335 33.412</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>200</td>
<td>0.093 0.237 0.633</td>
<td>30.260 30.661 31.442</td>
<td>30.353 30.898 32.076</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>400</td>
<td>0.076 0.112 0.551</td>
<td>30.285 30.698 31.317</td>
<td>30.361 30.898 31.868</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>600</td>
<td>0.098 0.174 0.743</td>
<td>27.863 28.181 29.633</td>
<td>27.961 28.354 30.376</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>800</td>
<td>0.024 0.053 0.337</td>
<td>30.668 31.004 31.039</td>
<td>30.692 31.057 31.376</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1000</td>
<td>0.008 0.020 0.311</td>
<td>30.842 30.753 30.032</td>
<td>30.850 30.774 30.343</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1500</td>
<td>0.254 0.294 1.005</td>
<td>31.949 31.805 32.511</td>
<td>32.203 32.100 33.516</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2000</td>
<td>0.047 0.057 0.433</td>
<td>32.990 33.128 32.623</td>
<td>33.037 33.186 33.056</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 4.1: Simulated values of the standardized squared bias $B_{\lambda_1,N}^2 = n_N[E(\hat{\lambda}_1) - \lambda_1]^2$, variance $\sigma_{\lambda_1,N}^2 = n_N\text{var}(\hat{\lambda}_1)$ and mean squared error $MSE_{\lambda_1,N} = n_NE[(\hat{\lambda}_1 - \lambda_1)^2]$ of $\hat{\lambda}_1$. For each $N$, the results are based on 200 simulations of model (4.11) with error process $\epsilon_i(j)$ generated by (a) iid $N(0, 1)$ variables; (b) an AR(1) process with lag-one correlation $\rho = 0.5$; (c) a FARIMA$(0, d, 0)$ process with $d = 0.3$. 
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Table 4.2: Simulated values of the standardized squared bias $B_{\lambda_2,N}^2 = n_N[E(\hat{\lambda}_2) - \lambda_2]^2$, variance $\sigma_{\lambda_2,N}^2 = n_N\text{var}(\hat{\lambda}_2)$ and mean squared error $MSE_{\lambda_2,N} = n_NE[(\hat{\lambda}_2 - \lambda_2)^2]$ of $\hat{\lambda}_2$. For each $N$, the results are based on 200 simulations of model (4.11) with error process $\epsilon_i(j)$ generated by (a) iid $N(0,1)$ variables; (b) an AR(1) process with lag-one correlation $\rho = 0.5$; (c) a FARIMA(0,$d$,0) process with $d = 0.3$.

<table>
<thead>
<tr>
<th></th>
<th>$B_{\lambda_2,N}^2$</th>
<th>$\sigma_{\lambda_2,N}^2$</th>
<th>$MSE_{\lambda_2,N}$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>(a)</td>
<td>(b)</td>
<td>(c)</td>
</tr>
<tr>
<td>100</td>
<td>0.177</td>
<td>0.037</td>
<td>0.008</td>
</tr>
<tr>
<td>200</td>
<td>0.177</td>
<td>0.068</td>
<td>0.001</td>
</tr>
<tr>
<td>400</td>
<td>0.063</td>
<td>0.015</td>
<td>0.035</td>
</tr>
<tr>
<td>600</td>
<td>0.006</td>
<td>0.000</td>
<td>0.081</td>
</tr>
<tr>
<td>800</td>
<td>0.021</td>
<td>0.006</td>
<td>0.050</td>
</tr>
<tr>
<td>1000</td>
<td>0.005</td>
<td>0.001</td>
<td>0.070</td>
</tr>
<tr>
<td>1500</td>
<td>0.023</td>
<td>0.015</td>
<td>0.019</td>
</tr>
<tr>
<td>2000</td>
<td>0.033</td>
<td>0.028</td>
<td>0.032</td>
</tr>
</tbody>
</table>

Table 4.3: Simulated values of the standardized integrated squared bias $B_{\phi_1,N}^2$, variance $\sigma_{\phi_1,N}^2$ and mean squared error $IMSE_{\phi_1,N}$ of $\hat{\phi}_1$. For each $N$, the results are based on 200 simulations of model (4.11) with error process $\epsilon_i(j)$ generated by (a) iid $N(0,1)$ variables; (b) an AR(1) process with lag-one correlation $\rho = 0.5$; (c) a FARIMA(0,$d$,0) process with $d = 0.3$.

<table>
<thead>
<tr>
<th></th>
<th>$B_{\phi_1,N}^2$</th>
<th>$\sigma_{\phi_1,N}^2$</th>
<th>$MSE_{\phi_1,N}$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>(a)</td>
<td>(b)</td>
<td>(c)</td>
</tr>
<tr>
<td>100</td>
<td>0.126</td>
<td>0.116</td>
<td>0.126</td>
</tr>
<tr>
<td>200</td>
<td>0.077</td>
<td>0.070</td>
<td>0.078</td>
</tr>
<tr>
<td>400</td>
<td>0.077</td>
<td>0.074</td>
<td>0.090</td>
</tr>
<tr>
<td>600</td>
<td>0.070</td>
<td>0.071</td>
<td>0.067</td>
</tr>
<tr>
<td>800</td>
<td>0.065</td>
<td>0.067</td>
<td>0.057</td>
</tr>
<tr>
<td>1000</td>
<td>0.080</td>
<td>0.083</td>
<td>0.070</td>
</tr>
<tr>
<td>1500</td>
<td>0.066</td>
<td>0.063</td>
<td>0.065</td>
</tr>
<tr>
<td>2000</td>
<td>0.029</td>
<td>0.030</td>
<td>0.028</td>
</tr>
</tbody>
</table>
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Table 4.4: Simulated values of the standardized integrated squared bias $B_{\phi_2,N}^2$, variance $\sigma_{\phi_2,N}^2$, and mean squared error $MSE_{\phi_2,N}$ of $\hat{\phi}_2$. For each $N$, the results are based on 200 simulations of model (4.11) with error process $\epsilon_i(j)$ generated by (a) iid $N(0,1)$ variables; (b) an AR(1) process with lag-one correlation $\rho = 0.5$; (c) a FARIMA$(0,d,0)$ process with $d = 0.3$.

<table>
<thead>
<tr>
<th>N</th>
<th>$B_{\phi_2,N}^2$</th>
<th>$\sigma_{\phi_2,N}^2$</th>
<th>$MSE_{\phi_2,N}$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>(a)</td>
<td>(b)</td>
<td>(c)</td>
</tr>
<tr>
<td>100</td>
<td>0.210</td>
<td>0.202</td>
<td>0.210</td>
</tr>
<tr>
<td>200</td>
<td>0.126</td>
<td>0.117</td>
<td>0.133</td>
</tr>
<tr>
<td>400</td>
<td>0.126</td>
<td>0.122</td>
<td>0.145</td>
</tr>
<tr>
<td>600</td>
<td>0.124</td>
<td>0.125</td>
<td>0.123</td>
</tr>
<tr>
<td>800</td>
<td>0.123</td>
<td>0.128</td>
<td>0.110</td>
</tr>
<tr>
<td>1000</td>
<td>0.150</td>
<td>0.155</td>
<td>0.135</td>
</tr>
<tr>
<td>1500</td>
<td>0.140</td>
<td>0.135</td>
<td>0.138</td>
</tr>
<tr>
<td>2000</td>
<td>0.089</td>
<td>0.091</td>
<td>0.087</td>
</tr>
</tbody>
</table>
Chapter 5

Two sample inference for eigenspaces

In this chapter, we discuss two sample inference for eigenspaces in functional data analysis (FDA) with dependent errors. Specifically, we study the similarities of two independent functional data samples by proposing a test statistic for testing the equality of the two eigenspaces $U$ and $V$ without assuming that individual eigenfunctions or eigenvalues are identical. Subspaces $U$ and $V$ are generated respectively by the first $m$ eigenfunctions of the two functional data samples with a noise component that may exhibit short- or long-range dependence. The test statistic is constructed by considering the residue processes $r_i(t) = \phi_i^{(2)}(t) - \sum_{i=1}^{m} a_{ij}\phi_i^{(1)}(t) \ (l = 1, \ldots, m)$, where $\phi^{(1)}(t)$ and $\phi^{(2)}(t)$ are the eigenfunctions of the two samples respectively. Then, the asymptotic distribution of the standardized residuals under the null hypothesis $U = V$ is derived. This provides the basis for defining the suitable test procedures where we consider the squared integral of the standardized residuals. However, in order to obtain less conservative rejection regions, the joint asymptotic distribution of the standardized residuals will be required. Since, in most cases, the dimension of the subspace $m$ is very small, we prefer to use a simple Bonferroni adjusted test. In order to avoid the shortcomings of the above test, a more practical solution - bootstrap test - is also discussed. Simulations illustrated the performance of the test are carried out. In particular, the accuracy of the level of significance does not seem to be influenced by the
dependence structure and, under the alternative hypothesis, the test is very powerful. This chapter is based on our results in Beran, Liu and Telkmann (2016).

5.1 Definitions

Throughout this chapter, observations are still assumed to be of the form (3.1), (3.3), (3.4) or (3.5) as that in Chapter 3. Moreover, the assumptions in Chapter 3 and Chapter 4 for one sample analysis are assumed to be hold.

5.1.1 Auxiliary results

Recall that, after the orthonormal contrast transformation of the original observations, the two-dimensional boundary kernel estimator of covariance of the underlying random curve $X(t)$ ($t \in [0, 1]$) can be given as in (3.21):

$$
\hat{C}(s, t) = \frac{1}{(Nb)^2} \sum_{j,k=1}^{N} K_{2,b} \left( \frac{s - t_j}{b}, \frac{t - t_k}{b} \right) n^{-1} \sum_{i=1}^{n} Y_{ij}Y_{ik},
$$

where $K_{2,b}(s, t)$ is a two-dimensional boundary higher order kernel function with support $[-1, 1]^2$ (see Chapter 3 or Beran and Liu 2014).

The eigenvalues $\lambda_l$ and eigenfunctions (functional principal components) $\phi_l(t)$ of the covariance function $C(s, t) = \text{cov}(X(s), X(t))$ are estimated from (4.1):

$$
\int_{0}^{1} \hat{C}(s, t)\hat{\phi}_l(s)ds = \hat{\lambda}_l\hat{\phi}_l(t),
$$

where $\int_{0}^{1} \hat{\phi}_l^2(t)dt = 1$ and $\int_{0}^{1} \hat{\phi}_l(t)\hat{\phi}_m(t)dt = 0$ for $m < l$. Note that the above formula follows from the Mercer’s Theorem on $\hat{C}(s, t)$ as in (4.2):

$$
\hat{C}(s, t) = \sum_{l} \hat{\lambda}_l\hat{\phi}_l(s)\hat{\phi}_l(t) \quad (s, t \in [0, 1]).
$$

Note that, since the error processes $\epsilon_i(j)$ are existing and not independent,

$$
\text{cov}(Y_{ij}, Y_{ik}) = \text{cov}(X(t_j), X(t_k)) + \text{cov}(\epsilon_i(j), \epsilon_i(k))
= C(t_j, t_k) + \gamma_{c}(j - k)
$$

means that $\hat{\phi}_l(t)$, $\hat{\lambda}_l$ based on $Y_{ij}$ differ from the corresponding estimates obtained from $X_i(t_j)$ (see Chapter 4 or Beran and Liu 2016).
5.1.2 Two independent samples

One of the main objectives in FDA is to obtain a low-dimensional representation of \(X(t)\) in terms of eigenfunctions \(\phi_l(t)\) \((l = 1, \ldots, m)\) with the largest \(m\) eigenvalues. Therefore, in this chapter, we consider the following two sample problem. Suppose that we observe two independent samples defined by

\[
Y_{ij}^{(1)} = X_{i}^{(1)}(t_j) + \epsilon_{i}^{(1)}(j) \quad (i = 1, \ldots, n^{(1)}; j = 1, \ldots, N^{(1)})
\]

(5.1)

and

\[
Y_{ij}^{(2)} = X_{i}^{(2)}(t_j) + \epsilon_{i}^{(2)}(j) \quad (i = 1, \ldots, n^{(2)}; j = 1, \ldots, N^{(2)})
\]

(5.2)

where \(X_{i}^{(k)}\), \(\epsilon_{i}^{(k)}\) \((k = 1, 2)\) are defined as that in (3.3), (3.4) or (3.5) in Chapter 3. For \(k = 1, 2\), the error processes \(\epsilon_{i}^{(k)}\) \((i \in \mathbb{N})\) are independent copies of a Gaussian process \(\epsilon^{(k)}\) with zero mean and spectral density \(f^{(k)}\) satisfying (3.4). This means that for \(d = 0\), \(\epsilon_{i}^{(k)}\) \((i \in \mathbb{N})\) exhibit short memory and for \(0 < d < \frac{1}{2}\), \(\epsilon_{i}^{(k)}\) \((i \in \mathbb{N})\) exhibit long memory. Note that the spectral densities \(f^{(1)}, f^{(2)}\) of the processes \(\epsilon^{(1)}\) and \(\epsilon^{(2)}\) may be different. The random functions \(X_{i}^{(k)}(t)\) are assumed to have the Karhunen-Loève (K.L.) expansions

\[
X_{i}^{(k)}(t) = \mu^{(k)}(t) + \sum_{l=1}^{p^{(k)}} \xi_{il}^{(k)} \phi_{l}^{(k)}(t) \quad (k = 1, 2)
\]

(5.3)

with \(p^{(1)}, p^{(2)} \leq \infty\).

Given a finite fixed dimension \(m \in \mathbb{N}\), we are interested in testing whether the subspaces (of \(L^2[0,1]\)) spanned by \(\phi_{l}^{(1)}(t)\) \((l = 1, \ldots, m)\) and \(\phi_{l}^{(2)}(t)\) \((l = 1, \ldots, m)\) are the same. In next section we will give the definition of one test based on residual functions and derive its asymptotic distribution.

5.2 Test statistics and asymptotic properties

The comparison of the eigenspaces generated by the first several eigenfunctions (functional principal components) which leads to the two sample problem as above is discussed in this section.
5.2.1 Definition of test statistic $\hat{r}_l(t)$

Let $m \leq \min\{p^{(1)}, p^{(2)}\}$ be a positive integer (in practice, $m$ is small). Denote by $\mathcal{U}$ and $\mathcal{V}$ be the $m$-dimensional linear function spaces generated by the eigenfunctions $\phi_1^{(1)}(t), \ldots, \phi_m^{(1)}(t)$ and $\phi_1^{(2)}(t), \ldots, \phi_m^{(2)}(t)$ respectively. Our aim is to test the null hypothesis

$H_0 : \mathcal{U} = \mathcal{V}$

against the alternative hypothesis

$H_A : \mathcal{U} \neq \mathcal{V}$.

A natural approach is to consider, for each $l \in \{1, \ldots, m\}$, the difference between $\phi_l^{(2)}(t)$ and its orthogonal projection to $\mathcal{U}$. Under $H_0$, this difference is identically equal to zero. However, under $H_A$, there is at least one $l$ where this difference is not identically equal to zero. Therefore, we consider the residual functions $r_l(t)$ ($l = 1, \ldots, m$) defined by

$$r_l(t) = \phi_l^{(2)}(t) - \sum_{i=1}^{m} a_{il} \phi_i^{(1)}(t)$$

where, for each $l \in \{1, \ldots, m\}$, the coefficients $a_{il}$ ($i = 1, \ldots, m$) are chosen to minimize $\| \phi_l^{(2)} - \sum a_{il} \phi_i^{(1)} \|^2 = \int_0^1 |\phi_l^{(2)}(t) - \sum a_{il} \phi_i^{(1)}(t)|^2 dt$. Note that, under $H_0$, we have $r_l(t) \equiv 0$, $\sum_{i=1}^{m} a_{il}^2 = 1$ and $\sum_{i=1}^{m} a_{il} a_{il'} = 0$ for all $l \neq l'$, i.e. $\langle a_l, a_{l'} \rangle = \delta_{ll'}$ where $a_l = (a_{1l}, \ldots, a_{ml})^T$. This means that, there exists an orthogonal transformation (orthogonal matrix) between two basis functions $\phi_1^{(1)}(t), \ldots, \phi_m^{(1)}(t)$ and $\phi_1^{(2)}(t), \ldots, \phi_m^{(2)}(t)$. On the other hand, under $H_A$, we can find at least one $l \in \{1, \ldots, m\}$ such that $\|r_l\|^2 > 0$.

Now we suppose that the observations consist of two independent samples $Y_{ij}^{(k)}$ ($k = 1, 2$) as defined in (5.1) and (5.2). The corresponding covariance functions $C^{(1)}(s,t)$, $C^{(2)}(s,t)$ and their eigenvalues $\lambda_1^{(1)}$, $\lambda_1^{(2)}$ and eigenfunctions $\phi_1^{(1)}(t)$, $\phi_1^{(2)}(t)$ are estimated by $\hat{C}^{(1)}(s,t)$, $\hat{C}^{(2)}(s,t)$, $\hat{\lambda}_1^{(1)}$, $\hat{\lambda}_1^{(2)}$, $\hat{\phi}_1^{(1)}(t)$, $\hat{\phi}_1^{(2)}(t)$ ($l = 1, \ldots, m$) respectively (see (3.21) and (4.1) or (4.2) as mentioned in Auxiliary results section).

Then the residual functions $r_l(t)$ ($l = 1, \ldots, m$) can be estimated by

$$\hat{r}_l(t) = \hat{r}_l(t) = \hat{\phi}_l^{(2)}(t) - \sum_{i=1}^{m} \hat{a}_{il} \hat{\phi}_i^{(1)} \quad (l = 1, \ldots, m) \quad (5.4)$$
where \( \hat{a}_{il} = \left\langle \hat{\phi}^{(2)}_i, \hat{\phi}^{(1)}_l \right\rangle \). Standardized residual functions are defined by

\[
\tilde{r}_l(t) = \sqrt{\frac{n^{(1)} n^{(2)}}{n^{(1)} + n^{(2)}}} \hat{r}_l(t)
\]

where \( n^{(1)} \) and \( n^{(2)} \) are the sampling points of the two independent samples respectively. The asymptotic distribution of \( \hat{r}_l(t) \) will be discussed in the next section.

### 5.2.2 Asymptotic distribution of test statistic \( \hat{r}_l(t) \)

In this section, we derive the asymptotic distribution of standardized residual functions \( \tilde{r}_l(t) \). For simplicity of presentation we assume that \( p^{(1)} = p^{(2)} =: p \). This assumption can be dropped without any change in the proof.

**Theorem 5.1.** Suppose that \( H_0 \) is true, \( X^{(1)}_i(t) \) and \( X^{(2)}_i(t) \) admit the representation (5.3) for some \( p \leq \infty \), \( \mathcal{U} \) and \( \mathcal{V} \) are defined as above with \( m \leq p \) and the assumptions of Theorem 4.2 hold. Assume also that there exists a constant \( \eta \in (0, 1) \) such that

\[
\frac{n^{(1)}}{n^{(1)} + n^{(2)}} \rightarrow \eta \quad (as \, n^{(1)}, n^{(2)} \rightarrow \infty).
\]

Furthermore, define, for \( i \neq j \in \{1, \ldots, p\} \),

\[
\Lambda_{ij}^{(1)} = \sqrt{\lambda_i^{(1)} \lambda_j^{(1)}} \left( \lambda_i^{(1)} - \lambda_j^{(1)} \right)^{-1}
\]

and

\[
\Lambda_{ij}^{(2)} = \sqrt{\lambda_i^{(2)} \lambda_j^{(2)}} \left( \lambda_i^{(2)} - \lambda_j^{(2)} \right)^{-1}
\]

and denote by \( \zeta_{ij}^{(1)}, \zeta_{ij}^{(2)} \) \((i, j \in \mathbb{N})\) independent \( N(0, 1) \) random variables. Then

\[
\tilde{r}_l(t) \Rightarrow Z_{res,l}(t)
\]

where “\( \Rightarrow \)” denotes weak convergence in \( C[0, 1] \) equipped with the uniform metric,

\[
Z_{res,l}(t) = Z_{res,l,1}(t) - Z_{res,l,2}(t)
\]
and

\[ Z_{\text{res},1}(t) = \sqrt{\eta} \sum_{k=m+1}^{p} \Lambda_{ik}^{(2)} \left( \phi_{k}^{(2)}(t) - \sum_{i=1}^{m} a_{ik} \phi_{i}^{(1)}(t) \right) \zeta_{ik}^{(2)}, \]

\[ Z_{\text{res},2}(t) = \sqrt{1 - \eta} \sum_{k=m+1}^{p} \sum_{i=1}^{m} \Lambda_{ik}^{(1)} \left( a_{kl} \phi_{i}^{(1)}(t) + a_{il} \phi_{k}^{(1)}(t) \right) \zeta_{ik}. \]

**Remark 5.1.** If \( m = p \), then \( \hat{r}_l(t) \to 0 \). In order to obtain a nondegenerate limiting distribution, one may need to consider a higher order expansion of \( \hat{r}_l(t) \).

**Remark 5.2.** In general, the processes \( Z_{\text{res},1}(t) \) (\( t \in [0,1] \)) and \( Z_{\text{res},2}(t) \) (\( t \in [0,1] \)) are not independent.

**Remark 5.3.** Since \( Z_{\text{res},1}(t) \) and \( Z_{\text{res},2}(t) \) are Gaussian and independent of each other, \( Z_{\text{res},1}(t) - Z_{\text{res},2}(t) \) may be replaced by \( Z_{\text{res},1}(t) + Z_{\text{res},2}(t) \). The sign of \( Z_{\text{res},2}(t) \) is relevant only, if for instance the joint asymptotic distribution of \( \hat{r}_l(t) \) and \( \hat{\phi}_l(t) \) is of interest.

Theorem 5.1 can be used to define tests for \( H_0 \). For instance, we consider the squared integral of the estimated standardized residual functions:

\[ \tilde{U}_l := \int_{0}^{1} \tilde{r}_l^2(t) dt \quad (l = 1, 2, \ldots, m). \]

Then Theorem 5.1 implies that under \( H_0 \),

\[ \tilde{U}_l \to^d U_l = \int_{0}^{1} (Z_{\text{res},1}(t) - Z_{\text{res},2}(t))^2 dt \quad (l = 1, 2, \ldots, m). \]

Note that under \( H_0 \), we expect that for all \( l = 1, 2, \ldots, m \), \( \tilde{U}_l \to^d U_l \). Therefore, using only one of these test statistics is not sufficient, since the test would not be consistent in general. One may prefer to use some adjusted correction to deal with this multiple comparitions problem. For instance, since in most applications \( m \) is small, one may prefer to use a simple Bonferroni adjusted test.

A simple Bonferroni adjusted test at the level of significance \( \alpha \in (0,1) \) can be defined as follows. Denote by \( F_{\tilde{U}_l} \) the distribution function of \( U_l \) and by \( q_{\alpha,m,l} = F_{\tilde{U}_l}^{-1}(1 - \alpha/m) \) its \( (1 - \alpha/m) \)-quantile. A Bonferroni corrected rejection region can be defined by

\[ K_\alpha = \left\{ Y_{ij}^{(k)}(k = 1, 2) : \tilde{U}_l > q_{\alpha,m,l} \text{ for at least one } l \in \{1, \ldots, m\}\right\}. \quad (5.6) \]
By definition, the actual level of significance does not exceed \( \alpha \).

In order to obtain less conservative or even asymptotically exact rejection regions, we need to calculate the joint asymptotic distribution of \( \tilde{r}_1(t), \ldots, \tilde{r}_m(t) \). In fact, this joint distribution can be derived straightforwardly by using analogous arguments as in Theorem 5.1, since \( Z_{res,1}(t) \) and \( Z_{res,2}(t) \) are Gaussian and independent of each other. However, the formulas are quite complicated and depend on unknown quantities.

In applications where \( m \) is small one may prefer to use a simple Bonferroni adjusted test, such as the one given here. A more practical solution is the bootstrap test discussed in the next section.

**Remark 5.4.** In particular, Theorem 5.1 implies the following formulas for the first two moments of \( U_l \):

\[
E[U_l] = \eta \sum_{k = m+1}^{p} \left\{ \Lambda_{lk}^{(2)} \right\}^2 \left( 1 - \sum_{i=1}^{m} a_{ik}^2 \right) + (1 - \eta) \sum_{k = m+1}^{p} \sum_{i=1}^{m} \left\{ \Lambda_{ik}^{(1)} \right\}^2 (a_{kl}^2 + a_{il}^2)
\]

and

\[
var(U_l) = A_1 + A_2 + A_3
\]

with

\[
A_1 = 2\eta^2 \sum_{k = m+1}^{p} \left\{ \Lambda_{lk}^{(2)} \right\}^2 \left( A_{111} - 2A_{12} + A_{13} \right),
\]

\[
A_{111} = \left\{ \Lambda_{lk}^{(2)} \right\}^2,
\]

\[
A_{12} = \left\{ \Lambda_{lk}^{(2)} \right\}^2 \sum_{i=1}^{m} a_{ik}^2,
\]

\[
A_{13} = \sum_{k' = m+1}^{k'} \left\{ \Lambda_{lk'}^{(2)} \right\}^2 \left( \sum_{i=1}^{m} a_{ik} a_{ik'} \right)^2,
\]

\[
A_2 = 4\eta(1 - \eta) \sum_{k, k' = m+1}^{p} \sum_{i=1}^{m} \left\{ \Lambda_{ik}^{(2)} \right\}^2 \left\{ \Lambda_{ik'}^{(2)} \right\}^2 a_{il} a_{k'k},
\]

\[
A_3 = 2(1 - \eta)^2 (A_{31} + 2A_{32} + A_{33}),
\]

\[
A_{31} = \sum_{i=1}^{m} \left( \sum_{k = m+1}^{p} a_{kl}^2 \left\{ \Lambda_{ik}^{(1)} \right\}^2 \right)^2,
\]

\[
A_{32} = \sum_{k = m+1}^{p} a_{kl}^2 \sum_{i=1}^{m} a_{il}^2 \left\{ \Lambda_{ik}^{(1)} \right\}^4.
\]
and

\[ A_{33} = \sum_{k=m+1}^{p} \left( \sum_{i=1}^{m} a_{ik}^2 \left\{ A_{ik}^{(1)} \right\}^2 \right)^2. \]

### 5.2.3 A bootstrap test

The test considered above has the following several shortcomings:

- Using the statistics \( \tilde{U}_l \) together with a Bonferroni correction is likely to lead to a conservative test, in particular for large values of \( m \).
- There is an artificial asymmetry in that the estimated eigenfunctions of the second sample are projected on those of the first sample.
- The asymptotic distribution depends on unknown parameters, including the dimension \( p \) as well as all \( p \) eigenfunctions and eigenvalues.

Therefore, in this section, we propose an improved test to solve these problems. The idea is to define a test statistic that is symmetric and at the same time suitable for a simple bootstrap procedure that does not require knowledge of unknown nuisance parameters.

First we address the question of symmetry. Define estimated residual functions

\[
\hat{r}_l(t; 1) = \hat{\phi}_l^{(2)}(t) - \sum_{i=1}^{m} \hat{a}_{il}^{(1)} \hat{\phi}_i^{(1)}(t) \quad (l = 1, \ldots, m),
\]

\[
\hat{r}_l(t; 2) = \hat{\phi}_l^{(1)}(t) - \sum_{i=1}^{m} \hat{a}_{il}^{(2)} \hat{\phi}_i^{(2)}(t) \quad (l = 1, \ldots, m),
\]

where \( \hat{a}_{il}^{(1)} = \langle \hat{\phi}_l^{(2)}, \hat{\phi}_i^{(1)} \rangle \), \( \hat{a}_{il}^{(2)} = \langle \hat{\phi}_l^{(1)}, \hat{\phi}_i^{(2)} \rangle \). Thus, \( \hat{r}_l(t; 1) \) and \( \hat{r}_l(t; 2) \) are the residuals obtained from orthogonal projection of \( \hat{\phi}_l^{(2)} \) on \( \text{span} \{ \hat{\phi}_1^{(1)}, \ldots, \hat{\phi}_m^{(1)} \} \) and the projection of \( \hat{\phi}_l^{(1)} \) on \( \text{span} \{ \hat{\phi}_1^{(2)}, \ldots, \hat{\phi}_m^{(2)} \} \) respectively. The corresponding standardized statistics \( \tilde{U}_l \) are denoted by \( \tilde{U}_l(1) \) and \( \tilde{U}_l(2) \). We may then define an overall statistic

\[
T_{n,N} = \max \left\{ \tilde{U}_1(1), \ldots, \tilde{U}_m(1), \tilde{U}_1(2), \ldots, \tilde{U}_m(2) \right\}.
\]

By definition, \( T_{n,N} \) is symmetric with respect to the two samples. Moreover, no Bonferroni correction is needed, if the correct quantiles of \( T_{n,N} \) can be calculated.
or approximated with sufficient accuracy. In principle, asymptotic rejection regions based on $T_{n,N}$ follow directly from the joint asymptotic distribution of the standardized residuals $\tilde{r}_l(t; k)$ ($k = 1, 2; \ l = 1, \ldots, m$). However, the asymptotic formulas are very complicated and depend on unknown quantities (as we can see in Theorem 5.1). Therefore, it is more useful to define a suitable bootstrap procedure that avoids explicit estimation of nuisance parameters. Since $\tilde{r}_l(t; k)$ ($k = 1, 2; \ l = 1, \ldots, m$) are asymptotically jointly normal and the observed series are independent, a bootstrap method can be applied. However, some care needs to be taken to guarantee that the bootstrap distribution of $T_{n,N}$ approximates the null distribution even if $H_1$ is true.

Before describing the algorithm, we start with some notations and basic observations. Let $m \leq p$, denote

$$\mathcal{U}_m = \text{span}\left\{\phi_1^{(1)}, \ldots, \phi_m^{(1)}\right\},$$

$$\mathcal{V}_m = \text{span}\left\{\phi_1^{(2)}, \ldots, \phi_m^{(2)}\right\},$$

and $\mathcal{U}_{m,p}^\perp$ and $\mathcal{V}_{m,p}^\perp$ be the orthogonal complement of $\mathcal{U}_m$ and $\mathcal{V}_m$ respectively. When estimated eigenfunctions $\hat{\phi}_i^{(k)}$ are used, we will write $\hat{\mathcal{U}}_m, \hat{\mathcal{V}}_m, \mathcal{U}_{m,p}^\perp$, and $\mathcal{V}_{m,p}^\perp$ instead. Moreover, orthogonal projections to the corresponding subspaces will be denoted by $P_{\mathcal{U}_m}, P_{\mathcal{V}_m}, P_{\mathcal{U}_{m,p}}^\perp$, and $P_{\mathcal{V}_{m,p}}^\perp$. We are testing $H_0 : \mathcal{U}_m = \mathcal{V}_m$. Let

$$X_{i,m}^{(k)}(t) = \sum_{l=1}^m \xi_{il}^{(k)} \phi_i^{(k)}(t)$$

and

$$R_{i,m,p}^{(k)}(t) = \sum_{l=m+1}^p \xi_{il}^{(k)} \phi_i^{(k)}(t).$$

The observed series $Y_{ij}^{(k)}$ ($k = 1, 2; \ i = 1, \ldots, n, \ j = 1, \ldots, N$) can be written as

$$Y_{ij}^{(k)} = X_i^{(k)}(t_j) + \epsilon_i^{(k)}(j)$$

$$= X_{i,m}^{(k)}(t_j) + \left(R_{i,m,p}^{(k)}(t_j) + \epsilon_i^{(k)}(j)\right)$$

$$= X_{i,m}^{(k)}(t_j) + E_i^{(k)}(t_j)$$

where $t_j = j/N$, and

$$E_i^{(k)}(t_j) = R_{i,m,p}^{(k)}(t_j) + \epsilon_i^{(k)}(j).$$
For the functions $X_{i,m}^{(k)}(t)$, $R_{i,m,p}^{(k)}(t) \in L^2[0,1]$, we have under $H_0$,

\[
X_{i,m}^{(1)}(t) \in U_m = V_m = U_m \cap V_m,
\]

\[
X_{i,m}^{(2)}(t) \in V_m = U_m = U_m \cap V_m,
\]

\[
R_{i,m,p}^{(1)}(t) \in U^\perp_{m,p} = V^\perp_{m,p} = U^\perp_{m,p} \cap V^\perp_{m,p},
\]

and

\[
R_{i,m,p}^{(2)}(t) \in V^\perp_{m,p} = U^\perp_{m,p} = U^\perp_{m,p} \cap V^\perp_{m,p}.
\]

Thus, in particular, we obtain

\[
P_{U_m} \left( X_{i,m}^{(2)}(t) \right) = P_{V_m} \left( X_{i,m}^{(2)}(t) \right)
= \sum_{s=1}^{m} \left( X_{i,m}^{(2)}(t), \phi_s^{(2)}(t) \right) \phi_s^{(2)}(t)
= \sum_{s=1}^{m} \left( \sum_{l=1}^{m} \xi_{il}^{(2)} \phi_l^{(2)}(t), \phi_s^{(2)}(t) \right) \phi_s^{(2)}(t)
= X_{i,m}^{(2)}(t),
\]

\[
P_{U_{m,p}^\perp} \left( R_{i,m,p}^{(2)}(t) \right) = P_{V_{m,p}^\perp} \left( \sum_{l=m+1}^{p} \xi_{il}^{(2)} \phi_l^{(2)}(t) \right)
= \sum_{s=m+1}^{p} \left( \sum_{l=m+1}^{p} \xi_{il}^{(2)} \phi_l^{(2)}(t), \phi_s^{(2)}(t) \right) \phi_s^{(2)}(t)
= \sum_{l=m+1}^{p} \xi_{il}^{(2)} \phi_l^{(2)}(t)
= R_{i,m,p}^{(2)}(t),
\]

\[
P_{V_m} \left( X_{i,m}^{(1)}(t) \right) = P_{U_m} \left( X_{i,m}^{(1)}(t) \right)
= \sum_{s=1}^{m} \left( X_{i,m}^{(1)}(t), \phi_s^{(1)}(t) \right) \phi_s^{(1)}(t)
= \sum_{s=1}^{m} \left( \sum_{l=1}^{m} \xi_{il}^{(1)} \phi_l^{(1)}(t), \phi_s^{(1)}(t) \right) \phi_s^{(1)}(t)
= X_{i,m}^{(1)}(t),
\]
and

\[ P_{V_{m,p}^+} \left( R_{i,m,p}^{(1)}(t) \right) = P_{U_{m,p}} \left( \sum_{l=m+1}^{p} \xi_{il}^{(1)} \phi_{l}^{(1)}(t) \right) \]

\[ = \sum_{s=m+1}^{p} \left( \sum_{l=m+1}^{p} \xi_{il}^{(1)} \phi_{l}^{(1)}(t), \phi_{s}^{(1)}(t) \right) \phi_{s}^{(1)}(t) \]

\[ = \sum_{l=m+1}^{p} \xi_{il}^{(1)} \phi_{l}^{(1)}(t) \]

\[ = R_{i,m,p}^{(1)}(t). \]

Due to weak convergence of the eigenfunctions \( \hat{\phi}_{l}^{(k)}(t) \) in \( C[0, 1] \), the projection operators \( P_{U_{m}}, P_{V_{m}}, P_{U_{m,p}} \) and \( P_{V_{m,p}} \) may be replaced by estimates (see Chapter 4 or Beran and Liu 2016).

The bootstrap algorithm is defined as follows:

- **Step 1**: Calculate \( T_{n,N} \) for the observed data.

- **Step 2**: Obtain estimates \( \hat{\phi}_{l}^{(k)}(t_j), \ldots, \hat{\lambda}_{m}^{(k)}(k = 1, 2), t_j = j/M, j = 1, \ldots, M, M \in \mathbb{N} \) from sample 1 \( (k = 1) \) and sample 2 \( (k = 2) \) respectively.

- **Step 3**: Calculate \( \hat{R}_{i,m,p}^{(k)}(t_j) \) \( (k = 1, 2; i = 1, \ldots, n, t_j = j/M, j = 1, \ldots, M) \) based on estimates from Step 2. That is

\[ \hat{R}_{i,m,p}^{(k)}(t_j) = \sum_{l=m+1}^{p} \hat{\xi}_{il}^{(k)} \hat{\phi}_{l}^{(k)}(t_j), \]

where \( \hat{\xi}_{il}^{(k)} \sim N \left( 0, \hat{\lambda}_{l}^{(k)} \right) \).

- **Step 4**: For \( i = 1, \ldots, n \) and \( l = 1, \ldots, m \), set

\[ \hat{\phi}_{l}^{(1)}(t_j) = \frac{P_{U_{m}} \left( \hat{\phi}_{l}^{(1)}(\cdot) \right)}{\left\| P_{U_{m}} \left( \hat{\phi}_{l}^{(1)}(\cdot) \right) \right\|_{L^2}}, \]

\[ \hat{\phi}_{l}^{(2)}(t_j) = \frac{P_{U_{m}} \left( \hat{\phi}_{l}^{(2)}(\cdot) \right)}{\left\| P_{U_{m}} \left( \hat{\phi}_{l}^{(2)}(\cdot) \right) \right\|_{L^2}}. \]
\[ \hat{\phi}^{(1|2)}_i(t_j) = \frac{P_{\hat{Y}_m}(\hat{\phi}^{(1)}_i(t_j))}{\|P_{\hat{Y}_m}(\hat{\phi}^{(1)}_i(\cdot))\|_{L^2}}, \]
\[ \hat{\phi}^{(2|2)}_i(t_j) = \frac{P_{\hat{Y}_m}(\hat{\phi}^{(2)}_i(t_j))}{\|P_{\hat{Y}_m}(\hat{\phi}^{(2)}_i(\cdot))\|_{L^2}} = \hat{\phi}^{(2)}_i(t_j), \]
\[ \hat{E}_i^{(1|1)}(t_j) = \hat{E}_i^{(1)}(t_j), \]
\[ \hat{E}_i^{(2|1)}(t_j) = P_{\hat{Y}_m}(\hat{E}_i^{(2)}(t_j)), \]
\[ \hat{E}_i^{(1|2)}(t_j) = P_{\hat{Y}_m}(\hat{E}_i^{(1)}(t_j)), \]
and
\[ \hat{E}_i^{(2|2)}(t_j) = \hat{E}_i^{(2)}(t_j). \]

All projections are evaluated on the grid \( t_j = j/M \) \((j = 1, \ldots, M)\).

- Step 5: For each \( s = 1, \ldots, N_{\text{boot}} \) simulate the bootstrap statistic \( T^{*}_{s,1} \) as follows:

  First simulate \( n \) independent vectors of scores

  \[ \tilde{\xi}_i = \left( \tilde{\xi}^{(1)}_i, \ldots, \tilde{\xi}^{(1)}_{im}, \tilde{\xi}^{(2)}_i, \ldots, \tilde{\xi}^{(2)}_{im} \right) \quad (i = 1, \ldots, n) \]

  where \( \tilde{\xi}^{(k)}_{il} \) are independent \( N \left( 0, \lambda^{(k)}_{ij} \right) \)-variables. For each \( i = 1, \ldots, n \), calculate the simulated series

  \[ \tilde{X}^{(k|1)}_{i,m*}(t_j) = \sum_{l=1}^{m} \tilde{\xi}^{(k)}_{il} \hat{\phi}^{(k|1)}_i(t_j) \quad (k = 1, 2; \ t_j = j/M). \]

  Sample \( n \) series \( \tilde{E}^{(1|1)*}_i(t_j) \) \((i = 1, \ldots, n, t_j = j/M)\) independently with replacement from \( \left\{ \tilde{E}^{(1|1)}_1(t_j), \ldots, \tilde{E}^{(1|1)}_n(t_j) \right\} \). Similarly, sample \( n \) series \( \tilde{E}^{(2|1)*}_i(t_j) \) \((i = 1, \ldots, n)\) independently with replacement from \( \left\{ \tilde{E}^{(2|1)}_1(t_j), \ldots, \tilde{E}^{(2|1)}_n(t_j) \right\} \).

  Define the bootstrapped samples 1 and 2 by

  \[ Y^{(k|1)*}_{ij} = \tilde{X}^{(k|1)*}_{i,m}(t_j) + \tilde{E}^{(k|1)*}_i(t_j) \quad (k = 1, 2; \ i = 1, \ldots, n; \ t_j = j/M). \]

  Denote the corresponding values of \( \tilde{U}_i(k) \) \((k = 1, 2; \ l = 1, \ldots, m)\) by \( \tilde{U}^{*}_i(k) \).

  Calculate the \( s \)th bootstrap statistic

  \[ T^{*}_{s,1} = \max \left\{ \tilde{U}^{*}_1(1), \ldots, \tilde{U}^{*}_m(1), \tilde{U}^{*}_1(2), \ldots, \tilde{U}^{*}_m(2) \right\}. \]
• Step 6: Carry out step 5 using \( \hat{\phi}_l^{(k|2)}(t_j) \) and \( \hat{E}_l^{(k|2)}(t_j) \) \((k = 1, 2, t_j = j/M)\) instead, to obtain the corresponding statistic \( T_{s,2}^* \).

• Step 7: Given \( \alpha \in (0, 1) \) and the bootstrap statistics \( T_{s,1}^*, T_{s,2}^* \) \((s = 1, ..., N_{boot})\), calculate the empirical \((1 - \alpha)\) quantiles \( q_{1-\alpha}^*(1) \) and \( q_{1-\alpha}^*(2) \) of \( T_{s,1}^* \) \((s = 1, ..., N_{boot})\) and \( T_{s,2}^* \) \((s = 1, ..., N_{boot})\) respectively. Reject \( H_0 \) at the level of significance \( \alpha \), if

\[
T_{n,N} > \min \{ q_{1-\alpha}^*(1), q_{1-\alpha}^*(2) \}.
\]

Note that for the calculation of \( T_{s,1}^* \), the estimated basis functions \( \hat{\phi}_l^{(2)} \) are replaced by \( P \hat{U}_m \hat{\phi}_l^{(2)} || P \hat{U}_m \hat{\phi}_l^{(2)} || \). This is necessary in order that the bootstrapped distribution approximates the null distribution even if the data were generated under the alternative hypothesis. For the same reason the estimated basis functions \( \hat{\phi}_l^{(1)} \) are replaced by \( P \hat{V}_m \hat{\phi}_l^{(1)} || P \hat{V}_m \hat{\phi}_l^{(1)} || \) when calculating \( T_{s,2}^* \). Note also that asymptotically, \( || P \hat{U}_m \hat{\phi}_l^{(2)} || = 1 \) so that the standardization by the norm is not needed asymptotically. Finally note that using the minimum of the bootstrap quantiles \( q_{1-\alpha}^*(1) \) and \( q_{1-\alpha}^*(2) \) is justified by the fact that under \( H_0 \) the statistics \( T_{s,1}^* \) and \( T_{s,2}^* \) have the same asymptotic distribution. Defining the rejection region by the minimum of \( q_{1-\alpha}^*(1) \) and \( q_{1-\alpha}^*(2) \) leads to improved power for finite samples. A similar idea is discussed in Ghosh and Beran (2000) in the context of two-sample tests for univariate distributions.

In contrast to the asymptotic test discussed in the previous section, the bootstrap test does not require knowledge of unknown nuisance parameters. In particular, the value of \( p \) does not have to be specified and the remaining eigenfunctions \( \phi_l^{(k)} \) and eigenvalues \( \lambda_l^{(k)} \) \((k = 1, 2; l = m + 1, ..., p)\) do not have to be estimated. Note also that there is no need to model the residual processes \( \epsilon_l^{(1)}(j) \) and \( \epsilon_l^{(2)}(j) \).

We conclude this section by noting that an alternative test statistic, defined by

\[
D_{4,m} = \int \int \left\{ \sum_{l=1}^m \hat{\phi}_l^{(1)}(t) \hat{\phi}_l^{(1)}(s) - \sum_{l=1}^m \hat{\phi}_l^{(2)}(t) \hat{\phi}_l^{(2)}(s) \right\}^2 dt ds, \tag{5.7}
\]

has been proposed previously by Benko et al. (2009). For the noiseless case with \( \epsilon_l(j) \equiv 0 \), Benko et al. (2009) derive the asymptotic null distribution of \( D_{4,m} \) and define a bootstrap procedure. Moreover, arguments are also given why the
asymptotic results should not change when iid noise is added to the curves $X_i$. In view of Lemmas 1, 2 and 3 given above (sections 2.1 and 2.2.), the asymptotic distribution of $D_{4,m}$ may be derived for general error processes as defined in (3.1), (3.3), (3.4) or (3.5) (and under the conditions specified in Theorem 5.1). Though a detailed proof would have to be carried out, it may be conjectured that the asymptotic distribution is the same as in the noiseless case.

5.3 Simulations

5.3.1 Distribution of $\hat{U}_l$

To illustrate the performance of the test based on (5.6), the following simulation study is carried out. It consists four cases: 1) $m = 1, p = 2$; 2) $m = 1, p = 10$; 3) $m = 2, p = 3$; 4) $m = 2, p = 10$. For each case a) the same eigenspaces generated by the same eigenfunctions, b) the same eigenspaces generated by the rotated eigenfunctions, and c) the unequal eigenspaces are discussed.

We consider two independent samples of sizes $n^{(1)} = n^{(2)} = n$ as defined in (5.1), (5.2). The error process $\epsilon_1^{(1)}(j)$ ($j \in \mathbb{N}$) and $\epsilon_1^{(2)}(j)$ ($j \in \mathbb{N}$) are assumed to be the same and generated by one of the following Gaussian processes: (a) iid $N(0,1)$; (b) AR(1) with lag-one correlation $\rho = 0.5$ and variance one; (c) FARIMA$(0,0.3,0)$ process with variance one (see e.g. Granger and Joyeux 1980, Hosking 1981). The number of time series are chosen as $N^{(1)} = N^{(2)} = N = 200, 400, 600, 800, \text{and } 1000$. According to the conditions in Theorem 4.1 (or Theorem 3.5) the corresponding number of sampling points on each time series are set as $n_N^{(1)} = n_N^{(2)} = n_N = 10N^{0.6}$ rounded to the next integer (i.e. $n = 240, 364, 464, 552, \text{and } 631$ respectively).

For the kernel estimators $\hat{C}^{(1)}(s,t)$ and $\hat{C}^{(2)}(s,t)$, the same estimation procedure is used. We choose the rectangular product kernel $K_2(u,v) = K_1(u)K_1(v)$ with $K_1(u) = \frac{1}{2}1\{-1 \leq u \leq 1\}$. The bandwidth is defined as $b = b_N = 0.05N^{-0.16}$. In this case $n_N^{-\frac{1}{4}} = 10^{-1/4}N^{-0.15}$, so the conditions in Theorem 4.1 hold. Note that $d = 0$ for iid and AR(1) errors, whereas $d = 0.3$ for the FARIMA process. In order to save calculation time, we set the grids of $\hat{C}^{(1)}(s,t)$ and $\hat{C}^{(2)}(s,t)$ equal to 500,
i.e. the matrices $\hat{C}(1)(s_j,t_k)$ and $\hat{C}(2)(s_j,t_k)$ $(j,k = 1,\ldots,500)$ with $s_j = j/500$ and $t_k = k/500$ is calculated for each simulation. The corresponding eigenvalues $\hat{\lambda}_l$ $(l = 1,\ldots,m)$ and eigenfunctions $\hat{\phi}_l(t)$ $(l = 1,\ldots,m)$ are calculated from the matrices $\hat{C}(1)(s_j,t_k)$ and $\hat{C}(2)(s_j,t_k)$ $(j,k = 1,\ldots,500)$. In particularly, the eigenfunctions are in discrete forms which means that they are eigenvectors $(\hat{\phi}_1(t),\ldots,\hat{\phi}_{500}(t))$ $(t_j = j/500)$ with dimension 500.

The results summarized below are based on 400 simulations (for each model and combination of $N$ and $n_N$).

More specifically, the following situations are considered:

• Model 1a) $(m = 1, p = 2, H_0$ with equal eigenfunction):

For the first sample, we have

$$Y_{ij}^{(1)} = \xi_{i1}^{(1)} \phi_1^{(1)}(t_j) + \xi_{i2}^{(1)} \phi_2^{(1)}(t_j) + \epsilon_i(j) \quad (i = 1,\ldots,n; j = 1,\ldots,N) \quad (5.8)$$

with $\xi_{il}^{(1)} \sim N \left(0, \lambda_{il}^{(1)} \right)$ $(l = 1, 2)$, $\lambda_1^{(1)} = 6$, $\lambda_2^{(1)} = 4$,

$$\phi_1^{(1)}(t) = \sqrt{2} \cos(\pi t), \quad \phi_2^{(1)}(t) = \sqrt{2} \cos(2\pi t).$$

For the second sample, we have

$$Y_{ij}^{(2)} = \xi_{i1}^{(2)} \phi_1^{(1)}(t_j) + \xi_{i2}^{(2)} \phi_2^{(2)}(t_j) + \epsilon_i(j) \quad (i = 1,\ldots,n; j = 1,\ldots,N) \quad (5.9)$$

with $\xi_{il}^{(2)} \sim N \left(0, \lambda_{il}^{(2)} \right)$ $(l = 1, 2)$, $\lambda_2^{(2)} = 2$, $\lambda_1^{(2)} = 6$,

$$\phi_1^{(2)}(t) = \sqrt{2} \cos(\pi t), \quad \phi_2^{(2)}(t) = \sqrt{2} \cos(4\pi t).$$

This means that the spaces $U$ and $V$ spanned by $\phi_1^{(1)}(t)$, $\phi_1^{(1)}(t)$ and $\phi_1^{(2)}(t)$, $\phi_2^{(2)}(t)$ respectively are different. However, since $\phi_1^{(1)}(t) = \phi_1^{(2)}(t)$ and we only test for $m = 1$ (i.e. $U$ and $V$ are based on $\phi_1^{(1)}(t)$, $\phi_1^{(2)}(t)$ only respectively), we have $U = V$ and $H_0$ is true.

• Model 1b) $(m = 1, p = 2, H_0$ with rotated eigenfunction): The two samples $Y_{ij}^{(1)}$ and $Y_{ij}^{(2)}$ are defined as in (5.8) and (5.9) respectively, with the exception that

$$\phi_1^{(2)}(t) = -\sqrt{2} \cos(\pi t).$$

This model is different from Model 1a) in that $\phi_1^{(2)}(t)$ is not equal to $\phi_1^{(1)}(t)$ but instead it is a rotated version of $\phi_1^{(1)}(t)$. Since we only test for $m = 1$ and rotation does not change the eigenspace, we have $U = V$ and $H_0$ is true.
• Model 1c) \((m = 1, p = 2, H_1)\): The two samples \(Y_{ij}^{(1)}\) and \(Y_{ij}^{(2)}\) are defined as in (5.8) and (5.9) respectively, with the exception that
\[
\phi_1^{(2)}(t) = \sqrt{2} \cos(2\pi t).
\]
In this case, we have \(U \neq V\).

• Model 2a) \((m = 1, p = 10, H_0\) with equal eigenfunction):
For the first sample, we have
\[
Y_{ij}^{(1)} = \xi_{i1}^{(1)} \phi_1^{(1)}(t_j) + \sum_{l=2}^{10} \xi_{il}^{(1)} \phi_l^{(1)}(t_j) + \epsilon_i(j) \tag{5.10}
\]
with \(\xi_{il}^{(1)} \sim N\left(0, \lambda_l^{(1)}\right)\) \((l = 1, \ldots, 10)\), \(\lambda_1^{(1)} = 6\),
\[
\left(\lambda_2^{(1)}, \ldots, \lambda_{10}^{(1)}\right) = (4, 1, 1/2, 1/4, 1/6, 1/8, 1/10, 1/12, 1/14),
\]
\[
\phi_1^{(1)}(t) = \sqrt{2} \cos(\pi t),
\]
\[
\left(\phi_2^{(1)}(t), \ldots, \phi_{10}^{(1)}(t)\right) = \sqrt{2}(\cos 2\pi t, \cos 6\pi t, \cos 10\pi t, \cos 14\pi t,
\cos 18\pi t, \cos 22\pi t, \cos 26\pi t, \cos 30\pi t, \cos 34\pi t).
\]
For the second sample, we have
\[
Y_{ij}^{(2)} = \xi_{i1}^{(2)} \phi_1^{(2)}(t_j) + \sum_{l=2}^{10} \xi_{il}^{(2)} \phi_l^{(2)}(t_j) + \epsilon_i(j) \tag{5.11}
\]
with \(\xi_{il}^{(2)} \sim N\left(0, \lambda_l^{(2)}\right)\) \((l = 1, \ldots, 10)\), \(\lambda_1^{(2)} = 6\),
\[
\left(\lambda_2^{(2)}, \ldots, \lambda_{10}^{(2)}\right) = (2, 1, 1/3, 1/5, 1/7, 1/9, 1/11, 1/13, 1/15),
\]
\[
\phi_1^{(2)}(t) = \sqrt{2} \cos(\pi t)
\]
and
\[
\left(\phi_2^{(2)}(t), \ldots, \phi_{10}^{(2)}(t)\right) = \sqrt{2}(\cos 4\pi t, \cos 8\pi t, \cos 12\pi t, \cos 16\pi t,
\cos 20\pi t, \cos 24\pi t, \cos 28\pi t, \cos 32\pi t, \cos 36\pi t).
\]
This means that the spaces \(U\) and \(V\) spanned by \(\phi_1^{(1)}(t), \phi_2^{(1)}(t), \ldots, \phi_{10}^{(1)}(t)\) and
\(\phi_1^{(2)}(t), \phi_2^{(2)}(t), \ldots, \phi_{10}^{(2)}(t)\) respectively are different. However, since \(\phi_1^{(1)}(t) = \phi_1^{(2)}(t)\) and we only test for \(m = 1\) (i.e. \(U\) and \(V\) are based on \(\phi_1^{(1)}(t), \phi_1^{(2)}(t)\) only), we have \(U = V\) and \(H_0\) is true.
• Model 2b) ($m = 1$, $p = 10$, $H_0$ and rotated eigenfunction): The two samples $Y_{ij}^{(1)}$ and $Y_{ij}^{(2)}$ are defined as in (5.10) and (5.11) respectively, with the exception that
\[ \phi_1^{(2)}(t) = -\sqrt{2} \cos(\pi t). \]
This model is different from Model 2a) in that $\phi_1^{(2)}(t)$ is not equal to $\phi_1^{(1)}(t)$ but instead it is a rotated version of $\phi_1^{(1)}(t)$. Since we only test for $m = 1$ and rotation does not change the eigenspace, we have $\mathcal{U} = \mathcal{V}$ and $H_0$ is true.

• Model 2c) ($m = 1$, $p = 10$, $H_1$): The two samples $Y_{ij}^{(1)}$ and $Y_{ij}^{(2)}$ as in (5.10) and (5.11) respectively, with the exception that
\[ \phi_1^{(2)}(t) = \sqrt{2} \cos(2\pi t). \]
In this case, we have $\mathcal{U} \neq \mathcal{V}$.

• Model 3a) ($m = 2$, $p = 3$, $H_0$ with equal eigenfunctions):
For the first sample, we have
\[ Y_{ij}^{(1)} = \xi_{i1}^{(1)} \phi_1^{(1)}(t_j) + \xi_{i2}^{(1)} \phi_2^{(1)}(t_j) + \xi_{i3}^{(1)} \phi_3^{(1)}(t_j) + \epsilon_i(j), \]  
(5.12)
with $\xi_{il}^{(1)} \sim N(0, \lambda_l^{(1)})$ ($l = 1, 2, 3$), $\lambda_1^{(1)} = 6$, $\lambda_2^{(1)} = 4$, $\lambda_3^{(1)} = 2$,
\[ \left( \phi_1^{(1)}(t), \phi_2^{(1)}(t) \right) = \sqrt{2} \left( \cos(\pi t), \cos(2\pi t) \right), \]
\[ \phi_3^{(1)}(t) = \sqrt{2} \cos(6\pi t). \]

For the second sample, we have
\[ Y_{ij}^{(2)} = \xi_{i1}^{(2)} \phi_1^{(2)}(t_j) + \xi_{i2}^{(2)} \phi_2^{(2)}(t_j) + \xi_{i3}^{(2)} \phi_3^{(2)}(t_j) + \epsilon_i(j), \]  
(5.13)
with $\xi_{il}^{(2)} \sim N(0, \lambda_l^{(2)})$ ($l = 1, 2, 3$), $\lambda_1^{(2)} = 6$, $\lambda_2^{(2)} = 3$, $\lambda_3^{(2)} = 1$,
\[ \left( \phi_1^{(2)}(t), \phi_2^{(2)}(t) \right) = \left( \sqrt{2} \cos(\pi t), \sqrt{2} \cos(2\pi t) \right), \]
\[ \phi_3^{(2)}(t) = \sqrt{2} \cos(8\pi t). \]
In this case, the spaces \( U \) and \( V \) spanned by \( \phi_1^{(1)}(t), \phi_2^{(1)}(t), \phi_3^{(1)}(t) \) and \( \phi_1^{(2)}(t), \phi_2^{(2)}(t), \phi_3^{(2)}(t) \) respectively are different. However, since \( \phi_1^{(1)}(t) = \phi_1^{(2)}(t) \) and \( \phi_2^{(1)}(t) = \phi_2^{(2)}(t) \), and we only test for \( m = 2 \), we have \( U = V \) and \( H_0 \) is true.

- **Model 3b)** \((m = 2, p = 3, H_0 \text{ with rotated eigenfunctions})**: The two samples \( Y_{ij}^{(1)} \) and \( Y_{ij}^{(2)} \) are defined as in (5.12) and (5.13) respectively, with the exception that 
  \[
  \left( \phi_1^{(2)}(t), \phi_1^{(2)}(t) \right) = \left( \cos(\pi t) + \cos(2\pi t), \cos(\pi t) - \cos(2\pi t) \right).
  \]
  In this case, we have \( \phi_1^{(2)}(t) \) and \( \phi_2^{(2)}(t) \) are different from \( \phi_1^{(1)}(t) \) and \( \phi_2^{(1)}(t) \), \( \phi_3^{(2)}(t) \) and \( \phi_2^{(2)}(t) \) but can be obtained by rotation of \( \phi_1^{(1)}(t) \) and \( \phi_2^{(1)}(t) \). Since we only test for \( m = 2 \) (\( U \) and \( V \) are based on \( \phi_1^{(1)}(t), \phi_2^{(1)}(t) \) and \( \phi_3^{(2)}(t) \)), \( \phi_2^{(2)}(t) \) and rotation does not change the eigenspace, we have \( U = V \) and \( H_0 \) is true.

- **Model 3c)** \((m = 2, p = 3, H_1)\): The two samples \( Y_{ij}^{(1)} \) and \( Y_{ij}^{(2)} \) as in (5.12) and (5.13) respectively, with the exception that 
  \[
  \left( \phi_1^{(2)}(t), \phi_1^{(2)}(t) \right) = \left( \sqrt{2} \cos(\pi t), \sqrt{2} \cos(4\pi t) \right).
  \]
  In this case, we have \( U \neq V \).

- **Model 4a)** \((m = 2, p = 10, H_0 \text{ with equal eigenfunctions})\):
  For the first sample, we have 
  \[
  Y_{ij}^{(1)} = \xi_{i1}^{(1)} \phi_1^{(1)}(t_j) + \xi_{i2}^{(1)} \phi_2^{(1)}(t_j) + \sum_{l=3}^{10} \xi_{il}^{(1)} \phi_l^{(1)}(t_j) + \epsilon_i(j) \tag{5.14}
  \]
  with \( \xi_{il}^{(1)} \sim N\left(0, \lambda_{il}^{(1)}\right) \) (\( l = 1, ..., 10 \)), \( \lambda_{11}^{(1)} = 6, \lambda_{21}^{(1)} = 4 \),
  \[
  \left( \lambda_{31}^{(1)}, ..., \lambda_{101}^{(1)} \right) = (2, 1/2, 1/4, 1/6, 1/8, 1/10, 1/12, 1/14),
  \]
  \[
  \left( \phi_1^{(1)}(t), \phi_2^{(1)}(t) \right) = \sqrt{2} \left( \cos(\pi t), \cos(2\pi t) \right),
  \]
  \[
  \left( \phi_3^{(1)}(t), ..., \phi_{10}^{(1)}(t) \right) = \sqrt{2} \left( \cos 6\pi t, \cos 10\pi t, \cos 14\pi t, \cos 18\pi t, \cos 22\pi t, \cos 26\pi t, \cos 30\pi t, \cos 34\pi t \right).
  \]
For the second sample, we have
\[ Y_{ij}^{(2)} = \xi_{1i}^{(2)} \phi_{1i}^{(2)}(t_j) + \xi_{2i}^{(2)} \phi_{2i}^{(2)}(t_j) + \sum_{l=3}^{10} \xi_{li}^{(2)} \phi_{li}^{(2)}(t_j) + \epsilon_i(j) \] (5.15)
with \( \xi_{il}^{(2)} \sim N(0, \lambda_{il}^{(2)}) \) \( (l = 1, ..., 10), \lambda_1^{(2)} = 6, \lambda_2^{(2)} = 3, \)
\[
\left( \lambda_3^{(2)}, ..., \lambda_{10}^{(2)} \right) = (1, 1/3, 1/5, 1/7, 1/9, 1/11, 1/13, 1/15),
\]
\[
\left( \phi_{1i}^{(2)}(t), \phi_{1i}^{(2)}(t) \right) = \left( \sqrt{2} \cos(\pi t), \sqrt{2} \cos(2\pi t) \right),
\]
\[
\left( \phi_{3i}^{(2)}(t), ..., \phi_{10i}^{(2)}(t) \right) = \sqrt{2} \left( \cos 8\pi t, \cos 12\pi t, \cos 16\pi t, \cos 20\pi t, 
\cos 24\pi t, \cos 28\pi t, \cos 32\pi t, \cos 36\pi t \right).
\]
In this case the spaces \( \mathcal{U} \) and \( \mathcal{V} \) spanned by \( \phi_{1i}^{(1)}(t), ..., \phi_{10i}^{(1)}(t) \) and \( \phi_{1i}^{(2)}(t), ..., \phi_{10i}^{(2)}(t) \) respectively are different. However, since \( \phi_{1i}^{(1)}(t) = \phi_{1i}^{(2)}(t) \) and \( \phi_{2i}^{(1)}(t) = \phi_{2i}^{(2)}(t) \), and we only test for \( m = 2 \), we have \( \mathcal{U} = \mathcal{V} \) and \( H_0 \) is true.

- **Model 4b) \((m = 2, p = 10, H_0 \text{ with rotated eigenfunctions})\):** The two samples \( Y_{ij}^{(1)} \) and \( Y_{ij}^{(2)} \) are defined as in (5.14) and (5.15) respectively, with the exception that
\[
\left( \phi_{1i}^{(2)}(t), \phi_{1i}^{(2)}(t) \right) = \left( \cos(\pi t) + \cos(2\pi t), \cos(\pi t) - \cos(2\pi t) \right).
\]
In this case, \( \phi_{1i}^{(2)}(t) \) and \( \phi_{2i}^{(2)}(t) \) differ from \( \phi_{1i}^{(1)}(t) \) and \( \phi_{2i}^{(1)}(t) \), but can be obtained by rotation of \( \phi_{1i}^{(1)}(t) \) and \( \phi_{2i}^{(1)}(t) \). Since we only test for \( m = 2 \) and rotation does not change the eigenspace, we have \( \mathcal{U} = \mathcal{V} \) and \( H_0 \) is true.

- **Model 4c) \((m = 2, p = 10, H_1)\):** The two samples \( Y_{ij}^{(1)} \) and \( Y_{ij}^{(2)} \) are defined as in (5.14) and (5.15) respectively, with the exception that
\[
\left( \phi_{1i}^{(2)}(t), \phi_{1i}^{(2)}(t) \right) = \left( \sqrt{2} \cos(\pi t), \sqrt{2} \cos(4\pi t) \right).
\]
In this case, we have \( \mathcal{U} \neq \mathcal{V} \).

Tables 5.1, 5.2 and 5.3 give the simulation results for Models 1a), 1b) and 1c) respectively. It can be seen from Tables 5.1 and 5.2 that under the null hypothesis \( H_0 \) the simulated values converge to the asymptotic values in a reasonably fast speed, even in the presence of a long range dependent error process. In particular,
the dependence structure in error process does not influence the accuracy of the level of significance. Moreover, under the alternative hypothesis $H_A$ chosen here, the test is obviously very powerful. This agrees with our simulation design. Similar comments apply to the results for Model 2, given in Tables 5.4, 5.5 and 5.6 respectively.

For Models 3 and 4, for each case, we have two test statistics $\tilde{U}_1$ and $\tilde{U}_2$. Simulated rejection frequencies for the individual test based on $\tilde{U}_1$ and the individual test based on $\tilde{U}_2$ are given in the fourth and third column from the right respectively (in Tables 5.7, 5.8 and 5.9 for Model 3, and Tables 5.10, 5.11 and 5.12 for Model 4). Note that using only one of these test statistics is not sufficient, since the test would not be consistent in general. In fact, as we can see in our design, for the unequal spaces case Models 3c) and 4c), that $\phi_1^{(1)}(t) = \phi_1^{(2)}(t)$ but $\phi_2^{(1)}(t) \neq \phi_2^{(2)}(t)$. Therefore, in the fourth and third columns from the right hand side in Tables 5.9 and 5.12, the level of significance for $\tilde{U}_1$ tends to some constant smaller than 1, but for $\tilde{U}_2$ the level of significance is always 1. Therefore, we give the rejection frequencies for the joint Bonferroni corrected test defined in (5.6) in last two columns . From the last two columns in Tables 5.7, 5.8, 5.10 and 5.11 we can see that the level of significance does not exceed the nominal level $\alpha$, but is generally lower. In addition, the results in Tables 5.9 and 5.12 illustrate that the test based on $\tilde{U}_1$ alone would not be very powerful. However the combined Bonferroni corrected test always rejects $H_0$. These results are what we expected. Moreover, the accuracy of the level of significance does not seem to be influenced by the dependence structure.

5.3.2 Bootstrap test based on $T_{n,N}$

Here, the finite sample performance of the bootstrap test based on $T_{n,N}$ (Section 4) is illustrated. For sample sizes $N^{(1)} = N^{(2)} = N = 200$ and 400, $n_N^{(1)} = n_N^{(2)} = n_N = 10N^{0.6}$ rounded to the next integer, $N_{simul} = 100$ simulations are carried out. The errors $\epsilon_i^{(1)}(j)$ and $\epsilon_i^{(2)}(j)$ are generated by one of the Gaussian processes specified in (a), (b) and (c) above. The following situations are considered:
• Model 1 ($H_0$):

\[
m = 2, \ p = 10, \ \ \\
\left( \lambda_1^{(1)}, \lambda_2^{(1)}, ..., \lambda_{10}^{(1)} \right) = (6, 4, 2, 1/2, 1/4, 1/6, 1/8, 1/10, 1/12, 1/14), \ \\
\left( \lambda_1^{(2)}, \lambda_2^{(2)}, ..., \lambda_{10}^{(2)} \right) = (6, 3, 2, 1/3, 1/5, 1/7, 1/9, 1/11, 1/13, 1/15), \ \\
\left( \phi_1^{(1)}(t), ..., \phi_{10}^{(1)}(t) \right) = \sqrt{2} \left( \cos \pi t, \cos 2\pi t, \cos 6\pi t, \cos 10\pi t, \cos 14\pi t, \ \\
\cos 18\pi t, \cos 22\pi t, \cos 26\pi t, \cos 30\pi t, \cos 34\pi t \right), \ \\
\left( \phi_1^{(2)}(t), ..., \phi_{10}^{(2)}(t) \right) = \sqrt{2} \left( \cos \pi t + \cos 2\pi t, \cos \pi t - \cos 2\pi t, \cos 6\pi t, \cos 8\pi t, \cos 16\pi t, \ \\
\cos 20\pi t, \cos 24\pi t, \cos 28\pi t, \cos 32\pi t, \cos 36\pi t \right).
\]

• Model 2 ($H_1$):

\[
m = 2, \ p = 10, \ \ \\
\left( \lambda_1^{(1)}, \lambda_2^{(1)}, ..., \lambda_{10}^{(1)} \right) = (6, 4, 2, 1/2, 1/4, 1/6, 1/8, 1/10, 1/12, 1/14), \ \\
\left( \lambda_1^{(2)}, \lambda_2^{(2)}, ..., \lambda_{10}^{(2)} \right) = (6, 3, 2, 1/3, 1/5, 1/7, 1/9, 1/11, 1/13, 1/15), \ \\
\left( \phi_1^{(1)}(t), ..., \phi_{10}^{(1)}(t) \right) = \sqrt{2} \left( \cos \pi t, \cos 2\pi t, \cos 6\pi t, \cos 10\pi t, \cos 14\pi t, \ \\
\cos 18\pi t, \cos 22\pi t, \cos 26\pi t, \cos 30\pi t, \cos 34\pi t \right), \ \\
\left( \phi_1^{(2)}(t), ..., \phi_{10}^{(2)}(t) \right) = \sqrt{2} \left( \cos \pi t + \cos 2\pi t, \cos \pi t - \cos 2\pi t, \cos 6\pi t, \cos 8\pi t, \cos 16\pi t, \ \\
\cos 20\pi t, \cos 24\pi t, \cos 28\pi t, \cos 32\pi t, \cos 36\pi t \right).
\]

• Model 3 ($H_0$):

\[
m = 3, \ p = 10, \ \ \\
\left( \lambda_1^{(1)}, \lambda_2^{(1)}, ..., \lambda_{10}^{(1)} \right) = (6, 4, 2, 1/2, 1/4, 1/6, 1/8, 1/10, 1/12, 1/14), \ \\
\left( \lambda_1^{(2)}, \lambda_2^{(2)}, ..., \lambda_{10}^{(2)} \right) = (6, 4, 3.5, 3, 1/5, 1/7, 1/9, 1/11, 1/13, 1/15), \ \\
\left( \phi_1^{(1)}(t), ..., \phi_{10}^{(1)}(t) \right) = \sqrt{2} \left( \cos \pi t, \cos 2\pi t, \cos 6\pi t, \cos 10\pi t, \cos 14\pi t, \ \\
\cos 18\pi t, \cos 22\pi t, \cos 26\pi t, \cos 30\pi t, \cos 34\pi t \right).
\]
\[
\left( \phi_1^{(2)}(t), ..., \phi_{10}^{(2)}(t) \right) = \sqrt{2} \left( \cos \pi t, \cos 2\pi t, \cos 6\pi t, \cos 8\pi t, \cos 12\pi t, \\
\cos 16\pi t, \cos 20\pi t, \cos 22\pi t, \cos 24\pi t, \cos 26\pi t \right).
\]

• Model 4 \((H_1)\):

\[
m = 3, \ p = 10, \\
\left( \lambda_1^{(1)}, \lambda_2^{(1)}, ..., \lambda_{10}^{(1)} \right) = (6, 4, 2, 1/2, 1/4, 1/6, 1/8, 1/10, 1/12, 1/14), \\
\left( \lambda_1^{(2)}, \lambda_2^{(2)}, ..., \lambda_{10}^{(2)} \right) = (6, 4, 3.5, 3, 1/5, 1/7, 1/9, 1/11, 1/13, 1/15), \\
\left( \phi_1^{(1)}(t), ..., \phi_{10}^{(1)}(t) \right) = \sqrt{2} \left( \cos \pi t, \cos 2\pi t, \cos 6\pi t, \cos 10\pi t, \cos 14\pi t, \\
\cos 18\pi t, \cos 22\pi t, \cos 26\pi t, \cos 30\pi t, \cos 34\pi t \right), \\
\left( \phi_1^{(2)}(t), ..., \phi_{10}^{(2)}(t) \right) = \sqrt{2} \left( \cos \pi t, \cos 2\pi t, \cos 10\pi t, \cos 8\pi t, \cos 12\pi t, \\
\cos 16\pi t, \cos 20\pi t, \cos 22\pi t, \cos 24\pi t, \cos 26\pi t \right).
\]

• Model 5 \((H_1)\):

\[
m = 3, \ p = 10, \\
\left( \lambda_1^{(1)}, \lambda_2^{(1)}, ..., \lambda_{10}^{(1)} \right) = (6, 4, 2, 1/2, 1/4, 1/6, 1/8, 1/10, 1/12, 1/14), \\
\left( \lambda_1^{(2)}, \lambda_2^{(2)}, ..., \lambda_{10}^{(2)} \right) = (6, 4, 3, 2, 1/5, 1/7, 1/9, 1/11, 1/13, 1/15), \\
\left( \phi_1^{(1)}(t), ..., \phi_{10}^{(1)}(t) \right) = \sqrt{2} \left( \cos \pi t, \cos 2\pi t, \cos 6\pi t, \cos 10\pi t, \cos 14\pi t, \\
\cos 18\pi t, \cos 22\pi t, \cos 26\pi t, \cos 30\pi t, \cos 34\pi t \right), \\
\left( \phi_1^{(2)}(t), ..., \phi_{10}^{(2)}(t) \right) = \sqrt{2} \left( \cos \pi t, \cos 2\pi t, \frac{\cos 6\pi t - \cos 8\pi t}{\sqrt{2}}, \cos 10\pi t, \cos 12\pi t, \\
\cos 16\pi t, \cos 20\pi t, \cos 22\pi t, \cos 24\pi t, \cos 26\pi t \right).
\]

Simulated rejection probabilities at the nominal level of \(\alpha = 0.05\) are summarized in Table 5.13. The results for Models 1 and 3 indicate that, under \(H_0\), the nominal level of significance is reached with good precision already for \(N = 200\). With respect to power (Models 2, 4 and 5), the most difficult alternative is Model 5. The reason is that the deviation of \(V_3\) from \(U_3\) is relatively small, because
\[ \langle \phi_3^{(1)}, \phi_3^{(2)} \rangle = \sqrt{2} \| \cos 6\pi t \|_2^2 = 1/\sqrt{2} \neq 0. \] In contrast, for Model 3, \( U_3 \) is orthogonal to \( V_3 \). Similarly, for Model 2, \( U_2 \) is orthogonal to \( V_2 \). The simulations show that even for Model 5 the power of the bootstrap test is reasonably high for moderately large sample sizes. The result is not influenced by the type of dependence in the noise process.

Finally, Table 5.14 shows simulation results for the same models, but using the bootstrap test (based on \( D_{4,m} \)) proposed in Benko et al. (2009). The results support the conjecture that this procedure is consistent even in the presence of very general noise processes. A detailed study of the asymptotic properties of \( D_{4,m} \) under the general assumptions of Theorem 5.1, and a theoretical comparison of power properties of the tests based on \( T_{n,N} \) and \( D_{4,m} \) respectively will need to be addressed by future research.

## 5.4 Proofs and tables

### 5.4.1 Proofs

**Proof.** (of Theorem 5.1)

From the results in Chapter 4 about the joint distribution of estimated eigenfunctions, \( \sqrt{n} \left( \hat{\phi}_1^{(1)} - \phi_1^{(1)}, \ldots, \hat{\phi}_m^{(1)} - \phi_m^{(1)} \right) \) and \( \sqrt{n} \left( \hat{\phi}_1^{(2)} - \phi_1^{(2)}, \ldots, \hat{\phi}_m^{(2)} - \phi_m^{(2)} \right) \) converge weakly to the processes \( Z^{(1)} = (Z_1^{(1)}, \ldots, Z_m^{(1)}) \) and \( Z^{(2)} = (Z_1^{(2)}, \ldots, Z_m^{(2)}) \) respectively where

\[
Z_i^{(1)}(t) = \sum_{k=l+1}^{p} \Lambda_{lk}^{(1)} \phi_k^{(1)} \zeta_{lk}^{(1)} + \sum_{k=1}^{l-1} \Lambda_{lk}^{(1)} \phi_k^{(1)} \zeta_{kl}^{(1)} ,
\]

\[
Z_i^{(2)}(t) = \sum_{k=l+1}^{p} \Lambda_{lk}^{(2)} \phi_k^{(2)} \zeta_{lk}^{(2)} + \sum_{k=1}^{l-1} \Lambda_{lk}^{(2)} \phi_k^{(2)} \zeta_{kl}^{(2)} .
\]

Since the two samples are independent of each other, the processes \( Z^{(1)}(t), Z^{(2)}(t) \)
are also independent of each other. Now \( \hat{r}_l(t) \) \( (l = 1, \ldots, m) \) can be written as

\[
\hat{r}_l(t) = \hat{\phi}_l^{(2)}(t) - \sum_{i=1}^{m} \hat{\theta}_i \hat{\phi}_i^{(1)}(t)
\]

\[
= \hat{\phi}_l^{(2)}(t) - \sum_{i=1}^{m} \left( \hat{\phi}_l^{(2)}(t), \hat{\phi}_i^{(1)}(t) \right) \hat{\phi}_i^{(1)}(t)
\]

\[
= \phi_l^{(2)} - \sum_{i=1}^{m} \left( \phi_l^{(2)}(t), \phi_i^{(1)}(t) \right) \phi_i^{(1)}(t)
\]

\[
= \phi_l^{(2)} - \sum_{i=1}^{m} \left( \phi_l^{(2)}(t), \phi_i^{(1)}(t) \right) \phi_i^{(1)}(t) + \left( \hat{\phi}_l^{(2)}(t) - \phi_l^{(2)}(t) \right) \phi_l^{(1)}(t)
\]

\[
- \sum_{i=1}^{m} \left( \phi_l^{(2)}(t), \phi_i^{(1)}(t) \right) \phi_i^{(1)}(t)
\]

Note that

\[
\phi_l^{(2)} - \sum_{i=1}^{m} \left( \phi_l^{(2)}(t), \phi_i^{(1)}(t) \right) \phi_i^{(1)}(t) = 0.
\]

Moreover

\[
\frac{n^{(1)}}{n^{(1)} + n^{(2)}} \to \eta \text{ as } n^{(1)}, n^{(2)} \to \infty
\]

implies

\[
\sqrt{\frac{n^{(1)}n^{(2)}}{n^{(1)} + n^{(2)}}} \sim \sqrt{\eta m^{(2)}} \sim \sqrt{(1 - \eta) n^{(1)}}.
\]

Therefore, the standardized residual functions

\[
\hat{r}_l(t) = \sqrt{\frac{n^{(1)}n^{(2)}}{n^{(1)} + n^{(2)}}} \hat{r}_l(t)
\]
converges weakly to
\[
\sqrt{\eta}Z_l^{(2)} - \sqrt{1-\eta} \sum_{i=1}^{m} \left\langle \varphi_i^{(2)}, Z_i^{(1)} \right\rangle \varphi_i^{(1)} \\
- \sqrt{\eta} \sum_{i=1}^{m} \left\langle Z_i^{(2)}, \varphi_i^{(1)} \right\rangle \varphi_i^{(1)} - \sqrt{1-\eta} \sum_{i=1}^{m} a_{il}Z_i^{(1)} \\
= \sqrt{\eta} \left( \sum_{k=l+1}^{p} \Lambda_{lk}^{(2)} \varphi_k^{(2)} \zeta_{kl}^{(2)} + \sum_{k=1}^{l-1} \Lambda_{lk}^{(2)} \varphi_k^{(2)} \zeta_{kl}^{(2)} \right) \\
- \sqrt{1-\eta} \sum_{i=1}^{m} \left\langle \varphi_i^{(2)}, \left( \sum_{k=i+1}^{p} \sum_{k=1}^{l-1} \Lambda_{ik}^{(1)} \varphi_k^{(1)} \zeta_{ik}^{(1)} + \sum_{k=1}^{l-1} \Lambda_{ik}^{(1)} \varphi_k^{(1)} \zeta_{ik}^{(1)} \right) \right\rangle \varphi_i^{(1)} \\
- \sqrt{\eta} \sum_{i=1}^{m} \left\langle \left( \sum_{k=l+1}^{p} \sum_{k=1}^{l-1} \Lambda_{ik}^{(1)} \varphi_k^{(1)} \zeta_{ik}^{(1)} + \sum_{k=1}^{l-1} \Lambda_{ik}^{(1)} \varphi_k^{(1)} \zeta_{ik}^{(1)} \right), \varphi_i^{(1)} \right\rangle \varphi_i^{(1)} \\
- \sqrt{1-\eta} \sum_{i=1}^{m} a_{il} \left( \sum_{k=i+1}^{p} \sum_{k=1}^{l-1} \Lambda_{ik}^{(1)} \varphi_k^{(1)} \zeta_{ik}^{(1)} + \sum_{k=1}^{l-1} \Lambda_{ik}^{(1)} \varphi_k^{(1)} \zeta_{ik}^{(1)} \right). 
\]

Since \( l = 1, \ldots, m \) and \( m \leq p \leq \infty \), we can write
\[
\tilde{r}_l(t) \Rightarrow J_1(t) + J_2(t)
\]
where \( J_1(t) \) is the term with sum of \( k \) over \( \{1, \ldots, l-1, l+1, \ldots, m\} \) and \( J_2(t) \) is the term with sum of \( k \) over \( \{m, \ldots, p\} \). It is easy to see that \( J_1(t) = 0 \) and \( J_2(t) \) is Gaussian as follows.
Specifically,

\[ J_1(t) = \sqrt{\eta} \left( \sum_{k=l+1}^{m} \Lambda_{ik}^{(2)} \phi_k^{(2)} \zeta_{ik}^{(2)} + \sum_{k=1}^{l-1} \Lambda_{ik}^{(2)} \phi_k^{(2)} \zeta_{kl}^{(2)} \right) \]

\[ - \sqrt{\eta} \left( \sum_{i=1}^{m} \left( \sum_{k=l+1}^{m} \Lambda_{ik}^{(2)} a_{ik} \zeta_{lk}^{(2)} + \sum_{k=1}^{l-1} \Lambda_{ik}^{(2)} a_{ik} \zeta_{kl}^{(2)} \right) \phi_i^{(1)} \right) \]

\[ - \sqrt{1-\eta} \left( \sum_{i=1}^{m} \sum_{k+i+1}^{m} \Lambda_{ik}^{(2)} \phi_k^{(2)} \zeta_{ik}^{(2)} + \sum_{k=1}^{l-1} \Lambda_{ik}^{(2)} \phi_k^{(2)} \zeta_{kl}^{(2)} \right) \phi_i^{(1)} \]

\[ = \sqrt{\eta} \left( \sum_{k=l+1}^{m} \Lambda_{ik}^{(2)} \phi_k^{(2)} \zeta_{ik}^{(2)} + \sum_{k=1}^{l-1} \Lambda_{ik}^{(2)} \phi_k^{(2)} \zeta_{kl}^{(2)} \right) \]

\[ - \sqrt{1-\eta} \left( \sum_{i=1}^{m} \sum_{k=i+1}^{m} \Lambda_{ik}^{(2)} \phi_k^{(2)} \zeta_{ik}^{(2)} + \sum_{k=1}^{l-1} \Lambda_{ik}^{(2)} \phi_k^{(2)} \zeta_{kl}^{(2)} \right) \phi_i^{(1)} \]

\[ - \sqrt{1-\eta} \sum_{i=1}^{m} a_{il} \left( \sum_{k=i+1}^{m} \Lambda_{ik}^{(2)} \phi_k^{(1)} \zeta_{ik}^{(1)} + \sum_{k=1}^{l-1} \Lambda_{ik}^{(1)} \phi_k^{(1)} \zeta_{ki}^{(1)} \right) \]

\[ = 0 \]

and

\[ J_2(t) = \sqrt{\eta} \sum_{k=m+1}^{p} \Lambda_{ik}^{(2)} \phi_k^{(2)} \zeta_{ik}^{(2)} \]

\[ - \sqrt{\eta} \sum_{i=1}^{m} \sum_{k=m+1}^{p} \Lambda_{ik}^{(2)} a_{ik} \zeta_{lk}^{(2)} \phi_i^{(1)} \]

\[ - \sqrt{1-\eta} \sum_{i=1}^{m} \sum_{k=m+1}^{p} \Lambda_{ik}^{(2)} a_{ik} \zeta_{lk}^{(2)} \phi_i^{(1)} \]

\[ - \sqrt{1-\eta} \sum_{i=1}^{m} a_{il} \sum_{k=m+1}^{p} \Lambda_{ik}^{(1)} \phi_k^{(1)} \zeta_{ik}^{(1)} \]

\[ = \sqrt{\eta} \sum_{k=m+1}^{p} \Lambda_{ik}^{(2)} \left( \phi_k^{(2)} - \sum_{i=1}^{m} a_{ik} \phi_i^{(1)} \right) \zeta_{ik}^{(2)} \]

\[ - \sqrt{1-\eta} \sum_{k=m+1}^{p} \sum_{i=1}^{m} \Lambda_{ik}^{(1)} \left( a_{ik} \phi_i^{(1)} + a_{il} \phi_i^{(1)} \right) \zeta_{ik}^{(1)} \]
is Gaussian. Therefore, we obtain

\[ \hat{r}_l(t) \Rightarrow Z_{\text{res};l}(t) = Z_{\text{res};1,l}(t) - Z_{\text{res};2,l}(t) \]

where

\[ Z_{\text{res};1,l}(t) = \sqrt{\eta} \sum_{k=m+1}^{p} \Lambda_{ik}^{(2)} \left( \phi_k^{(2)} - \sum_{i=1}^{m} a_{ik}\phi_i^{(1)} \right) \zeta_{ik}^{(2)}, \]

\[ Z_{\text{res};2,l}(t) = \sqrt{1 - \eta} \sum_{k=m+1}^{p} \sum_{i=1}^{m} \Lambda_{ik}^{(1)} \left( a_{kl}\phi_i^{(1)} + a_{il}\phi_k^{(1)} \right) \zeta_{ik}^{(1)}. \]
### 5.4.2 Tables

<table>
<thead>
<tr>
<th>$N$</th>
<th>$E$</th>
<th>$V$</th>
<th>$Q_{25}$</th>
<th>$Q_{50}$</th>
<th>$Q_{75}$</th>
<th>$Q_{90}$</th>
<th>$Q_{95}$</th>
<th>$Q_{99}$</th>
<th>$\alpha(0.05)$</th>
<th>$\alpha(0.01)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\infty$</td>
<td>3.35</td>
<td>18.1</td>
<td>0.647</td>
<td>1.783</td>
<td>4.398</td>
<td>8.463</td>
<td>11.993</td>
<td>20.026</td>
<td>0.050</td>
<td>0.010</td>
</tr>
</tbody>
</table>

$\epsilon_{i}(j)$: iid

<table>
<thead>
<tr>
<th>$N$</th>
<th>$E$</th>
<th>$V$</th>
<th>$Q_{25}$</th>
<th>$Q_{50}$</th>
<th>$Q_{75}$</th>
<th>$Q_{90}$</th>
<th>$Q_{95}$</th>
<th>$Q_{99}$</th>
<th>$\alpha(0.05)$</th>
<th>$\alpha(0.01)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$200$</td>
<td>4.36</td>
<td>36.9</td>
<td>0.922</td>
<td>2.503</td>
<td>5.530</td>
<td>10.246</td>
<td>13.737</td>
<td>20.879</td>
<td>0.072</td>
<td>0.025</td>
</tr>
<tr>
<td>$400$</td>
<td>3.88</td>
<td>22.6</td>
<td>0.780</td>
<td>2.105</td>
<td>5.188</td>
<td>9.575</td>
<td>12.822</td>
<td>20.679</td>
<td>0.062</td>
<td>0.012</td>
</tr>
<tr>
<td>$600$</td>
<td>4.01</td>
<td>24.1</td>
<td>0.736</td>
<td>2.131</td>
<td>5.684</td>
<td>9.289</td>
<td>14.281</td>
<td>22.269</td>
<td>0.065</td>
<td>0.018</td>
</tr>
<tr>
<td>$800$</td>
<td>4.21</td>
<td>33.1</td>
<td>0.826</td>
<td>2.462</td>
<td>5.113</td>
<td>10.323</td>
<td>13.437</td>
<td>26.176</td>
<td>0.072</td>
<td>0.020</td>
</tr>
<tr>
<td>$1000$</td>
<td>3.85</td>
<td>23.7</td>
<td>0.890</td>
<td>2.222</td>
<td>4.928</td>
<td>9.191</td>
<td>12.206</td>
<td>20.148</td>
<td>0.055</td>
<td>0.012</td>
</tr>
</tbody>
</table>

$\epsilon_{i}(j)$: $AR(1)$

<table>
<thead>
<tr>
<th>$N$</th>
<th>$E$</th>
<th>$V$</th>
<th>$Q_{25}$</th>
<th>$Q_{50}$</th>
<th>$Q_{75}$</th>
<th>$Q_{90}$</th>
<th>$Q_{95}$</th>
<th>$Q_{99}$</th>
<th>$\alpha(0.05)$</th>
<th>$\alpha(0.01)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$200$</td>
<td>4.47</td>
<td>38.3</td>
<td>1.077</td>
<td>2.513</td>
<td>5.539</td>
<td>9.837</td>
<td>13.883</td>
<td>31.214</td>
<td>0.072</td>
<td>0.028</td>
</tr>
<tr>
<td>$400$</td>
<td>3.94</td>
<td>22.9</td>
<td>0.833</td>
<td>2.180</td>
<td>5.322</td>
<td>9.872</td>
<td>13.715</td>
<td>21.342</td>
<td>0.065</td>
<td>0.015</td>
</tr>
<tr>
<td>$600$</td>
<td>4.05</td>
<td>24.1</td>
<td>0.731</td>
<td>2.151</td>
<td>5.560</td>
<td>9.591</td>
<td>14.352</td>
<td>22.970</td>
<td>0.065</td>
<td>0.015</td>
</tr>
<tr>
<td>$800$</td>
<td>4.27</td>
<td>33.3</td>
<td>0.823</td>
<td>2.457</td>
<td>5.107</td>
<td>10.009</td>
<td>13.417</td>
<td>25.539</td>
<td>0.075</td>
<td>0.020</td>
</tr>
<tr>
<td>$1000$</td>
<td>3.88</td>
<td>23.9</td>
<td>0.860</td>
<td>2.220</td>
<td>5.069</td>
<td>9.430</td>
<td>12.405</td>
<td>19.972</td>
<td>0.058</td>
<td>0.008</td>
</tr>
</tbody>
</table>

$\epsilon_{i}(j)$: FARIMA$(0, 0.3, 0)$

<table>
<thead>
<tr>
<th>$N$</th>
<th>$E$</th>
<th>$V$</th>
<th>$Q_{25}$</th>
<th>$Q_{50}$</th>
<th>$Q_{75}$</th>
<th>$Q_{90}$</th>
<th>$Q_{95}$</th>
<th>$Q_{99}$</th>
<th>$\alpha(0.05)$</th>
<th>$\alpha(0.01)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$200$</td>
<td>4.37</td>
<td>31.8</td>
<td>1.000</td>
<td>2.591</td>
<td>5.503</td>
<td>10.334</td>
<td>13.103</td>
<td>33.646</td>
<td>0.075</td>
<td>0.028</td>
</tr>
<tr>
<td>$400$</td>
<td>3.92</td>
<td>23.3</td>
<td>0.739</td>
<td>2.185</td>
<td>5.106</td>
<td>10.318</td>
<td>13.449</td>
<td>19.917</td>
<td>0.072</td>
<td>0.010</td>
</tr>
<tr>
<td>$600$</td>
<td>4.10</td>
<td>24.3</td>
<td>0.742</td>
<td>2.277</td>
<td>5.695</td>
<td>9.526</td>
<td>14.626</td>
<td>20.583</td>
<td>0.068</td>
<td>0.018</td>
</tr>
<tr>
<td>$800$</td>
<td>4.25</td>
<td>33.5</td>
<td>0.865</td>
<td>2.545</td>
<td>5.061</td>
<td>10.140</td>
<td>13.856</td>
<td>25.934</td>
<td>0.075</td>
<td>0.022</td>
</tr>
<tr>
<td>$1000$</td>
<td>3.86</td>
<td>25.0</td>
<td>0.845</td>
<td>2.122</td>
<td>4.730</td>
<td>9.357</td>
<td>12.725</td>
<td>21.418</td>
<td>0.055</td>
<td>0.015</td>
</tr>
</tbody>
</table>

Table 5.1: Model 1a) ($m = 1$, $p = 2$, $H_0$ with equal eigenfunctions): Asymptotic ($N = \infty$) and simulated values of $E[\tilde{U}_1]$ (denoted by $E$), $\text{var}(\tilde{U}_1)$ (denoted by $V$), and 25%−, 50%−, 75%−, 90%−, 95%− and 99%− quantiles ($Q_{25}$, $Q_{50}$, $Q_{75}$, $Q_{90}$, $Q_{95}$, $Q_{99}$) of $\tilde{U}_1$ are given. The last two columns show the simulated rejection probabilities for the nominal levels $\alpha = 0.05$ and 0.01 respectively.
Table 5.2: Model 1b) \((m = 1, p = 2, H_0\) with rotated eigenfunction): Asymptotic \((N = \infty)\) and simulated values of \(E[\tilde{U}_1]\) (denoted by \(E\)), \(\text{var}(\tilde{U}_1)\) (denoted by \(V\)), and 25\%-, 50\%-, 75\%-, 90\%-, 95\%-, and 99\%–quantiles \((Q_{25}, Q_{50}, Q_{75}, Q_{90}, Q_{95}, Q_{99})\) of \(\tilde{U}_1\) are given. The last two columns show the simulated rejection probabilities for the nominal levels \(\alpha = 0.05\) and 0.01 respectively.

<table>
<thead>
<tr>
<th>(N)</th>
<th>(E)</th>
<th>(V)</th>
<th>(Q_{25})</th>
<th>(Q_{50})</th>
<th>(Q_{75})</th>
<th>(Q_{90})</th>
<th>(Q_{95})</th>
<th>(Q_{99})</th>
<th>(\alpha(0.05))</th>
<th>(\alpha(0.01))</th>
</tr>
</thead>
<tbody>
<tr>
<td>(\infty)</td>
<td>3.35</td>
<td>18.1</td>
<td>0.647</td>
<td>1.783</td>
<td>4.398</td>
<td>8.463</td>
<td>11.993</td>
<td>20.026</td>
<td>0.050</td>
<td>0.010</td>
</tr>
<tr>
<td>(\epsilon_i(j): \text{id})</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>200</td>
<td>4.35</td>
<td>36.9</td>
<td>0.886</td>
<td>2.423</td>
<td>5.493</td>
<td>9.938</td>
<td>13.893</td>
<td>31.270</td>
<td>0.070</td>
<td>0.025</td>
</tr>
<tr>
<td>400</td>
<td>3.88</td>
<td>22.7</td>
<td>0.785</td>
<td>2.159</td>
<td>5.148</td>
<td>9.548</td>
<td>13.029</td>
<td>20.506</td>
<td>0.062</td>
<td>0.012</td>
</tr>
<tr>
<td>600</td>
<td>4.00</td>
<td>24.1</td>
<td>0.693</td>
<td>2.137</td>
<td>5.630</td>
<td>9.394</td>
<td>14.513</td>
<td>22.518</td>
<td>0.065</td>
<td>0.018</td>
</tr>
<tr>
<td>800</td>
<td>4.21</td>
<td>33.0</td>
<td>0.830</td>
<td>2.490</td>
<td>5.150</td>
<td>10.295</td>
<td>13.394</td>
<td>25.937</td>
<td>0.070</td>
<td>0.020</td>
</tr>
<tr>
<td>1000</td>
<td>3.85</td>
<td>23.8</td>
<td>0.859</td>
<td>2.237</td>
<td>4.855</td>
<td>9.224</td>
<td>12.223</td>
<td>19.841</td>
<td>0.052</td>
<td>0.010</td>
</tr>
<tr>
<td>(\epsilon_i(j): \text{AR}(1))</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>200</td>
<td>4.47</td>
<td>38.2</td>
<td>1.051</td>
<td>2.566</td>
<td>5.539</td>
<td>10.039</td>
<td>14.369</td>
<td>30.397</td>
<td>0.072</td>
<td>0.025</td>
</tr>
<tr>
<td>400</td>
<td>3.93</td>
<td>22.7</td>
<td>0.838</td>
<td>2.144</td>
<td>5.410</td>
<td>9.560</td>
<td>13.832</td>
<td>20.842</td>
<td>0.065</td>
<td>0.015</td>
</tr>
<tr>
<td>600</td>
<td>4.05</td>
<td>24.1</td>
<td>0.733</td>
<td>2.182</td>
<td>5.616</td>
<td>9.483</td>
<td>14.185</td>
<td>23.026</td>
<td>0.065</td>
<td>0.015</td>
</tr>
<tr>
<td>800</td>
<td>4.27</td>
<td>33.3</td>
<td>0.856</td>
<td>2.442</td>
<td>5.249</td>
<td>10.135</td>
<td>13.769</td>
<td>25.694</td>
<td>0.070</td>
<td>0.020</td>
</tr>
<tr>
<td>1000</td>
<td>3.88</td>
<td>23.9</td>
<td>0.861</td>
<td>2.211</td>
<td>5.010</td>
<td>9.447</td>
<td>12.481</td>
<td>19.912</td>
<td>0.058</td>
<td>0.010</td>
</tr>
<tr>
<td>(\text{FARIMA}(0,0.3,0))</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>200</td>
<td>4.37</td>
<td>31.5</td>
<td>1.030</td>
<td>2.588</td>
<td>5.506</td>
<td>10.112</td>
<td>13.218</td>
<td>33.341</td>
<td>0.068</td>
<td>0.025</td>
</tr>
<tr>
<td>400</td>
<td>3.92</td>
<td>23.1</td>
<td>0.805</td>
<td>2.209</td>
<td>4.906</td>
<td>10.277</td>
<td>13.315</td>
<td>21.178</td>
<td>0.068</td>
<td>0.012</td>
</tr>
<tr>
<td>600</td>
<td>4.10</td>
<td>24.0</td>
<td>0.784</td>
<td>2.347</td>
<td>5.878</td>
<td>9.512</td>
<td>14.509</td>
<td>21.471</td>
<td>0.065</td>
<td>0.015</td>
</tr>
<tr>
<td>800</td>
<td>4.26</td>
<td>33.3</td>
<td>0.908</td>
<td>2.529</td>
<td>5.173</td>
<td>9.983</td>
<td>13.853</td>
<td>26.300</td>
<td>0.070</td>
<td>0.022</td>
</tr>
<tr>
<td>1000</td>
<td>3.82</td>
<td>24.5</td>
<td>0.858</td>
<td>2.101</td>
<td>4.676</td>
<td>9.016</td>
<td>12.887</td>
<td>20.932</td>
<td>0.055</td>
<td>0.015</td>
</tr>
</tbody>
</table>
Table 5.3: Model 1c) \((m = 1, p = 2, H_1)\): Simulated values of \(E[\tilde{U}_1]\) (denoted by \(E\)), \(\text{var}(\tilde{U}_1)\) (denoted by \(V\)), and 25\%-–, 50\%-–, 75\%-–, 90\%-–, 95\%-– and 99\%-– quantiles \((Q_{25}, Q_{50}, Q_{75}, Q_{90}, Q_{95}, Q_{99})\) of \(\tilde{U}_1\) are given. The last two columns show the simulated rejection probabilities for the nominal levels of significance \(\alpha = 0.05\) and 0.01 respectively.
Table 5.4: Model 2a) \((m = 1, p = 10, H_0 \text{ with equal eigenfunctions})\): Asymptotic \((N = \infty)\) and simulated values of \(E[\tilde{U}_1]\) (denoted by \(E\)), \(\text{var}(\tilde{U}_1)\) (denoted by \(V\)), and 25\%-–, 50\%-–, 75\%-–, 90\%-–, 95\%-– and 99\%-– quantiles \((Q_{25}, Q_{50}, Q_{75}, Q_{90}, Q_{95}, Q_{99})\) of \(\tilde{U}_1\) are given. The last two columns show the simulated rejection probabilities for the nominal levels \(\alpha = 0.05\) and 0.01 respectively.

$$
\begin{array}{cccccccccc}
N & E & V & Q_{25} & Q_{50} & Q_{75} & Q_{90} & Q_{95} & Q_{99} & \alpha(0.05) & \alpha(0.01) \\
\hline
\infty & 3.81 & 18.1 & 1.120 & 2.251 & 4.886 & 9.016 & 12.316 & 20.266 & 0.050 & 0.010 \\
\hline
\epsilon_i(j): \text{ind} & & & & & & & & & \\
200 & 4.74 & 34.1 & 1.331 & 2.905 & 5.919 & 10.780 & 14.028 & 30.470 & 0.072 & 0.025 \\
400 & 4.28 & 22.4 & 1.222 & 2.536 & 5.777 & 9.741 & 13.194 & 20.821 & 0.062 & 0.012 \\
800 & 4.63 & 33.1 & 1.255 & 2.888 & 5.564 & 10.815 & 13.651 & 26.330 & 0.075 & 0.020 \\
1000 & 4.27 & 24.0 & 1.324 & 2.559 & 5.444 & 9.581 & 12.589 & 20.641 & 0.055 & 0.015 \\
\hline
\epsilon_i(j): \text{AR(1)} & & & & & & & & & \\
200 & 4.85 & 35.8 & 1.485 & 2.918 & 5.990 & 10.459 & 14.308 & 31.576 & 0.078 & 0.028 \\
400 & 4.33 & 22.8 & 1.220 & 2.550 & 5.771 & 10.191 & 14.187 & 21.497 & 0.065 & 0.015 \\
600 & 4.46 & 24.2 & 1.185 & 2.640 & 6.089 & 9.864 & 14.699 & 23.114 & 0.065 & 0.015 \\
800 & 4.68 & 33.3 & 1.299 & 2.900 & 5.652 & 10.521 & 13.585 & 25.684 & 0.080 & 0.020 \\
1000 & 4.29 & 24.2 & 1.336 & 2.600 & 5.681 & 9.727 & 12.917 & 20.270 & 0.058 & 0.012 \\
\hline
\epsilon_i(j): \text{FARIMA}(0, 0.3, 0) & & & & & & & & & \\
200 & 4.73 & 30.2 & 1.422 & 2.958 & 5.909 & 10.659 & 13.751 & 27.199 & 0.072 & 0.028 \\
400 & 4.31 & 23.0 & 1.200 & 2.566 & 5.483 & 10.691 & 13.955 & 20.052 & 0.075 & 0.010 \\
600 & 4.51 & 24.3 & 1.281 & 2.568 & 6.184 & 10.141 & 15.139 & 20.920 & 0.068 & 0.018 \\
800 & 4.67 & 33.6 & 1.343 & 2.858 & 5.531 & 10.616 & 14.288 & 26.562 & 0.072 & 0.022 \\
1000 & 4.27 & 25.3 & 1.260 & 2.579 & 5.335 & 9.634 & 13.123 & 21.886 & 0.055 & 0.015 \\
\end{array}
$$


<table>
<thead>
<tr>
<th>$N$</th>
<th>$E$</th>
<th>$V$</th>
<th>$Q_{25}$</th>
<th>$Q_{50}$</th>
<th>$Q_{75}$</th>
<th>$Q_{90}$</th>
<th>$Q_{95}$</th>
<th>$Q_{99}$</th>
<th>$\alpha(0.05)$</th>
<th>$\alpha(0.01)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\infty$</td>
<td>3.81</td>
<td>18.1</td>
<td>1.120</td>
<td>2.251</td>
<td>4.886</td>
<td>9.016</td>
<td>12.316</td>
<td>20.266</td>
<td>0.050</td>
<td>0.010</td>
</tr>
<tr>
<td>$\epsilon_i(j)$: iid</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>200</td>
<td>4.73</td>
<td>34.2</td>
<td>1.405</td>
<td>2.933</td>
<td>5.799</td>
<td>10.538</td>
<td>14.241</td>
<td>20.794</td>
<td>0.072</td>
<td>0.028</td>
</tr>
<tr>
<td>400</td>
<td>4.29</td>
<td>22.4</td>
<td>1.193</td>
<td>2.637</td>
<td>5.699</td>
<td>9.743</td>
<td>13.304</td>
<td>20.664</td>
<td>0.062</td>
<td>0.012</td>
</tr>
<tr>
<td>600</td>
<td>4.41</td>
<td>24.1</td>
<td>1.172</td>
<td>2.595</td>
<td>5.999</td>
<td>9.637</td>
<td>14.856</td>
<td>22.680</td>
<td>0.065</td>
<td>0.018</td>
</tr>
<tr>
<td>800</td>
<td>4.63</td>
<td>33.0</td>
<td>1.276</td>
<td>2.900</td>
<td>5.615</td>
<td>10.736</td>
<td>13.539</td>
<td>26.075</td>
<td>0.075</td>
<td>0.020</td>
</tr>
<tr>
<td>1000</td>
<td>4.27</td>
<td>24.0</td>
<td>1.313</td>
<td>2.553</td>
<td>5.490</td>
<td>9.587</td>
<td>12.771</td>
<td>20.359</td>
<td>0.055</td>
<td>0.015</td>
</tr>
<tr>
<td>$\epsilon_i(j)$: AR(1)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>200</td>
<td>4.85</td>
<td>35.7</td>
<td>1.471</td>
<td>2.939</td>
<td>6.051</td>
<td>10.954</td>
<td>14.837</td>
<td>20.839</td>
<td>0.078</td>
<td>0.028</td>
</tr>
<tr>
<td>400</td>
<td>4.34</td>
<td>22.6</td>
<td>1.219</td>
<td>2.575</td>
<td>5.758</td>
<td>9.929</td>
<td>14.304</td>
<td>21.119</td>
<td>0.068</td>
<td>0.015</td>
</tr>
<tr>
<td>600</td>
<td>4.45</td>
<td>24.2</td>
<td>1.206</td>
<td>2.635</td>
<td>5.997</td>
<td>9.911</td>
<td>14.502</td>
<td>23.162</td>
<td>0.065</td>
<td>0.015</td>
</tr>
<tr>
<td>800</td>
<td>4.69</td>
<td>33.4</td>
<td>1.319</td>
<td>2.860</td>
<td>6.590</td>
<td>10.431</td>
<td>13.951</td>
<td>25.855</td>
<td>0.072</td>
<td>0.020</td>
</tr>
<tr>
<td>1000</td>
<td>4.30</td>
<td>24.2</td>
<td>1.315</td>
<td>2.568</td>
<td>5.528</td>
<td>9.684</td>
<td>12.946</td>
<td>20.336</td>
<td>0.055</td>
<td>0.012</td>
</tr>
<tr>
<td>$\epsilon_i(j)$: FARIMA(0, 0.3, 0)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>200</td>
<td>4.73</td>
<td>30.0</td>
<td>1.449</td>
<td>2.957</td>
<td>6.058</td>
<td>10.688</td>
<td>13.567</td>
<td>26.580</td>
<td>0.068</td>
<td>0.025</td>
</tr>
<tr>
<td>400</td>
<td>4.31</td>
<td>22.8</td>
<td>1.251</td>
<td>2.573</td>
<td>5.418</td>
<td>10.633</td>
<td>13.398</td>
<td>21.343</td>
<td>0.068</td>
<td>0.012</td>
</tr>
<tr>
<td>600</td>
<td>4.50</td>
<td>24.0</td>
<td>1.276</td>
<td>2.684</td>
<td>6.324</td>
<td>9.948</td>
<td>15.038</td>
<td>21.661</td>
<td>0.068</td>
<td>0.015</td>
</tr>
<tr>
<td>800</td>
<td>4.67</td>
<td>33.3</td>
<td>1.388</td>
<td>2.871</td>
<td>5.518</td>
<td>10.533</td>
<td>14.199</td>
<td>24.605</td>
<td>0.072</td>
<td>0.022</td>
</tr>
<tr>
<td>1000</td>
<td>4.24</td>
<td>24.8</td>
<td>1.266</td>
<td>2.544</td>
<td>5.365</td>
<td>9.296</td>
<td>13.160</td>
<td>21.289</td>
<td>0.058</td>
<td>0.015</td>
</tr>
</tbody>
</table>

Table 5.5: Model 2b) ($m = 1, p = 10, H_0$ with rotated eigenfunction): Asymptotic ($N = \infty$) and simulated values of $E[\tilde{U}_1]$ (denoted by $E$), $\text{var}(\tilde{U}_1)$ (denoted by $V$), and $25\%-, 50\%-, 75\%-, 90\%-, 95\%-$ and $99\%-$ quantiles ($Q_{25}, Q_{50}, Q_{75}, Q_{90}, Q_{95}, Q_{99}$) of $\tilde{U}_1$ are given. The last two columns show the simulated rejection probabilities for the nominal levels $\alpha = 0.05$ and 0.01 respectively.
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Table 5.6: Model 2c) ($m = 1$, $p = 10$, $H_1$): Simulated values of $E[\tilde{U}_1]$ (denoted by $E$), $\text{var}(\tilde{U}_1)$ (denoted by $V$), and 25%−, 50%−, 75%−, 90%−, 95%− and 99%− quantiles ($Q_{25}$, $Q_{50}$, $Q_{75}$, $Q_{90}$, $Q_{95}$, $Q_{99}$) of $\tilde{U}_1$ are given. The last two columns show the simulated rejection probabilities for the nominal levels of significance $\alpha = 0.05$ and 0.01 respectively.

<table>
<thead>
<tr>
<th>$N$</th>
<th>$E$</th>
<th>$V$</th>
<th>$Q_{25}$</th>
<th>$Q_{50}$</th>
<th>$Q_{75}$</th>
<th>$Q_{90}$</th>
<th>$Q_{95}$</th>
<th>$Q_{99}$</th>
<th>$\alpha(0.05)$</th>
<th>$\alpha(0.01)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>200</td>
<td>116.1</td>
<td>33.9</td>
<td>115.1</td>
<td>118.0</td>
<td>119.5</td>
<td>119.9</td>
<td>120.0</td>
<td>120.0</td>
<td>1.00</td>
<td>1.00</td>
</tr>
<tr>
<td>400</td>
<td>178.5</td>
<td>22.7</td>
<td>177.1</td>
<td>180.3</td>
<td>181.6</td>
<td>181.9</td>
<td>182.0</td>
<td>182.0</td>
<td>1.00</td>
<td>1.00</td>
</tr>
<tr>
<td>600</td>
<td>228.4</td>
<td>23.9</td>
<td>226.6</td>
<td>230.2</td>
<td>231.7</td>
<td>232.0</td>
<td>232.0</td>
<td>232.0</td>
<td>1.00</td>
<td>1.00</td>
</tr>
<tr>
<td>800</td>
<td>272.2</td>
<td>32.4</td>
<td>271.2</td>
<td>274.1</td>
<td>275.5</td>
<td>275.9</td>
<td>276.0</td>
<td>276.0</td>
<td>1.00</td>
<td>1.00</td>
</tr>
<tr>
<td>1000</td>
<td>312.0</td>
<td>23.6</td>
<td>310.9</td>
<td>313.7</td>
<td>315.1</td>
<td>315.4</td>
<td>315.5</td>
<td>315.5</td>
<td>1.00</td>
<td>1.00</td>
</tr>
</tbody>
</table>

$\epsilon_i(j)$: AR(1)

<table>
<thead>
<tr>
<th>$N$</th>
<th>$E$</th>
<th>$V$</th>
<th>$Q_{25}$</th>
<th>$Q_{50}$</th>
<th>$Q_{75}$</th>
<th>$Q_{90}$</th>
<th>$Q_{95}$</th>
<th>$Q_{99}$</th>
<th>$\alpha(0.05)$</th>
<th>$\alpha(0.01)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>200</td>
<td>116.0</td>
<td>35.6</td>
<td>114.9</td>
<td>117.9</td>
<td>119.5</td>
<td>119.9</td>
<td>120.0</td>
<td>120.0</td>
<td>1.00</td>
<td>1.00</td>
</tr>
<tr>
<td>400</td>
<td>178.5</td>
<td>22.9</td>
<td>177.1</td>
<td>180.3</td>
<td>181.7</td>
<td>182.0</td>
<td>182.0</td>
<td>182.0</td>
<td>1.00</td>
<td>1.00</td>
</tr>
<tr>
<td>600</td>
<td>228.4</td>
<td>23.9</td>
<td>226.7</td>
<td>230.3</td>
<td>231.7</td>
<td>231.9</td>
<td>232.0</td>
<td>232.0</td>
<td>1.00</td>
<td>1.00</td>
</tr>
<tr>
<td>800</td>
<td>272.2</td>
<td>32.7</td>
<td>271.2</td>
<td>274.1</td>
<td>275.5</td>
<td>275.9</td>
<td>276.0</td>
<td>276.0</td>
<td>1.00</td>
<td>1.00</td>
</tr>
<tr>
<td>1000</td>
<td>312.0</td>
<td>23.8</td>
<td>310.9</td>
<td>313.7</td>
<td>315.0</td>
<td>315.4</td>
<td>315.5</td>
<td>315.5</td>
<td>1.00</td>
<td>1.00</td>
</tr>
</tbody>
</table>

$\epsilon_i(j)$: FARIMA(0, 0.3, 0)

<table>
<thead>
<tr>
<th>$N$</th>
<th>$E$</th>
<th>$V$</th>
<th>$Q_{25}$</th>
<th>$Q_{50}$</th>
<th>$Q_{75}$</th>
<th>$Q_{90}$</th>
<th>$Q_{95}$</th>
<th>$Q_{99}$</th>
<th>$\alpha(0.05)$</th>
<th>$\alpha(0.01)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>200</td>
<td>116.1</td>
<td>30.0</td>
<td>114.8</td>
<td>118.0</td>
<td>119.5</td>
<td>119.9</td>
<td>120.0</td>
<td>120.0</td>
<td>1.00</td>
<td>1.00</td>
</tr>
<tr>
<td>400</td>
<td>178.5</td>
<td>22.9</td>
<td>177.1</td>
<td>180.5</td>
<td>181.7</td>
<td>182.0</td>
<td>182.0</td>
<td>182.0</td>
<td>1.00</td>
<td>1.00</td>
</tr>
<tr>
<td>600</td>
<td>228.3</td>
<td>24.0</td>
<td>226.7</td>
<td>230.2</td>
<td>231.7</td>
<td>232.0</td>
<td>232.0</td>
<td>232.0</td>
<td>1.00</td>
<td>1.00</td>
</tr>
<tr>
<td>800</td>
<td>272.2</td>
<td>33.2</td>
<td>271.4</td>
<td>274.1</td>
<td>275.5</td>
<td>275.9</td>
<td>276.0</td>
<td>276.0</td>
<td>1.00</td>
<td>1.00</td>
</tr>
<tr>
<td>1000</td>
<td>312.1</td>
<td>24.6</td>
<td>311.1</td>
<td>313.8</td>
<td>315.1</td>
<td>315.4</td>
<td>315.5</td>
<td>315.5</td>
<td>1.00</td>
<td>1.00</td>
</tr>
<tr>
<td>$N$</td>
<td>$E$</td>
<td>$V$</td>
<td>$Q_{0.01}$</td>
<td>$Q_{95}$</td>
<td>$Q_{99}$</td>
<td>$\alpha(0.05)$</td>
<td>$\alpha(0.01)$</td>
<td>$\alpha_{\text{Bonf}}(0.05)$</td>
<td>$\alpha_{\text{Bonf}}(0.01)$</td>
<td></td>
</tr>
<tr>
<td>-----</td>
<td>-----</td>
<td>-----</td>
<td>----------</td>
<td>---------</td>
<td>---------</td>
<td>--------------</td>
<td>--------------</td>
<td>----------------</td>
<td>----------------</td>
<td></td>
</tr>
<tr>
<td>$\infty$</td>
<td>$U_1$</td>
<td>0.49</td>
<td>0.31</td>
<td>1.166</td>
<td>1.602</td>
<td>2.636</td>
<td>0.050</td>
<td>0.100</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>$U_2$</td>
<td>1.36</td>
<td>2.25</td>
<td>3.191</td>
<td>4.308</td>
<td>7.177</td>
<td>0.050</td>
<td>0.100</td>
<td></td>
<td></td>
</tr>
<tr>
<td>200</td>
<td>$U_1$</td>
<td>0.55</td>
<td>0.29</td>
<td>1.272</td>
<td>1.614</td>
<td>2.413</td>
<td>0.052</td>
<td>0.008</td>
<td>0.0300</td>
<td>0.0025</td>
</tr>
<tr>
<td></td>
<td>$U_2$</td>
<td>1.36</td>
<td>2.18</td>
<td>3.257</td>
<td>4.326</td>
<td>7.800</td>
<td>0.052</td>
<td>0.012</td>
<td></td>
<td></td>
</tr>
<tr>
<td>400</td>
<td>$U_1$</td>
<td>0.56</td>
<td>0.36</td>
<td>1.266</td>
<td>1.648</td>
<td>2.642</td>
<td>0.052</td>
<td>0.012</td>
<td>0.0350</td>
<td>0.0075</td>
</tr>
<tr>
<td></td>
<td>$U_2$</td>
<td>1.37</td>
<td>2.46</td>
<td>3.033</td>
<td>4.046</td>
<td>6.677</td>
<td>0.045</td>
<td>0.005</td>
<td></td>
<td></td>
</tr>
<tr>
<td>600</td>
<td>$U_1$</td>
<td>0.56</td>
<td>0.36</td>
<td>1.352</td>
<td>1.826</td>
<td>2.988</td>
<td>0.065</td>
<td>0.015</td>
<td>0.0300</td>
<td>0.0100</td>
</tr>
<tr>
<td></td>
<td>$U_2$</td>
<td>1.34</td>
<td>2.46</td>
<td>3.147</td>
<td>4.619</td>
<td>6.983</td>
<td>0.060</td>
<td>0.010</td>
<td></td>
<td></td>
</tr>
<tr>
<td>800</td>
<td>$U_1$</td>
<td>0.55</td>
<td>0.32</td>
<td>1.235</td>
<td>1.707</td>
<td>2.725</td>
<td>0.055</td>
<td>0.015</td>
<td>0.0325</td>
<td>0.0050</td>
</tr>
<tr>
<td></td>
<td>$U_2$</td>
<td>1.38</td>
<td>2.32</td>
<td>3.368</td>
<td>4.599</td>
<td>7.258</td>
<td>0.055</td>
<td>0.012</td>
<td></td>
<td></td>
</tr>
<tr>
<td>1000</td>
<td>$U_1$</td>
<td>0.53</td>
<td>0.30</td>
<td>1.148</td>
<td>1.513</td>
<td>2.580</td>
<td>0.042</td>
<td>0.010</td>
<td>0.0225</td>
<td>0.0050</td>
</tr>
<tr>
<td></td>
<td>$U_2$</td>
<td>1.39</td>
<td>2.32</td>
<td>3.535</td>
<td>4.494</td>
<td>6.596</td>
<td>0.058</td>
<td>0.010</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 5.7: Model 3a) ($m = 2, p = 3, H_0$ with equal eigenfunctions): Asymptotic ($N = \infty$) and simulated values of $E(\tilde{U}_1), E(\tilde{U}_2)$ (denoted by $E$), $\text{var}(\tilde{U}_1), \text{var}(\tilde{U}_2)$ (denoted by $V$), and 90%-, 95%-, and 99%-quantiles ($Q_{0.01}, Q_{95}, Q_{99}$) of $\tilde{U}_1$ and $\tilde{U}_2$ are given. Also given are simulated rejection probabilities ($\alpha(0.05), \alpha(0.01)$) based on $\tilde{U}_1$ and $\tilde{U}_2$ respectively and on the combined test with a Bonferroni correction ($\alpha_{\text{Bonf}}(0.05), \alpha_{\text{Bonf}}(0.01)$).
Table 5.8: Model 3b) \((m = 2, p = 3, H_0 \text{ with rotated eigenfunctions})\): Asymptotic \((N = \infty)\) and simulated values of \(E[\tilde{U}_1], E[\tilde{U}_2]\) (denoted by \(E\)), \(\text{var}(\tilde{U}_1), \text{var}(\tilde{U}_2)\) (denoted by \(V\)), and 90\%–, 95\%– and 99\%– quantiles \((Q_{90}, Q_{95}, Q_{99})\) of \(\tilde{U}_1\) and \(\tilde{U}_2\) are given. Also given are simulated rejection probabilities \((\alpha(0.05), \alpha(0.01))\) based on \(\tilde{U}_1\) and \(\tilde{U}_2\) respectively and on the combined test with a Bonferroni correction \((\alpha_{\text{Bonf}}(0.05), \alpha_{\text{Bonf}}(0.01))\).
### Table 5.9: Model 3c) \((m = 2, p = 3, H_1)\): Simulated values of \(E[\tilde{U}_1], E[\tilde{U}_2]\) (denoted by \(E\)), \(\text{var}(\tilde{U}_1)\), \(\text{var}(\tilde{U}_2)\) (denoted by \(V\)), and 90\%-, 95\%-, and 99\%-quantiles \((Q_{90}, Q_{95}, Q_{99})\) of \(\tilde{U}_1\) and \(\tilde{U}_2\) are given. Also given are simulated rejection probabilities \((\alpha(0.05), \alpha(0.01))\) based on \(\tilde{U}_1\) and \(\tilde{U}_2\) respectively and on the combined test with a Bonferroni correction \((\alpha_{\text{Bonf}(0.05)}, \alpha_{\text{Bonf}(0.01)})\).

<table>
<thead>
<tr>
<th>(N)</th>
<th>(E)</th>
<th>(V)</th>
<th>(Q_{90})</th>
<th>(Q_{95})</th>
<th>(Q_{99})</th>
<th>(\alpha(0.05))</th>
<th>(\alpha(0.01))</th>
<th>(\alpha_{\text{Bonf}(0.05)})</th>
<th>(\alpha_{\text{Bonf}(0.01)})</th>
</tr>
</thead>
<tbody>
<tr>
<td>200</td>
<td>(U_1)</td>
<td>1.70</td>
<td>3.62</td>
<td>3.765</td>
<td>4.943</td>
<td>9.670</td>
<td>0.342</td>
<td>0.198</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td>(U_2)</td>
<td>118.83</td>
<td>3.42</td>
<td>120.0</td>
<td>120.0</td>
<td>120.0</td>
<td>1.00</td>
<td>1.00</td>
<td>1</td>
</tr>
<tr>
<td>400</td>
<td>(U_1)</td>
<td>1.61</td>
<td>2.61</td>
<td>3.479</td>
<td>4.906</td>
<td>7.177</td>
<td>0.358</td>
<td>0.182</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td>(U_2)</td>
<td>180.94</td>
<td>2.28</td>
<td>182.0</td>
<td>182.0</td>
<td>182.0</td>
<td>1.00</td>
<td>1.00</td>
<td>1</td>
</tr>
<tr>
<td>600</td>
<td>(U_1)</td>
<td>1.62</td>
<td>2.70</td>
<td>3.625</td>
<td>4.787</td>
<td>7.680</td>
<td>0.375</td>
<td>0.185</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td>(U_2)</td>
<td>230.93</td>
<td>2.36</td>
<td>232.0</td>
<td>232.0</td>
<td>232.0</td>
<td>1.00</td>
<td>1.00</td>
<td>1</td>
</tr>
<tr>
<td>800</td>
<td>(U_1)</td>
<td>1.61</td>
<td>2.78</td>
<td>3.521</td>
<td>4.737</td>
<td>7.542</td>
<td>0.368</td>
<td>0.188</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td>(U_2)</td>
<td>274.93</td>
<td>2.43</td>
<td>276.0</td>
<td>276.0</td>
<td>276.0</td>
<td>1.00</td>
<td>1.00</td>
<td>1</td>
</tr>
<tr>
<td>1000</td>
<td>(U_1)</td>
<td>1.57</td>
<td>2.64</td>
<td>3.700</td>
<td>4.760</td>
<td>7.208</td>
<td>0.332</td>
<td>0.168</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td>(U_2)</td>
<td>314.45</td>
<td>2.37</td>
<td>315.5</td>
<td>315.5</td>
<td>315.5</td>
<td>1.00</td>
<td>1.00</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td>(\epsilon_i(j):) (\text{AR}(1))</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>200</td>
<td>(U_1)</td>
<td>1.76</td>
<td>3.58</td>
<td>3.908</td>
<td>5.017</td>
<td>8.769</td>
<td>0.378</td>
<td>0.200</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td>(U_2)</td>
<td>118.82</td>
<td>3.37</td>
<td>120.0</td>
<td>120.0</td>
<td>120.0</td>
<td>1.00</td>
<td>1.00</td>
<td>1</td>
</tr>
<tr>
<td>400</td>
<td>(U_1)</td>
<td>1.65</td>
<td>2.67</td>
<td>3.566</td>
<td>4.827</td>
<td>7.826</td>
<td>0.348</td>
<td>0.185</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td>(U_2)</td>
<td>180.93</td>
<td>2.37</td>
<td>182.0</td>
<td>182.0</td>
<td>182.0</td>
<td>1.00</td>
<td>1.00</td>
<td>1</td>
</tr>
<tr>
<td>600</td>
<td>(U_1)</td>
<td>1.65</td>
<td>2.80</td>
<td>3.679</td>
<td>4.762</td>
<td>8.648</td>
<td>0.378</td>
<td>0.208</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td>(U_2)</td>
<td>230.92</td>
<td>2.47</td>
<td>232.0</td>
<td>232.0</td>
<td>232.0</td>
<td>1.00</td>
<td>1.00</td>
<td>1</td>
</tr>
<tr>
<td>800</td>
<td>(U_1)</td>
<td>1.63</td>
<td>2.77</td>
<td>3.528</td>
<td>4.688</td>
<td>7.586</td>
<td>0.370</td>
<td>0.198</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td>(U_2)</td>
<td>274.93</td>
<td>2.41</td>
<td>276.0</td>
<td>276.0</td>
<td>276.0</td>
<td>1.00</td>
<td>1.00</td>
<td>1</td>
</tr>
<tr>
<td>1000</td>
<td>(U_1)</td>
<td>1.59</td>
<td>2.65</td>
<td>3.662</td>
<td>4.770</td>
<td>7.304</td>
<td>0.342</td>
<td>0.182</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td>(U_2)</td>
<td>314.45</td>
<td>2.36</td>
<td>315.5</td>
<td>315.5</td>
<td>315.5</td>
<td>1.00</td>
<td>1.00</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td>(\epsilon_i(j):) (\text{FARIMA}(0, 0.3, 0))</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>200</td>
<td>(U_1)</td>
<td>1.74</td>
<td>3.56</td>
<td>3.828</td>
<td>5.125</td>
<td>9.179</td>
<td>0.365</td>
<td>0.202</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td>(U_2)</td>
<td>118.80</td>
<td>3.34</td>
<td>120.0</td>
<td>120.0</td>
<td>120.0</td>
<td>1.00</td>
<td>1.00</td>
<td>1</td>
</tr>
<tr>
<td>400</td>
<td>(U_1)</td>
<td>1.65</td>
<td>2.68</td>
<td>3.569</td>
<td>5.126</td>
<td>7.502</td>
<td>0.350</td>
<td>0.192</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td>(U_2)</td>
<td>180.93</td>
<td>2.36</td>
<td>182.0</td>
<td>182.0</td>
<td>182.0</td>
<td>1.00</td>
<td>1.00</td>
<td>1</td>
</tr>
<tr>
<td>600</td>
<td>(U_1)</td>
<td>1.65</td>
<td>2.65</td>
<td>3.527</td>
<td>4.673</td>
<td>7.993</td>
<td>0.372</td>
<td>0.195</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td>(U_2)</td>
<td>230.94</td>
<td>2.33</td>
<td>232.0</td>
<td>232.0</td>
<td>232.0</td>
<td>1.00</td>
<td>1.00</td>
<td>1</td>
</tr>
<tr>
<td>800</td>
<td>(U_1)</td>
<td>1.64</td>
<td>2.72</td>
<td>3.502</td>
<td>4.829</td>
<td>7.446</td>
<td>0.372</td>
<td>0.185</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td>(U_2)</td>
<td>274.93</td>
<td>2.38</td>
<td>276.0</td>
<td>276.0</td>
<td>276.0</td>
<td>1.00</td>
<td>1.00</td>
<td>1</td>
</tr>
<tr>
<td>1000</td>
<td>(U_1)</td>
<td>1.60</td>
<td>2.50</td>
<td>3.754</td>
<td>4.848</td>
<td>7.011</td>
<td>0.350</td>
<td>0.182</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td>(U_2)</td>
<td>314.44</td>
<td>2.21</td>
<td>315.5</td>
<td>315.5</td>
<td>315.5</td>
<td>1.00</td>
<td>1.00</td>
<td>1</td>
</tr>
</tbody>
</table>
### Table 5.10: Model 4a) \((m = 2, p = 10, H_0\) with equal eigenfunctions): Asymptotic \((N = \infty)\) and simulated values of \(E[\tilde{U}_1], E[\tilde{U}_2]\) (denoted by \(E\)), \(\text{var}(\tilde{U}_1), \text{var}(\tilde{U}_2)\) (denoted by \(V\)), and 90\%- and 99\%-quantiles \((Q_{0.90}, Q_{0.95}, Q_{0.99})\) of \(\tilde{U}_1\) and \(\tilde{U}_2\) are given. Also given are simulated rejection probabilities \((\alpha(0.05), \alpha(0.01))\) based on \(\tilde{U}_1\) and \(\tilde{U}_2\) respectively and on the combined test with a Bonferroni correction \((\alpha_{\text{Bonf}}(0.05), \alpha_{\text{Bonf}}(0.01))\).
<table>
<thead>
<tr>
<th>$N$</th>
<th>$E$</th>
<th>$V$</th>
<th>$Q_{90}$</th>
<th>$Q_{95}$</th>
<th>$Q_{99}$</th>
<th>$\alpha(0.05)$</th>
<th>$\alpha(0.01)$</th>
<th>$\alpha_{\text{Bonf}}(0.05)$</th>
<th>$\alpha_{\text{Bonf}}(0.01)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\infty$</td>
<td>$U_1$</td>
<td>1.04</td>
<td>0.93</td>
<td>2.238</td>
<td>2.983</td>
<td>4.706</td>
<td>0.050</td>
<td>0.010</td>
<td></td>
</tr>
<tr>
<td></td>
<td>$U_2$</td>
<td>1.06</td>
<td>1.01</td>
<td>2.277</td>
<td>3.059</td>
<td>5.010</td>
<td>0.050</td>
<td>0.010</td>
<td></td>
</tr>
<tr>
<td>$200$</td>
<td>$U_1$</td>
<td>1.09</td>
<td>1.19</td>
<td>2.249</td>
<td>3.097</td>
<td>5.114</td>
<td>0.058</td>
<td>0.018</td>
<td>0.0350</td>
</tr>
<tr>
<td></td>
<td>$U_2$</td>
<td>1.34</td>
<td>1.16</td>
<td>2.664</td>
<td>3.396</td>
<td>5.715</td>
<td>0.062</td>
<td>0.020</td>
<td></td>
</tr>
<tr>
<td>$400$</td>
<td>$U_1$</td>
<td>1.02</td>
<td>1.20</td>
<td>2.007</td>
<td>2.756</td>
<td>5.079</td>
<td>0.042</td>
<td>0.020</td>
<td>0.0425</td>
</tr>
<tr>
<td></td>
<td>$U_2$</td>
<td>1.38</td>
<td>1.31</td>
<td>2.904</td>
<td>3.558</td>
<td>5.558</td>
<td>0.072</td>
<td>0.022</td>
<td></td>
</tr>
<tr>
<td>$600$</td>
<td>$U_1$</td>
<td>1.03</td>
<td>1.12</td>
<td>2.182</td>
<td>2.864</td>
<td>4.397</td>
<td>0.048</td>
<td>0.005</td>
<td>0.0400</td>
</tr>
<tr>
<td></td>
<td>$U_2$</td>
<td>1.35</td>
<td>1.28</td>
<td>2.782</td>
<td>3.456</td>
<td>6.126</td>
<td>0.082</td>
<td>0.018</td>
<td></td>
</tr>
<tr>
<td>$800$</td>
<td>$U_1$</td>
<td>1.06</td>
<td>1.15</td>
<td>2.120</td>
<td>3.070</td>
<td>4.897</td>
<td>0.062</td>
<td>0.018</td>
<td>0.0500</td>
</tr>
<tr>
<td></td>
<td>$U_2$</td>
<td>1.35</td>
<td>1.31</td>
<td>2.651</td>
<td>3.859</td>
<td>5.782</td>
<td>0.080</td>
<td>0.022</td>
<td></td>
</tr>
<tr>
<td>$1000$</td>
<td>$U_1$</td>
<td>1.06</td>
<td>1.10</td>
<td>2.345</td>
<td>3.137</td>
<td>5.409</td>
<td>0.058</td>
<td>0.015</td>
<td>0.0475</td>
</tr>
<tr>
<td></td>
<td>$U_2$</td>
<td>1.37</td>
<td>1.24</td>
<td>2.788</td>
<td>3.769</td>
<td>5.186</td>
<td>0.085</td>
<td>0.015</td>
<td></td>
</tr>
<tr>
<td>$e_i(j)$: AR(1)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$200$</td>
<td>$U_1$</td>
<td>1.16</td>
<td>1.24</td>
<td>2.339</td>
<td>3.201</td>
<td>5.248</td>
<td>0.070</td>
<td>0.022</td>
<td>0.0425</td>
</tr>
<tr>
<td></td>
<td>$U_2$</td>
<td>1.44</td>
<td>1.28</td>
<td>2.769</td>
<td>3.537</td>
<td>6.039</td>
<td>0.075</td>
<td>0.022</td>
<td></td>
</tr>
<tr>
<td>$400$</td>
<td>$U_1$</td>
<td>1.05</td>
<td>1.12</td>
<td>2.063</td>
<td>2.894</td>
<td>5.176</td>
<td>0.050</td>
<td>0.018</td>
<td>0.0450</td>
</tr>
<tr>
<td></td>
<td>$U_2$</td>
<td>1.43</td>
<td>1.33</td>
<td>2.921</td>
<td>3.438</td>
<td>5.954</td>
<td>0.082</td>
<td>0.025</td>
<td></td>
</tr>
<tr>
<td>$600$</td>
<td>$U_1$</td>
<td>1.07</td>
<td>1.20</td>
<td>2.197</td>
<td>3.010</td>
<td>4.421</td>
<td>0.052</td>
<td>0.008</td>
<td>0.0450</td>
</tr>
<tr>
<td></td>
<td>$U_2$</td>
<td>1.40</td>
<td>1.34</td>
<td>2.837</td>
<td>3.688</td>
<td>6.254</td>
<td>0.080</td>
<td>0.020</td>
<td></td>
</tr>
<tr>
<td>$800$</td>
<td>$U_1$</td>
<td>1.08</td>
<td>1.14</td>
<td>2.107</td>
<td>3.158</td>
<td>4.962</td>
<td>0.065</td>
<td>0.020</td>
<td>0.0550</td>
</tr>
<tr>
<td></td>
<td>$U_2$</td>
<td>1.38</td>
<td>1.28</td>
<td>2.680</td>
<td>3.941</td>
<td>5.963</td>
<td>0.080</td>
<td>0.022</td>
<td></td>
</tr>
<tr>
<td>$1000$</td>
<td>$U_1$</td>
<td>1.09</td>
<td>1.09</td>
<td>2.426</td>
<td>3.171</td>
<td>5.163</td>
<td>0.058</td>
<td>0.015</td>
<td>0.0475</td>
</tr>
<tr>
<td></td>
<td>$U_2$</td>
<td>1.40</td>
<td>1.26</td>
<td>2.763</td>
<td>3.797</td>
<td>5.579</td>
<td>0.082</td>
<td>0.015</td>
<td></td>
</tr>
<tr>
<td>$e_i(j)$: FARIMA(0, 0.3, 0)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$200$</td>
<td>$U_1$</td>
<td>1.12</td>
<td>1.19</td>
<td>2.256</td>
<td>3.164</td>
<td>5.650</td>
<td>0.065</td>
<td>0.018</td>
<td>0.0400</td>
</tr>
<tr>
<td></td>
<td>$U_2$</td>
<td>1.42</td>
<td>1.20</td>
<td>2.618</td>
<td>3.469</td>
<td>5.715</td>
<td>0.072</td>
<td>0.020</td>
<td></td>
</tr>
<tr>
<td>$400$</td>
<td>$U_1$</td>
<td>1.07</td>
<td>1.30</td>
<td>2.095</td>
<td>2.888</td>
<td>5.288</td>
<td>0.048</td>
<td>0.018</td>
<td>0.0475</td>
</tr>
<tr>
<td></td>
<td>$U_2$</td>
<td>1.44</td>
<td>1.35</td>
<td>2.962</td>
<td>3.672</td>
<td>6.622</td>
<td>0.090</td>
<td>0.025</td>
<td></td>
</tr>
<tr>
<td>$600$</td>
<td>$U_1$</td>
<td>1.07</td>
<td>1.09</td>
<td>2.164</td>
<td>2.958</td>
<td>4.599</td>
<td>0.048</td>
<td>0.010</td>
<td>0.0400</td>
</tr>
<tr>
<td></td>
<td>$U_2$</td>
<td>1.44</td>
<td>1.38</td>
<td>3.087</td>
<td>3.820</td>
<td>6.025</td>
<td>0.102</td>
<td>0.025</td>
<td></td>
</tr>
<tr>
<td>$800$</td>
<td>$U_1$</td>
<td>1.09</td>
<td>1.11</td>
<td>2.262</td>
<td>3.122</td>
<td>4.958</td>
<td>0.058</td>
<td>0.022</td>
<td>0.0475</td>
</tr>
<tr>
<td></td>
<td>$U_2$</td>
<td>1.40</td>
<td>1.32</td>
<td>2.768</td>
<td>3.768</td>
<td>6.084</td>
<td>0.085</td>
<td>0.020</td>
<td></td>
</tr>
<tr>
<td>$1000$</td>
<td>$U_1$</td>
<td>1.10</td>
<td>1.09</td>
<td>2.482</td>
<td>3.186</td>
<td>5.196</td>
<td>0.065</td>
<td>0.015</td>
<td>0.0475</td>
</tr>
<tr>
<td></td>
<td>$U_2$</td>
<td>1.44</td>
<td>1.32</td>
<td>3.009</td>
<td>3.854</td>
<td>5.292</td>
<td>0.098</td>
<td>0.018</td>
<td></td>
</tr>
</tbody>
</table>

Table 5.11: Model 4b) ($m = 2, p = 10, H_0$ with rotated eigenfunctions): Asymptotic ($N = \infty$) and simulated values of $E[\tilde{U}_1], E[\tilde{U}_2]$ (denoted by $E$), $\text{var}(\tilde{U}_1)$, $\text{var}(\tilde{U}_2)$ (denoted by $V$), and 90%−, 95%− and 99%−quantiles ($Q_{90}, Q_{95}, Q_{99}$) of $\tilde{U}_1$ and $\tilde{U}_2$ are given. Also given are simulated rejection probabilities ($\alpha(0.05), \alpha(0.01)$) based on $\tilde{U}_1$ and $\tilde{U}_2$ and on the combined test with a Bonferroni correction ($\alpha_{\text{Bonf}}(0.05), \alpha_{\text{Bonf}}(0.01)$).
### Table 5.12: Model 4c) ($m = 2, p = 10, H_1$): Simulated values of $E[\tilde{U}_1]$, $E[\tilde{U}_2]$ (denoted by $E$), $\text{var}(\tilde{U}_1)$, $\text{var}(\tilde{U}_2)$ (denoted by $V$), and $90\%-$, $95\%-$ and $99\%-$quantiles ($Q_{90}$, $Q_{95}$, $Q_{99}$) of $\tilde{U}_1$ and $\tilde{U}_2$ are given. Also given are simulated rejection probabilities ($\alpha(0.05)$, $\alpha(0.01)$) based on $\tilde{U}_1$ and $\tilde{U}_2$ respectively and on the combined test with a Bonferroni correction ($\alpha_{\text{Bonf}}(0.05)$, $\alpha_{\text{Bonf}}(0.01)$).

<table>
<thead>
<tr>
<th>$N$</th>
<th>$E$</th>
<th>$V$</th>
<th>$Q_{90}$</th>
<th>$Q_{95}$</th>
<th>$Q_{99}$</th>
<th>$\alpha(0.05)$</th>
<th>$\alpha(0.01)$</th>
<th>$\alpha_{\text{Bonf}}(0.05)$</th>
<th>$\alpha_{\text{Bonf}}(0.01)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>200</td>
<td>$U_1$</td>
<td>1.85</td>
<td>3.63</td>
<td>3.954</td>
<td>5.034</td>
<td>10.062</td>
<td>0.338</td>
<td>0.172</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td>$U_2$</td>
<td>118.84</td>
<td>3.44</td>
<td>120.0</td>
<td>120.0</td>
<td>120.0</td>
<td>1.00</td>
<td>1.00</td>
<td></td>
</tr>
<tr>
<td>400</td>
<td>$U_1$</td>
<td>1.73</td>
<td>2.54</td>
<td>3.618</td>
<td>4.720</td>
<td>8.878</td>
<td>0.300</td>
<td>0.170</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td>$U_2$</td>
<td>180.94</td>
<td>2.26</td>
<td>182.0</td>
<td>182.0</td>
<td>182.0</td>
<td>1.00</td>
<td>1.00</td>
<td></td>
</tr>
<tr>
<td>600</td>
<td>$U_1$</td>
<td>1.74</td>
<td>2.63</td>
<td>3.631</td>
<td>4.820</td>
<td>7.972</td>
<td>0.350</td>
<td>0.160</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td>$U_2$</td>
<td>230.93</td>
<td>2.33</td>
<td>232.0</td>
<td>232.0</td>
<td>232.0</td>
<td>1.00</td>
<td>1.00</td>
<td></td>
</tr>
<tr>
<td>800</td>
<td>$U_1$</td>
<td>1.76</td>
<td>2.71</td>
<td>3.753</td>
<td>4.618</td>
<td>7.789</td>
<td>0.335</td>
<td>0.175</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td>$U_2$</td>
<td>274.94</td>
<td>2.37</td>
<td>276.0</td>
<td>276.0</td>
<td>276.0</td>
<td>1.00</td>
<td>1.00</td>
<td></td>
</tr>
<tr>
<td>1000</td>
<td>$U_1$</td>
<td>1.74</td>
<td>2.65</td>
<td>3.839</td>
<td>5.035</td>
<td>6.539</td>
<td>0.335</td>
<td>0.162</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td>$U_2$</td>
<td>314.46</td>
<td>2.31</td>
<td>315.5</td>
<td>315.5</td>
<td>315.5</td>
<td>1.00</td>
<td>1.00</td>
<td></td>
</tr>
<tr>
<td></td>
<td>$\epsilon_i(j)$: iid</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>200</td>
<td>$U_1$</td>
<td>1.90</td>
<td>3.59</td>
<td>4.235</td>
<td>5.144</td>
<td>9.447</td>
<td>0.345</td>
<td>0.190</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td>$U_2$</td>
<td>118.82</td>
<td>3.39</td>
<td>120.0</td>
<td>120.0</td>
<td>120.0</td>
<td>1.00</td>
<td>1.00</td>
<td></td>
</tr>
<tr>
<td>400</td>
<td>$U_1$</td>
<td>1.77</td>
<td>2.66</td>
<td>3.649</td>
<td>4.814</td>
<td>9.386</td>
<td>0.305</td>
<td>0.185</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td>$U_2$</td>
<td>180.93</td>
<td>2.34</td>
<td>182.0</td>
<td>182.0</td>
<td>182.0</td>
<td>1.00</td>
<td>1.00</td>
<td></td>
</tr>
<tr>
<td>600</td>
<td>$U_1$</td>
<td>1.78</td>
<td>2.75</td>
<td>3.711</td>
<td>4.996</td>
<td>8.733</td>
<td>0.345</td>
<td>0.170</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td>$U_2$</td>
<td>230.92</td>
<td>2.44</td>
<td>232.0</td>
<td>232.0</td>
<td>232.0</td>
<td>1.00</td>
<td>1.00</td>
<td></td>
</tr>
<tr>
<td>800</td>
<td>$U_1$</td>
<td>1.78</td>
<td>2.70</td>
<td>3.759</td>
<td>4.596</td>
<td>7.771</td>
<td>0.335</td>
<td>0.192</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td>$U_2$</td>
<td>274.94</td>
<td>2.34</td>
<td>276.0</td>
<td>276.0</td>
<td>276.0</td>
<td>1.00</td>
<td>1.00</td>
<td></td>
</tr>
<tr>
<td>1000</td>
<td>$U_1$</td>
<td>1.76</td>
<td>2.64</td>
<td>3.857</td>
<td>5.152</td>
<td>6.479</td>
<td>0.332</td>
<td>0.172</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td>$U_2$</td>
<td>314.46</td>
<td>2.30</td>
<td>315.5</td>
<td>315.5</td>
<td>315.5</td>
<td>1.00</td>
<td>1.00</td>
<td></td>
</tr>
<tr>
<td></td>
<td>$\epsilon_i(j)$: AR(1)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>200</td>
<td>$U_1$</td>
<td>1.90</td>
<td>3.59</td>
<td>4.097</td>
<td>5.303</td>
<td>9.203</td>
<td>0.342</td>
<td>0.182</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td>$U_2$</td>
<td>118.81</td>
<td>3.36</td>
<td>120.0</td>
<td>120.0</td>
<td>120.0</td>
<td>1.00</td>
<td>1.00</td>
<td></td>
</tr>
<tr>
<td>400</td>
<td>$U_1$</td>
<td>1.76</td>
<td>2.62</td>
<td>3.667</td>
<td>4.753</td>
<td>8.032</td>
<td>0.298</td>
<td>0.172</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td>$U_2$</td>
<td>180.94</td>
<td>2.34</td>
<td>182.0</td>
<td>182.0</td>
<td>182.0</td>
<td>1.00</td>
<td>1.00</td>
<td></td>
</tr>
<tr>
<td>600</td>
<td>$U_1$</td>
<td>1.75</td>
<td>2.63</td>
<td>3.633</td>
<td>4.908</td>
<td>8.014</td>
<td>0.350</td>
<td>0.158</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td>$U_2$</td>
<td>230.94</td>
<td>2.31</td>
<td>232.0</td>
<td>232.0</td>
<td>232.0</td>
<td>1.00</td>
<td>1.00</td>
<td></td>
</tr>
<tr>
<td>800</td>
<td>$U_1$</td>
<td>1.79</td>
<td>2.67</td>
<td>3.770</td>
<td>4.808</td>
<td>8.355</td>
<td>0.335</td>
<td>0.182</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td>$U_2$</td>
<td>274.94</td>
<td>2.31</td>
<td>276.0</td>
<td>276.0</td>
<td>276.0</td>
<td>1.00</td>
<td>1.00</td>
<td></td>
</tr>
<tr>
<td>1000</td>
<td>$U_1$</td>
<td>1.77</td>
<td>2.53</td>
<td>3.906</td>
<td>5.044</td>
<td>6.766</td>
<td>0.338</td>
<td>0.168</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td>$U_2$</td>
<td>314.45</td>
<td>2.16</td>
<td>315.5</td>
<td>315.5</td>
<td>315.5</td>
<td>1.00</td>
<td>1.00</td>
<td></td>
</tr>
<tr>
<td></td>
<td>$\epsilon_i(j)$: FARIMA($0,0.3,0$)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 5.12: Model 4c) ($m = 2, p = 10, H_1$): Simulated values of $E[\tilde{U}_1]$, $E[\tilde{U}_2]$ (denoted by $E$), $\text{var}(\tilde{U}_1)$, $\text{var}(\tilde{U}_2)$ (denoted by $V$), and $90\%-$, $95\%-$ and $99\%-$quantiles ($Q_{90}$, $Q_{95}$, $Q_{99}$) of $\tilde{U}_1$ and $\tilde{U}_2$ are given. Also given are simulated rejection probabilities ($\alpha(0.05)$, $\alpha(0.01)$) based on $\tilde{U}_1$ and $\tilde{U}_2$ respectively and on the combined test with a Bonferroni correction ($\alpha_{\text{Bonf}}(0.05)$, $\alpha_{\text{Bonf}}(0.01)$).
Table 5.13: Simulated rejection probabilities of the bootstrap test based on $T_{n,N}$ at the nominal level of significance $\alpha = 0.05$. For each value of $N = 50, 100$ and $200$, $N_{\text{simul}} = 100$ simulations were carried out. For each simulation, the empirical quantiles $q_{0.95}^*(1), q_{0.95}^*(2)$ were obtained from $T_{s,1}^*(s = 1, \ldots, N_{\text{boot}})$ and $T_{s,2}^*(s = 1, \ldots, N_{\text{boot}})$ respectively, with $N_{\text{boot}} = 100$. For each value of $N$ and each model, the results are listed in the following sequence from top to bottom: (a) iid error process, (b) AR(1), (c) FARIMA$(0, d, 0)$.

<table>
<thead>
<tr>
<th>$N$</th>
<th>Model 1</th>
<th>Model 2</th>
<th>Model 3</th>
<th>Model 4</th>
<th>Model 5</th>
</tr>
</thead>
<tbody>
<tr>
<td>50</td>
<td>0.07</td>
<td>0.81</td>
<td>0.06</td>
<td>0.99</td>
<td>0.45</td>
</tr>
<tr>
<td></td>
<td>0.06</td>
<td>0.79</td>
<td>0.05</td>
<td>1</td>
<td>0.35</td>
</tr>
<tr>
<td></td>
<td>0.05</td>
<td>0.79</td>
<td>0.04</td>
<td>1</td>
<td>0.75</td>
</tr>
<tr>
<td>100</td>
<td>0.08</td>
<td>0.92</td>
<td>0.11</td>
<td>1</td>
<td>0.82</td>
</tr>
<tr>
<td></td>
<td>0.09</td>
<td>0.92</td>
<td>0.06</td>
<td>1</td>
<td>0.83</td>
</tr>
<tr>
<td></td>
<td>0.09</td>
<td>0.92</td>
<td>0.10</td>
<td>1</td>
<td>0.84</td>
</tr>
<tr>
<td>200</td>
<td>0.03</td>
<td>0.97</td>
<td>0.06</td>
<td>1</td>
<td>0.95</td>
</tr>
<tr>
<td></td>
<td>0.03</td>
<td>0.98</td>
<td>0.06</td>
<td>1</td>
<td>0.96</td>
</tr>
<tr>
<td></td>
<td>0.04</td>
<td>0.97</td>
<td>0.07</td>
<td>1</td>
<td>0.96</td>
</tr>
</tbody>
</table>

Table 5.14: Simulated rejection probabilities of the bootstrap test based on $D_{4,m}$ (Benko et al. 2009) at the nominal level of significance $\alpha = 0.05$. For each value of $N = 50, 100$ and $200$, $N_{\text{simul}} = 100$ simulations were carried out. For each value of $N$ and each model, the results are listed in the following sequence from top to bottom: (a) iid error process, (b) AR(1), (c) FARIMA$(0, d, 0)$.

<table>
<thead>
<tr>
<th>$N$</th>
<th>Model 1</th>
<th>Model 2</th>
<th>Model 3</th>
<th>Model 4</th>
<th>Model 5</th>
</tr>
</thead>
<tbody>
<tr>
<td>50</td>
<td>0.09</td>
<td>0.75</td>
<td>0.06</td>
<td>1</td>
<td>0.89</td>
</tr>
<tr>
<td></td>
<td>0.08</td>
<td>0.76</td>
<td>0.06</td>
<td>0.99</td>
<td>0.91</td>
</tr>
<tr>
<td></td>
<td>0.05</td>
<td>0.74</td>
<td>0.06</td>
<td>1</td>
<td>0.91</td>
</tr>
<tr>
<td>100</td>
<td>0.04</td>
<td>0.87</td>
<td>0.05</td>
<td>1</td>
<td>0.95</td>
</tr>
<tr>
<td></td>
<td>0.04</td>
<td>0.89</td>
<td>0.02</td>
<td>1</td>
<td>0.95</td>
</tr>
<tr>
<td></td>
<td>0.06</td>
<td>0.89</td>
<td>0.05</td>
<td>1</td>
<td>0.94</td>
</tr>
<tr>
<td>200</td>
<td>0.03</td>
<td>1</td>
<td>0.08</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td>0.03</td>
<td>1</td>
<td>0.08</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td>0.03</td>
<td>1</td>
<td>0.05</td>
<td>1</td>
<td>1</td>
</tr>
</tbody>
</table>
Chapter 6

Concluding remarks

In this thesis we investigated statistical inference of functional data analysis (FDA) model with long memory random errors. The estimation methods of trend function \( \mu(t) \), covariance function \( C(s, t) \), eigenvalues \( \lambda_l \), eigenfunctions (functional principal components) \( \phi_l(t) \) and functional principal component scores \( \xi_{il} \) have been discussed. Two sample inference has also been discussed and a test statistic for testing the equality of eigenspaces has been constructed. All methods have been theoretically discussed and illustrated with simulation examples. Actually, the usefulness of these methods goes far beyond a purely mathematical device. Finally, we give some concluding remarks and mention several open problems in FDA which have been discussed in this thesis.

• Nonequidistant or Random Designs: In Chapter 3, we considered estimation of trend function \( \mu(t) \) and covariance function \( C(s, t) \) in repeated time series with long memory noise errors within a FDA model. In order to focus on the essential effect of dependence in error process, only the equidistant case has been discussed. It is well known that, for the case of single time series, there is no functional central limit theorem. However, if the number of repeated time series \( n \) does not grow too fast compared to the number of sampling points of each time series \( N \), a functional central limit theorem can be derived for kernel estimation of \( \mu(t) \). Obviously, this is an unpleasant condition. If the estimation of \( \mu(t) \) is the main aim, one may use higher order kernel to relax the restriction provided that higher order derivatives of
\(\mu(t)\) exist. Since the main quantity of interest in FDA is \(C(s,t)\), it is wise to eliminate \(\mu(t)\) before estimating \(C(s,t)\). Therefore, we propose to remove \(\mu(t)\) by using an orthonormal contrast transformation. Under the equidistant and Gaussian assumption, the contrast model is equivalent in distribution to the original model with \(\mu(t) = 0\), except that \(n\) reduces to \(n - 1\). The functional central limit theorem of higher order kernel estimator of \(C(s,t)\) based on the contrast model is available with a reasonable upper bound of \(n\). Contrasts are not directly applicable for nonequidistant or random designed model. One of the questions to be discussed in future is how to extend these results to nonequidistant or random designed case.

- **Principal Component Scores with Strongly Dependent Errors:** In Chapter 4, the estimation of eigenvalues \(\lambda_l\), eigenfunctions (functional principal components) \(\phi_l(t)\) and functional principal component scores \(\xi_{il}\) in a FDA model perturbed by error processes (short- or long-range dependent) has been discussed. Based on the kernel estimation of \(C(s,t)\) that we defined in Chapter 3, the asymptotic distribution of the estimated eigenvalues \(\hat{\lambda}_l\) does not depend on the dependence structure of the error processes. Moreover, the asymptotic distribution of estimated eigenfunctions \(\hat{\phi}_l(t)\) and the joint distribution of them also do not depend on the dependence structure of the error processes. But the different eigenfunction estimators \(\hat{\phi}_1(t), \hat{\phi}_2(t), \ldots\) are no longer independent. However, this is not the case for the estimated functional principal component scores \(\hat{\xi}_{il}\). The rates of convergence of \(\xi_{il}\) are different for the cases of short- and long-range dependent error processes. Moreover, there is no independent property of \(\hat{\xi}_{i1}, \hat{\xi}_{i2}, \ldots\). The strength of the dependence is a function of \(\phi_l(t)\) and the long memory parameter \(d\). Therefore, new statistical inference methods for \(\xi_{il}\) should be established to incorporate the possibility of strongly dependent error processes.

- **Determine the Dimension of Eigenspace:** In Chapter 5, two sample inference for eigenspaces \(U\) and \(V\) in FDA with dependent errors was discussed and a test for testing the equality of \(U\) and \(V\) was developed. Note that the individual eigenfunctions or eigenvalues are not required to be identical. The
test is applicable to FDA models with an error process that may exhibit weakly or strongly dependence. The standardized residual process $\tilde{r}_i(t)$ converges weakly to a Gaussian process with a relatively simple structure. Note that the asymptotic covariance structure of $\tilde{r}_i(t)$ depends on the eigenfunctions (and eigenvalues) spanning $\mathcal{U}$ and $\mathcal{V}$. Moreover, it also depends on the remaining $p - m$ eigenfunctions in the representation of the FDA component $X_i^{(1)}(t)$ and $X_i^{(2)}(t)$. In the worst case, $p - m$ may be even infinite. Therefore, from the practical point of view, determination of the dimension of eigenspace $m$ is very important. This leads to the question of how good approximations based on a few estimated eigenfunctions are and how to design data driven algorithms for choosing a suitable approximation.

- **High Dimensional Model:** Image data and spatial data play an important role in many areas. These observations are obtained on high dimensional lattices not on one dimensional points. We are working on this high dimensional model. So how to extend the methods in this thesis to high dimensional model will be considered.
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