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Abstract. In this paper, we investigate the system of compressible Navier-Stokes equations with hyperbolic heat conduction, i.e., replacing the Fourier’s law by Cattaneo’s law. First, by using Kawashima’s condition on general hyperbolic parabolic systems, we show that for small relaxation time $\tau$, global smooth solution exists for small initial data. Moreover, as $\tau$ goes to zero, we obtain the uniform convergence of solutions of the relaxed system to that of the classical compressible Navier-Stokes equations.
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1. Introduction

The compressible Navier-Stokes equations with heat conducting in $\mathbb{R}^n \times [0, +\infty)$ ($n \geq 1$) can be written in the following form

$$
\begin{align*}
\partial_t \rho + \text{div}(\rho u) &= 0, \\
\partial_t (\rho u) + \text{div}(\rho u \otimes u) + \nabla p &= \text{div} S, \\
\partial_t (\rho(e + \frac{1}{2} u^2)) + \text{div}(\rho u(e + \frac{1}{2} u^2) + up) + \text{div} q &= \text{div}(uS),
\end{align*}
$$

(1.1)

where $\rho, u = (u_1, u_2, \ldots, u_n), p, S, e$ and $q$ represent fluid density, velocity, pressure, stress tensor, specific internal energy per unit mass and heat flux, respectively. The equations $(1.1)_1, (1.1)_2$ and $(1.1)_3$ are the consequence of conservation of mass, momentum and energy, respectively.

To complete the system (1.1), we need to impose constitutive assumptions on $p, S, e$ and $q$. First, we assume the fluid to be a Newtonian fluid, that is, $S = \mu(\nabla u + (\nabla u)^T) + \mu' \nabla \text{div} u,$

(1.2)

where $\mu$ and $\mu'$ are the coefficient of viscosity and the second coefficient of viscosity, respectively, satisfying

$$
\mu > 0, \ \mu' + \frac{2}{n} \mu \geq 0.
$$

The heat flux $q$ is assumed to satisfy

$$
\tau \partial_t q + q + \kappa \nabla \theta = 0,
$$

(1.3)
which represents Cattaneo’s law (Maxwell’s law, . . . ) and gives rise to heat waves with finite propagation speed. Here, $\tau > 0$ is the constant relaxation time and $\kappa > 0$ is the constant heat conductivity. Moreover, in this paper, we consider the general equations of state and assume that the pressure $p = p(\rho, \theta)$ and $e = e(\rho, \theta)$ are smooth functions of $(\rho, \theta)$ satisfying

$$\rho^2 e_{\rho}(\rho, \theta) = p(\rho, \theta) - \theta p_{\theta}(\rho, \theta),$$

where $\theta$ denotes the absolute temperature. In particular, the case of a polytropic gas $p = R\rho \theta, e = c_v \theta$ is included here.

We consider the Cauchy problem for the functions

$$(\rho, u, \theta, q) : \mathbb{R}^n \times [0, +\infty) \to \mathbb{R}_+ \times \mathbb{R}^n \times \mathbb{R}_+ \times \mathbb{R}^n$$

with initial condition

$$(\rho(x, 0), u(x, 0), \theta(x, 0), q(x, 0)) = (\rho_0, u_0, \theta_0, q_0).$$

For the limit case $\tau = 0$, the system (1.1)-(1.3) is exactly the system of classical compressible Navier-Stokes equations, in which the relation between the heat flux and the temperature is governed by Fourier’s law,

$$q = -\kappa \nabla \theta.$$ 

Because of its physical importance and mathematical challenging, the well-posed theory has been widely studied for the system (1.1), (1.2) combined with Fourier’s law (1.6), see [1, 2, 3, 4, 6, 8, 11, 12, 14, 15, 16, 17, 18, 21, 23]. In particular, the local existence and uniqueness of smooth solutions was established by Serrin [21] and Nash [18] for initial data far away from vacuum. Later, Matsumura and Nishida [16] got global smooth solutions for small initial data without vacuum. For large data, Xin [23], Cho and Jin [1] showed that smooth solutions must blow up in finite time if the initial data has a vacuum state. The existence of global non-vacuum smooth solutions for large data is a famous open problem in fluid dynamics.

Although Fourier’s law plays an important role in experimental and applied physics, it has the drawback of an inherent infinite propagation speed of signals. Cattaneo’s law was among one of the physical laws describing the finite speed of heat conduction. It has been widely used in thermoelasticity which results in the second sound phenomenon, see [7, 19, 20] and the references cited therein. However, a rigorous mathematical theory for the compressible Navier-Stokes system has not been established with heat conduction described by Cattaneo’s law. This is the aim of the presented paper. Note that it is not obvious that the results which hold for Fourier’s law also hold for Cattaneo’s law. Indeed and for example, Fernández Sare and Racke [5] showed that, for certain Timoshenko-type thermoelastic system, Fourier’s law preserve the property of exponential stability while Cattaneo’s law destroys such a property.

Moreover and naturally, it is interesting to study the relaxation limit $\tau \to 0$ for the system (1.1)-(1.5). As said above, for $\tau = 0$ in (1.3), the system turns into
the classical compressible Navier-Stokes equation. We will show this convergence rigorously and also obtain the convergence order with respect to $\tau$.

Now, we introduce some notation. Denote by $W^{m,p}(\Omega)$, $0 \leq m \leq \infty$, $1 \leq p \leq \infty$, the usual Sobolev space with norm $\| \cdot \|_{W^{m,p}}$. For convenience, $H^m(\Omega)$ and $L^p(\Omega)$ stand for $W^{m,2}(\Omega)$ and $W^{0,p}(\Omega)$ with norms $\| \cdot \|_m$ and $\| \cdot \|_{L^p}$, respectively. For $p = 2$, we denote the norm $\| \cdot \|_{L^2}$ by $\| \cdot \|$. Denote by $G := \mathbb{R}^+ \times \mathbb{R}^n \times \mathbb{R}^+ \times \mathbb{R}^n$ the physical state space.

The outline of this paper is as follows. We first show a local existence theorem by transforming the system (1.1)-(1.5) into a symmetric hyperbolic-parabolic type system. Then, for small $\tau$, we prove that the system satisfies the so-called Kawashima condition, and therefore we get a global solution for small initial data. Finally, we establish the convergence, as $\tau \to 0$, to the classical compressible Navier-Stokes system.

2. LOCAL AND GLOBAL WELL-POSEDNESS

In this part, we consider the local and global well-posedness for the system (1.1)-(1.5). For this end, we need the following assumptions

- A.1. The initial data satisfy

  \[
  \{(\rho_0, u_0, \theta_0, q_0)(x) : x \in \mathbb{R}^n \} \subset [\rho_*, \rho^*] \times [-C_1, C_1]^n \times [\theta_*, \theta^*] \times [-C_1, C_1]^n := G_0,
  \]

  where $C_1 > 0$ as well as $0 < \rho_* < 1 < \rho^* < \infty$ and $0 < \theta_* < 1 < \theta^* < \infty$ are constants.

- A.2. For each given $G_1$ satisfying $G_0 \subset \subset G_1 \subset \subset G$, $\forall (\rho, u, \theta, q) \in G_1$, the pressure $p$ and the internal energy $e$ satisfy

  \[
  p(\rho, \theta), p_\theta(\rho, \theta), p_\rho(\rho, \theta), e_\theta(\rho, \theta) > C(G_1) > 0,
  \]

  where $C(G_1)$ is a positive constants depending on $G_1$.

For the standard assumption A.2 see for example [9, 17].

**Theorem 2.1.** (Local existence) Let $n \geq 1$ and $s \geq s_0 + 1$, with $s_0 \geq \left[ \frac{n}{2} \right] + 1$, be integers. Suppose that the assumptions A.1 and A.2 hold and that the initial data $(\rho_0 - 1, u_0, \theta_0 - 1, q_0)$ are in $H^s$. Then, for each convex open subset $G_1$ satisfying $G_0 \subset \subset G_1 \subset \subset G$, there exists $T > 0$ such that system (1.1)-(1.5) has unique classical solution $(\rho^\tau, u^\tau, \theta^\tau, q^\tau)$ satisfying

\[
(\rho^\tau - 1, \theta^\tau - 1, q^\tau) \in C([0, T], H^s) \cap C^1([0, T], H^{s-1}),
\]

\[
u^\tau \in C([0, T], H^s) \cap C^1([0, T], H^{s-2})
\]

and

\[
(\rho^\tau, u^\tau, \theta^\tau, q^\tau)(x, t) \in G_1, \quad \forall (x, t) \in \mathbb{R}^n \times [0, T].
\]
Proof. We shall write the system (1.1) in symmetric form and use the classical theory of symmetric hyperbolic-parabolic system to prove Theorem 2.1.

By using equations (1.1) and (1.2)-(1.4), the system (1.1) can be written as

\[
\begin{cases}
\partial_t \rho + u \nabla \rho + \rho \text{div} u = 0, \\
\rho \partial_t u + u \nabla u + p_\theta \nabla \theta + p_\rho \nabla \rho = \mu \Delta u + (\mu + \mu') \nabla \text{div} u, \\
\rho \omega_\theta \partial_t \theta + \rho \omega_u \nabla \theta + \rho \omega_\rho \text{div} u + \text{div} q = \frac{\mu}{2} |\nabla u + (\nabla u)^T|^2 + \mu' |\text{div} u|^2, \\
\tau \partial_t q + q + \kappa \nabla \theta = 0,
\end{cases}
\]

with initial conditions

\[
(\rho(x, 0), u(x, 0), \theta(x, 0), q(x, 0)) = (\rho_0, u_0, \theta_0, q_0).
\]

Let \( \omega := (\rho, u, \theta, q) \). Then we have

\[
A^0(\omega) \partial_t \omega + \Sigma A^j(\omega) \partial_x \omega - \Sigma B^{jk}(\omega) \partial^2_{x_j x_k} \omega + L(\omega) \omega = g(\omega, D_x \omega),
\]

where \( \Sigma \ldots \) always stands for \( \Sigma^n_{j=1} \), and where

\[
A^0(\omega) = \begin{pmatrix}
\frac{\varepsilon^2}{\rho} & 0 & 0 & 0 \\
0 & \rho I_n & 0 & 0 \\
0 & 0 & \frac{\omega_\rho}{\theta} & 0 \\
0 & 0 & 0 & \frac{\omega_\theta}{\rho}
\end{pmatrix}, \quad \Sigma A^j = \begin{pmatrix}
\varepsilon^2 u \cdot \xi & c^2 \xi & 0 & 0 \\
c^2 \xi T & \rho(u \cdot \xi) I_n & p_\theta \xi T & 0 \\
0 & p_\theta \xi & c^2 \xi & \frac{\omega_\theta u \cdot \xi}{\rho} \\
0 & 0 & \frac{\omega_\theta}{\rho} & 0
\end{pmatrix},
\]

\[
\Sigma B^{jk} \xi_j \xi_k = \begin{pmatrix}
0 & 0 & 0 & 0 \\
0 & \mu I_n + (\mu + \mu') \xi T \xi & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0
\end{pmatrix}, \quad L(\omega) = \begin{pmatrix}
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & \frac{\omega_\theta}{\rho} I_n
\end{pmatrix},
\]

\[
g(\omega, D_x \omega) = \begin{pmatrix}
0 & 0 & 0 & 0 \\
0 & \frac{\mu}{2} |\nabla u + (\nabla u)^T|^2 + \mu' |\text{div} u|^2 & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0
\end{pmatrix}, \quad c^2 = p_\rho, \xi = (\xi_1, \xi_2, \cdots, \xi_n) \in \mathcal{S}^{n-1}.
\]

By assumption A.2, one can see that for all \( \omega \in G_1 \) satisfying \( G_0 \subset G_1 \subset G \), \( A^0(\omega) \) is a positive symmetric matrix and \( A^j(\omega) \) is a symmetric matrix for each \( j \), while \( \Sigma B^{jk}(\omega) \xi_j \xi_k \) is a semi-positive symmetric matrix. So, the local existence theorem follows from [13] (or see [10]) immediately. \( \square \)

**Theorem 2.2.** (Global existence) Let \( n \geq 2 \) and \( s \geq s_0 + 1 \), with \( s_0 \geq \left[ \frac{n}{2} \right] + 1 \), be integers. Suppose that \( 0 < \tau < \frac{2s}{\rho_0(1,1)\tau} \) and \( (\rho_0 - 1, u_0, \theta_0 - 1, q_0) \in H^s \). Then there exists a positive constants \( \delta \) such that if \( \| (\rho_0 - 1, u_0, \theta_0 - 1, q_0) \|_s \leq \delta \), then there exists a global unique solution \( (\rho^*, u^*, \theta^*, q^*) \) of system (1.1)-(1.5) satisfying

\[
(\rho^* - 1, \theta^* - 1, q^*) \in C([0, \infty), H^s) \cap C^1([0, \infty), H^{s-1}),
\]

\[
u^* \in C([0, \infty), H^s) \cap C^1([0, \infty), H^{s-2}).
\]
Proof. One can use the Kawashima condition to prove small global existence. Linearizing the above system around the steady state \( \bar{\omega} = (\bar{\rho}, \bar{u}, \bar{\theta}, \bar{q}) := (1, 0, 1, 0) \), one has

\[
A^0(\bar{\omega}) \partial_t \omega + \sum A^j(\bar{\omega}) \partial_x^j \omega - \sum B^{jk}(\bar{\omega}) \partial_{xjxk}^2 \omega + L(\bar{\omega}) \omega = 0, \tag{2.7}
\]

where

\[
A^0(\bar{\omega}) = \begin{pmatrix}
\bar{c}^2 & 0 & 0 & 0 \\
0 & I_n & 0 & 0 \\
0 & 0 & \bar{e}_\theta & 0 \\
0 & 0 & 0 & \bar{\kappa}
\end{pmatrix}, \quad
\Sigma A^j(\bar{\omega}) \xi_j = \begin{pmatrix}
\bar{c}^2 \xi T & 0 & 0 & 0 \\
0 & \bar{\rho}_\theta \xi T & 0 & \xi \\
0 & 0 & \xi T & 0
\end{pmatrix},
\]

\[
\Sigma B^{jk}(\bar{\omega}) \xi_j \xi_k = \begin{pmatrix}
0 & \mu I_n + (\mu + \mu') \xi T \xi & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0
\end{pmatrix}, \quad
L(\bar{\omega}) = \begin{pmatrix}
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & \frac{1}{\bar{\kappa}} I_n
\end{pmatrix},
\]

\( \bar{c} = c(1, 1), \ \bar{\rho}_\theta = p_\theta(1, 1), \ \bar{e}_\theta = e_\theta(1, 1), \ \xi = (\xi_1, \xi_2, \ldots, \xi_n) \in S^{n-1}. \)

We choose \( K^j \) such that

\[
\Sigma K^j \xi_j = \alpha \begin{pmatrix}
0 & \bar{c}^2 \xi & 0 & 0 \\
-c^T \xi & 0 & 0 & 0 \\
0 & 0 & 0 & \bar{\kappa} \xi \\
0 & 0 & -\bar{\kappa} \xi & 0
\end{pmatrix},
\]

where \( \alpha > 0 \) will be chosen later. Then, simple calculations imply

\[
\Sigma K^j \xi_j A^0 = \alpha \begin{pmatrix}
0 & \bar{c}^2 \xi & 0 & 0 \\
-c^T \xi & 0 & 0 & 0 \\
0 & 0 & 0 & \xi \\
0 & 0 & -\xi T & 0
\end{pmatrix}
\]

and

\[
\Sigma K^j A^k \xi_j \xi_k = \alpha \begin{pmatrix}
\bar{c}^4 & 0 & \bar{\rho}_\theta \bar{c}^2 & 0 \\
0 & -\bar{c}^2 \xi T \xi & 0 & 0 \\
0 & 0 & \frac{\bar{\kappa}}{\bar{\kappa}} & 0 \\
0 & -\frac{\bar{\rho}_\theta}{\bar{e}_\theta} \xi T \xi & 0 & -\frac{1}{\bar{e}_\theta} \xi T \xi
\end{pmatrix}.
\]

In order to satisfy Kawashima’s conditions from [13] (see also [22]) for proving the global existence for small data, we notice that there are no quadratic terms of the type \( (\rho - 1, u, \theta - 1, q)^2 \), but essentially only of type \( |\nabla u|^2 \). Hence one only has to
check that
\[
\frac{1}{2} \sum \{ K^j A^k \xi_j \xi_k + (K^j A^k \xi_j \xi_k)^T \} + \sum B^{jk} \xi_j \xi_k + L
\]
\[
= \begin{pmatrix}
\alpha \bar{c}^2 & 0 & \frac{1}{2} \alpha \bar{p} g \bar{c}^2 & \frac{1}{2} \alpha \bar{p} g \bar{c}^2 & \frac{1}{2} \alpha \bar{p} g \bar{c}^2 & \frac{1}{2} \alpha \bar{p} g \bar{c}^2 \\
0 & \mu I_n + ((\mu + \mu') - \alpha \bar{c}^2) \xi^T \xi & \frac{1}{2} \alpha \bar{p} g \bar{c}^2 & 0 & \frac{1}{2} \alpha \bar{p} g \bar{c}^2 & \frac{1}{2} \alpha \bar{p} g \bar{c}^2 \\
\frac{1}{2} \alpha \bar{p} g \bar{c}^2 & 0 & \alpha \bar{c}^2 & \bar{p} g \bar{c}^2 & \alpha \bar{c}^2 & \bar{p} g \bar{c}^2 \\
0 & -\alpha \bar{p} g \bar{c}^2 & \bar{p} g \bar{c}^2 & \alpha \bar{c}^2 & \bar{p} g \bar{c}^2 & \alpha \bar{c}^2 \\
\end{pmatrix} =: M
\]
is a positive definite matrix for any \( \xi = (\xi_1, \xi_2, \ldots, \xi_n) \in S^{n-1} \). In fact, let \( \eta = (\eta_1, \eta_2, \eta_3, \eta_4) \in \mathbb{R}^8 \) where \( \eta_1, \eta_3 \in \mathbb{R}^1 \) and \( \eta_2, \eta_4 \in \mathbb{R}^3 \). Then we have
\[
\eta M \eta^T = (\eta_1 \alpha \bar{c}^2 + 1/2 \eta_3 \alpha \bar{p} g \bar{c}^2) \eta_1 +
\]
\[
(\eta_2 N + \eta_4 (-\alpha \bar{p} g \bar{c}^2 T \xi)) \eta_2 + (1/2 \eta_1 \alpha \bar{p} g \bar{c}^2 + \eta_3 \alpha \kappa \frac{\bar{c}^2}{\tau}) \eta_3 + (-\eta_2 \alpha \bar{p} g \bar{c}^2 T \xi + \eta_4 Q) \eta_4,
\]
where \( N = \mu I_n + ((\mu + \mu') - \alpha \bar{c}^2) \xi^T \xi \) and \( Q = \frac{1}{\kappa} I_n - \alpha \frac{\bar{c}^2}{\tau} \xi^T \xi \). If \( 0 < \tau < \frac{2 \kappa}{\bar{p} g} \), we know that
\[
\triangle := \bar{p}^2 g - \frac{4 \kappa}{\tau} < 0.
\]
So, for any \( \alpha > 0 \), we have
\[
\alpha \bar{c}^2 \eta_1^2 + \alpha \bar{c}^2 \bar{p} g \eta_1 \eta_3 + \alpha \frac{\kappa}{\tau} \eta_3^2 > 0.
\]
On the other hand, for small \( \alpha \), we know that the matrix \( N \) and \( Q \) are positive definite. So, we can choose \( \alpha \) small enough such that
\[
\eta_2 N \eta_2 - \alpha \eta_4 \frac{\bar{p} g}{\bar{c}^2} \xi^T \xi \eta_2 + \eta_4 Q \eta_4 > 0.
\]
Therefore, for sufficiently small \( \alpha \), we derive that \( \eta M \eta^T > 0 \) for any \( \eta \in \mathbb{R}^8 \) which implies that \( M \) is positive definite. This completes the proof. \( \square \)

3. Relaxation limit: convergence for \( \tau \to 0 \)

In this part, we show the uniform convergence of the relaxed system \( (\tau > 0) \) to the classical compressible Navier-Stokes equations \( (\tau = 0) \). To this end, we need the natural compatibility condition on the initial data, that is,
\[
g_0 = -\kappa \nabla \theta_0,
\]
which be assumed in this section. Let \( G \) be given satisfying \( G \subset \subset G_1 \subset \subset G \). Define \( T_r = \sup \{ T > 0; (\rho^r = 1, \nu^r, \theta^r - 1, q^r) \in C(0, T], H^s) \), \( (\rho^r, \nu^r, \theta^r, q^r) \in C(0, T], H^s) \), \( \forall x, t \in \mathbb{R}^n \times [0, T] \). Then we have the following theorem.

**Theorem 3.1.** Let \((\rho, u, \theta)\) be a smooth solution to the classical compressible Navier-Stokes equations with \((\rho(x, 0), u(x, 0), \theta(x, 0)) = (\rho_0, u_0, \theta_0)\) satisfying
\[
\rho \in C([0, T_s], H^{s+3}) \cap C^1([0, T_s], H^{s+2}), (u, \theta) \in C([0, T_s], H^{s+3}) \cap C^1([0, T_s], H^{s+1})
\]
with \( T_* > 0 \) finite. Then there are positive constants \( \tau_0 \) and \( C \) such that for \( \tau \leq \tau_0 \),
\[
\| (\rho^\tau, u^\tau, \theta^\tau)(t, \cdot) - (\rho, u, \theta)(t, \cdot) \|_s \leq C \tau \tag{3.1}
\]
and
\[
\| (q^\tau + \kappa \nabla \theta)(t, \cdot) \|_s \leq C \tau^{\frac{1}{2}} \tag{3.2}
\]
for \( t \in [0, \min\{T_*, T_\tau\}] \), where \( C \) does not depend on \( \tau \).

Theorem 3.1 in particular implies that \( T_\tau \) is independent of \( \tau \).

**Theorem 3.2.** Under the condition of Theorem 3.1, for any \( G_1 \) satisfying
\[
G_0 \cup \tilde{G} \subset \subset G_1 \subset \subset G, \tag{3.3}
\]
where \( \tilde{G} = \{ \cup (\rho, u, \theta, -\kappa \nabla \theta)(x, t), (x, t) \in \mathbb{R}^n \times [0, T_*]) \} \), we have that \( T_\tau > T_* \) holds for \( \tau > 0 \) sufficiently small.

**Proof.** The proof of Theorem 3.2 follows the arguments in [24]. For the reader’s convenience we sketch it here.

Suppose, there is a \( G_1 \) satisfying (3.3) and a sequence \( \{ \tau_k \}_{k \geq 1} \) such that \( \lim_{k \to \infty} \tau_k = 0 \) and \( T_{\tau_k} = T_{\tau_k}(G_1) \leq T_* \). Then there exists \( \tilde{G} \) satisfying
\[
\cup_{x,t}\{(\rho, u, \theta, -\kappa \nabla \theta), (x, t) \in \mathbb{R}^n \times [0, T_*] \} \subset \subset \tilde{G} \subset \subset G_1. \tag{3.4}
\]
Moreover, from Sobolev’s imbedding theorem and Theorem 3.1, we deduce that
\[
\| (\rho^\tau, u^\tau, \theta^\tau, q^\tau) - (\rho, u, \theta, -\kappa \nabla \theta) \|_s \leq C \| (\rho^\tau, u^\tau, \theta^\tau, q^\tau) - (\rho, u, \theta, -\kappa \nabla \theta) \|_s \leq C \tau^{\frac{1}{2}}.
\]
Thus, there exists a \( k \) such that \( (\rho^\tau, u^\tau, \theta^\tau, q^\tau) \in \tilde{G} \) for all \( (x, t) \in \mathbb{R}^n \times [0, T_{\tau_k}] \). On the other hand, it follows from
\[
\| (\rho^\tau - 1, u^\tau, \theta^\tau - 1, q^\tau) \|_s \\
\leq \| (\rho^\tau, u^\tau, \theta^\tau, q^\tau) - (\rho, u, \theta, -\kappa \nabla \theta) \|_s + \| (\rho - 1, u, \theta - 1, -\kappa \nabla \theta) \|_s \\
\leq C \tau^{\frac{1}{2}} + \| (\rho - 1, u, \theta - 1, -\kappa \nabla \theta) \|_s
\]
that \( \| (\rho^\tau - 1, u^\tau, \theta^\tau - 1, q^\tau) \|_s \) is uniformly bounded with respect to \( t \in [0, T_{\tau_k}] \). Now, we could apply Theorem 2.1 at a time \( t \) less than \( T_{\tau_k} \) (\( k \) is fixed here) to continue the solution beyond \( T_{\tau_k}(G_1) \) which is a contradiction and the proof is completed. \( \Box \)

**Remark 3.1.** We note that if the initial data are sufficiently small, there exists a global solution for classical Compressible Navier-Stokes equations, see [16]. Therefore, we can establish a convergence results for any fixed \( T > 0 \) for small data.

**Remark 3.2.** A global convergence theorem on \( [0, \infty) \) can not be obtained from the above results. One would have to spend considerably more efforts to get this result (if at all).
Proof of Theorem 3.1:
We introduce the variable \( q := -\kappa \nabla \theta \) and define
\[
\rho^d := \frac{\rho^r - \rho}{\tau}, u^d = \frac{u^r - u}{\tau}, \theta^d = \frac{\theta^r - \theta}{\tau}, q^d = \frac{q^r - q}{\tau}.
\] (3.5)
We want to show that, for small \( \tau \) and for \( t < \min\{T_*, T_\tau\} \),
\[
\|(\rho^d, u^d, \theta^d)(t, \cdot)\|_s \leq C, \quad \|\sqrt{\tau}q^d(t, \cdot)\|_s \leq C,
\] (3.6)
where \( C > 0 \) denotes constants not depending on \( \tau \) or \( t \). The equations for the difference \((\rho^d, u^d, \theta^d, q^d)\) can be written as
\[
\partial_t \rho^d + u^r \nabla \rho^d + u^d \nabla \rho + \rho^r \text{div} u^d + \rho^d \text{div} u = 0, \tag{3.7}
\]
\[
\rho^r \partial_t u^d + \rho^d \partial_t u + \rho^r u^r \nabla u^d + \frac{p^r_\rho \nabla \theta^d + p^r_\rho \nabla \rho^d}{\rho^r} + \frac{1}{\tau} \left\{ (\rho^r u^r - \rho u) \nabla u + (p^r_\rho - p_\rho) \nabla \rho + (p^r_\rho - p_\rho) \nabla \theta \right\} = \mu \Delta u^d + (\mu + \mu^r) \nabla \text{div} u^d, \tag{3.8}
\]
\[
\rho^r e_\theta^r \partial_t \theta^d + \rho^r e_\theta^r u^r \nabla \theta^d + \theta^r \nabla \text{div} u^d + \text{div} q^d \tag{3.9}
\]
\[
= \frac{1}{\tau} \left\{ (\rho^r e_\theta^r - \rho e_\theta) \partial_t \theta + (\rho^r e_\theta^r u^r - \rho e_\theta u) \nabla \theta + (\theta^r p^r_\theta - \theta p_\theta) \text{div} u \right\},
\]
\[
\tau \partial_t q^d + q^d + \kappa \nabla \theta^d = -\partial_t q. \tag{3.10}
\]
In order to use energy methods, we rewrite the above system as
\[
\partial_t \rho^d + u^r \nabla \rho^d + \rho^r \text{div} u^d = -u^d \nabla \rho - \rho^d \text{div} u =: f_1, \tag{3.11}
\]
\[
\partial_t u^d + u^r \nabla u^d + \frac{p^r_\rho \nabla \theta^d + p^r_\rho \nabla \rho^d}{\rho^r} + \frac{1}{\tau} \left\{ (\rho^r u^r - \rho u) \nabla u + (p^r_\rho - p_\rho) \nabla \rho + (p^r_\rho - p_\rho) \nabla \theta \right\} =: f_2, \tag{3.12}
\]
\[
\partial_t \theta^d + u^r \nabla \theta^d + \frac{\theta^r p^r_\theta \nabla \text{div} u^d + \frac{1}{\rho^r e_\theta^r} \text{div} q^d}{\rho^r e_\theta^r} \tag{3.13}
\]
\[
= \frac{1}{\tau} \left\{ (\rho^r e_\theta^r - \rho e_\theta) \partial_t \theta + (\rho^r e_\theta^r u^r - \rho e_\theta u) \nabla \theta + (\theta^r p^r_\theta - \theta p_\theta) \text{div} u \right\} + \frac{\mu}{\rho^r e_\theta^r} (\text{div} u^r + \text{div} u) \text{div} u^d =: f_3,
\]
\[
\tau \partial_t q^d + q^d + \kappa \nabla \theta^d = -\partial_t q =: f_4. \tag{3.14}
\]
Define
\[
E := \sup_{0 \leq t \leq T} \|(\rho, u, \theta)\|_{H^{s+3}} + \sup_{0 \leq t \leq T} \|\rho_t\|_{H^{s+2}} + \sup_{0 \leq t \leq T} \|(u_t, \theta_t)\|_{H^{s+1}} \tag{3.15}
\]
and

$$E^d := \sup_{0 \leq t \leq T} \| (\rho^d, u^d, \theta^d, \sqrt{\tau} q^d) \|_{H^s}. \tag{3.16}$$

Note that

$$E \leq C \tag{3.17}$$

and

$$\| (\rho^r, u^r, \theta^r) \|_s \leq C + \tau E^d, \quad \| q^r \|_s \leq C + \sqrt{\tau} E^d. \tag{3.18}$$

We need the following two lemmas to prove our theorem.

**Lemma 3.3.** For $0 \leq |\alpha| \leq s$, we have the following estimates

$$\| \nabla^\alpha f_1 \| \leq CE^d, \tag{3.19}$$

$$\| \nabla^\alpha f_2 \| \leq C(E^d + \tau (E^d)^2), \tag{3.20}$$

$$\| \nabla^\alpha f_3 \| \leq C(E^d + \tau (E^d)^2 + \tau^2 (E^d)^3 + \| \nabla^{\alpha+1} u^d \| + \tau E^d \| \nabla^{\alpha+1} u^d \|). \tag{3.21}$$

**Proof.** By Sobolev’s imbedding theorem and Moser inequalities, using (3.17), we have

$$\| \nabla^\alpha f_1 \| = \| \nabla^\alpha (-u^d \nabla \rho - \rho^d \text{div} u) \|
\leq \| \nabla \rho \|_{L^\infty} \| \nabla^\alpha u^d \| + \| u^d \|_{L^\infty} \| \nabla^{\alpha+1} \rho \| + \| \text{div} u \|_{L^\infty} \| \nabla^\alpha \rho^d \| + \| \rho^d \|_{L^\infty} \| \nabla^{\alpha+1} u \|
\leq CE^d.$$

Therefore, (3.19) holds.

Remember that both $(\rho, u, \theta)$ and $(\rho^r, u^r, \theta^r, q^r)$ take values in a convex compact subset of the state space, we have

$$\| \nabla^\alpha (-\frac{1}{\rho^r} \rho^d u_t) \|
\leq \| u_t \|_{L^\infty} \left( \| \nabla^\alpha \left( \frac{\rho^d}{\rho^r} \right) \| + \left\| \frac{\rho^d}{\rho^r} \right\|_{L^\infty} \| \nabla^\alpha u_t \| \right)
\leq CE^d + C \| \rho^d \|_{L^\infty} \| \nabla^\alpha \rho^r \| \leq C(E^d + \tau (E^d)^2).$$

Similarly, we have

$$\| \nabla^\alpha \left( \frac{1}{\tau \rho^r} (\rho^r u^r - \rho u) \nabla u \right) \| \leq C(E^d + \tau (E^d)^2).$$

Recalling that $p(\rho, \theta)$ is a smooth function of $(\rho, \theta)$ and using the mean value theorem, we obtain

$$\| \nabla^\alpha \frac{1}{\tau \rho^r} \left( (p^r_\rho - p_\rho) \nabla \rho + (p^r_\theta - p_\theta) \nabla \theta \right) \|
\leq C \| \nabla^\alpha \left( \frac{1}{\rho^r} (\rho^d + \theta^d) (\nabla \rho + \nabla \theta) \right) \|
\leq C(E^d + \tau (E^d)^2).$$
Thus, (3.20) holds.

By assumption A.2 and using the mean value theorem, we have

\[
\left\| \nabla^\alpha \left( \frac{1}{\rho^\tau e_\theta^\tau} (\rho^\tau e_\theta^\tau - \rho e_\theta) \theta_t \right) \right\| \\
\leq \left\| \nabla^\alpha \left( \frac{1}{\tau e_\theta^\tau} (e_\theta^\tau - e_\theta) \right) \right\| + \left\| \nabla^\alpha \left( \frac{\rho^d}{\rho^\tau e_\theta^\tau} e_\theta \theta_t \right) \right\| \\
\leq C(E^d + \tau(E^d)^2),
\]

where we used the fact that

\[
\| \nabla^\alpha (\rho^\tau e_\theta^\tau) \| \leq \| \rho^\tau \|_{L^\infty} \| \nabla^\alpha e_\theta^\tau \| + \| e_\theta^\tau \|_{L^\infty} \| \nabla \rho^\tau \| \leq C + \tau E^d.
\]

Similarly, we get

\[
\left\| \nabla^\alpha \left( \frac{1}{\tau^\rho^\tau e_\theta^\tau} (\theta^\tau p_{\theta}^\tau - \theta p_\theta) \text{div} u \right) \right\| \leq C(E^d + \tau(E^d)^2)
\]

and

\[
\left\| \nabla^\alpha \left( \frac{1}{\tau^\rho^\tau e_\theta^\tau} (\rho^\tau e_\theta^\tau u^\tau - \rho e_\theta u) \nabla \theta \right) \right\| \leq C(E^d + \tau(E^d)^2).
\]

Moreover, we have

\[
\left\| \nabla^\alpha \left( \frac{\mu}{\rho^\tau e_\theta^\tau} (\nabla u^\tau + (\nabla u^\tau)^T + \nabla u + \nabla u^T) \nabla u^d) \right) \right\| \\
\leq C \left\| \nabla^\alpha \left( \frac{\mu}{\rho^\tau e_\theta^\tau} (\nabla u + \tau \nabla u^d) \right) \nabla u^d \right\| \\
\leq \| \nabla u \|_{L^\infty} \| \nabla^\alpha \left( \frac{\mu}{\rho^\tau e_\theta^\tau} \nabla u^d \right) \| + \| \frac{\mu}{\rho^\tau e_\theta^\tau} \nabla u^d \|_{L^\infty} \| \nabla u \| \\
+ \tau \| \frac{\mu}{\rho^\tau e_\theta^\tau} \|_{L^\infty} \| \nabla^\alpha (\nabla u^d : \nabla u^d) \| + \tau \| \nabla u^d : \nabla u^d \|_{L^\infty} \| \nabla^\alpha \left( \frac{\mu}{\rho^\tau e_\theta^\tau} \right) \| \\
\leq C(E^d + \tau(E^d)^2 + \tau^2(E^d)^3 + \| \nabla^{\alpha+1} u^d \| + \tau E^d \| \nabla^{\alpha+1} u^d \|).
\]

Similarly, we get

\[
\left\| \nabla^\alpha \left( \frac{\mu^f}{\rho^\tau e_\theta^\tau} (\text{div} u^\tau + \text{div} u) \text{div} u^d \right) \right\| \\
\leq C(E^d + \tau(E^d)^2 + \tau^2(E^d)^3 + \| \nabla^{\alpha+1} u^d \| + \tau E^d \| \nabla^{\alpha+1} u^d \|).
\]

So, (3.21) holds and this completes the proof. \(\square\)

**Lemma 3.4.** we have

\[
\frac{d}{dt} (E^d)^2 \leq C(1 + (E^d)^2 + \tau(E^d)^3 + \tau^2(E^d)^4).
\] (3.22)
Proof. Applying $\nabla^\alpha$ to the equations (3.11)-(3.14) and multiplying the result by $p_\rho^d \nabla^\alpha \rho^d$, $\rho^\tau \nabla^\alpha u^d$, $\rho^\tau e^\theta_\theta \nabla^\alpha \theta^d$, $1/\kappa \theta^\tau \nabla^\alpha q^d$, respectively, we get

$$\frac{1}{2} \frac{d}{dt} \int \left\{ \frac{p_\rho^d}{\rho^\tau} (\nabla^\alpha \rho^d)^2 + \rho^\tau (\nabla^\alpha u^d)^2 + \frac{\rho^\tau e^\theta_\theta}{\theta^\tau} (\nabla^\alpha \theta^d)^2 + \frac{\tau}{\kappa \theta^\tau} (\nabla^\alpha q^d)^2 \right\} dx$$

$$+ \int \left\{ \mu (\nabla^{\alpha+1} u^d)^2 + (\mu + \mu') (\nabla^\alpha \text{div} u^d)^2 + \frac{1}{\kappa \theta^\tau} (\nabla^\alpha q^d)^2 \right\} dx$$

$$\leq \sum_{i=1}^{4} (F_i + T_i) + \sum_{i=1}^{9} G_i + D,$$  

(3.23)

where

$$F_1 = \int \nabla^\alpha f_1 \frac{p_\rho^d}{\rho^\tau} \nabla^\alpha \rho^d dx, \quad F_2 = \int \nabla^\alpha f_2 \rho^\tau \nabla^\alpha u^d dx,$$

$$F_3 = \int \nabla^\alpha f_3 \frac{\rho^\tau e^\theta_\theta}{\theta^\tau} \nabla^\alpha \theta^d dx, \quad F_4 = \int \nabla^\alpha f_4 \frac{\nabla^\alpha q^d}{\kappa \theta^\tau} dx,$$

$$T_1 = \int \left( \frac{p_\rho^d}{\rho^\tau} \right)_t (\nabla^\alpha \rho^d)^2 dx, \quad T_2 = \int \rho^\tau_t (\nabla^\alpha u^d)^2 dx,$$

$$T_3 = \int \left( \frac{\rho^\tau e^\theta_\theta}{\theta^\tau} \right)_t (\nabla^\alpha \theta^d)^2 dx, \quad T_4 = \int \left( \frac{1}{\kappa \theta^\tau} \right)_t (\nabla^\alpha q^d)^2 dx,$$

$$D = \int \left\{ \nabla^\alpha \left( \frac{1}{\rho^\tau} (\mu \Delta u^d + (\mu + \mu') \nabla \text{div} u^d) \right) - \frac{1}{\rho^\tau} \nabla^\alpha (\mu \Delta u^d + (\mu + \mu') \nabla \text{div} u^d) \right\} dx,$$

$$G_1 = \int \nabla^\alpha (u^\tau \nabla \rho^d) \frac{p_\rho^d}{\rho^\tau} \nabla^\alpha \rho^d dx, \quad G_2 = \int \nabla^\alpha (\rho^\tau \text{div} u^d) \frac{p_\rho^d}{\rho^\tau} \nabla^\alpha \rho^d dx,$$

$$G_3 = \int \nabla^\alpha (u^\tau \nabla u^d) \rho^\tau \nabla^\alpha u^d dx, \quad G_4 = \int \nabla^\alpha (\frac{p_\rho^d}{\rho^\tau} \nabla \rho^d) \rho^\tau \nabla^\alpha u^d dx,$$

$$G_5 = \int \nabla^\alpha (\frac{p_\rho^d}{\rho^\tau} \nabla \theta^d) \rho^\tau \nabla^\alpha u^d dx, \quad G_6 = \int \nabla^\alpha (u^\tau \nabla \theta^d) \frac{\rho^\tau e^\theta_\theta}{\theta^\tau} \nabla^\alpha \theta^d dx,$$

$$G_7 = \int \nabla^\alpha \left( \frac{\theta^\tau p_\rho^d}{\rho^\tau e^\theta_\theta} \text{div} u^d \right) \frac{\rho^\tau e^\theta_\theta}{\theta^\tau} \nabla^\alpha \theta^d dx,$$

$$G_8 = \int \nabla^\alpha \left( \frac{1}{\rho^\tau e^\theta_\theta} \text{div} q^d \right) \frac{\rho^\tau e^\theta_\theta}{\theta^\tau} \nabla^\alpha \theta^d dx, \quad G_9 = \int \nabla^\alpha (\kappa \nabla \theta^d) \frac{\nabla^\alpha q^d}{\kappa \theta^\tau} dx.$$

From Lemma 3.3, we know that

$$F_i \leq C (\|E^d\|^2 + \tau (E^d)^3 + \tau^2 (E^d)^4) + \varepsilon \|\nabla^{\alpha+1} u^d\|^2,$$

where $C$ depending on $\varepsilon$, for each $i = 1, 2, 3$ and $F_4 \leq C + \varepsilon \|\nabla^\alpha q^d\|^2$ (here we use that $q_t = -\kappa \nabla \theta_t$ and $\|\theta_t\|_{s+1} \leq C$). Now, we estimate $G_i$ for each $i$. 

\[ G_1 = \int \left\{ \nabla^\alpha (u^\tau \nabla \rho^d) - u^\tau \nabla^{\alpha+1} \rho^d \frac{p^\tau}{\theta^\tau} \nabla^\alpha \rho^d + \frac{u^\tau p^\tau}{\theta^\tau} \nabla^{\alpha+1} \rho^d \nabla^\alpha \rho^d \right\} \, d\mathbf{x} \]
\[ \leq C(\|\nabla \rho^d\|_{L^\infty} \|\nabla^\alpha u^\tau\| + \|\nabla u^\tau\|_{L^\infty} \|\nabla^\alpha \rho^d\| \|\nabla^\alpha \rho^d\|_s + \|\nabla \left( \frac{u^\tau p^\tau}{\theta^\tau} \right) \|_{L^\infty} \|\nabla^\alpha \rho^d\|^2 \]
\[ \leq C((E^d)^2 + \tau (E^d)^3). \]

\( G_6 \) can be estimated the same way.

\[ G_2 + G_4 \]
\[ = \int (\nabla^\alpha (\rho^\tau \text{div} u^d) - \rho^\tau \text{div} \nabla^\alpha u^d) \frac{p^\tau}{\rho^\tau} \nabla^\alpha \rho^d \, d\mathbf{x} \]
\[ + \int \left\{ \nabla^\alpha \left( \frac{p^\tau}{\rho^\tau} \nabla \rho^d \right) \rho^\tau \nabla^\alpha u^d - p^\tau \nabla^{\alpha+1} \rho^d \nabla^\alpha u^d \right\} \, d\mathbf{x} \]
\[ \leq C(\|\text{div} u^d\|_{L^\infty} (\|\nabla^\alpha \rho^\tau\| + \|\nabla \left( \frac{p^\tau}{\rho^\tau} \right)\|)(\|\nabla^\alpha \rho^d\| + \|\nabla^\alpha u^d\|) \]
\[ + \|\nabla \rho^d, \nabla p^\tau, \frac{p^\tau}{\rho^\tau}\|_{L^\infty} \|\nabla^\alpha u^d\| \|\nabla^\alpha \rho^d\| \leq C((E^d)^2 + \tau (E^d)^3). \]

\( G_5 + G_7 \) and can also be estimated similarly, while

\[ G_8 + G_9 \]
\[ = \int \left\{ \nabla^\alpha \left( \frac{1}{\rho^\tau e^\tau_\theta} \text{div} q^d \right) \frac{\rho^\tau e^\tau_\theta}{\theta^\tau} \nabla^\alpha \theta^d - \frac{1}{\rho^\tau} \nabla^\alpha \text{div} q^d \nabla^\alpha \theta^d - \nabla \left( \frac{1}{\theta^\tau} \right) \nabla^\alpha \theta^d \nabla^\alpha q^d \right\} \, d\mathbf{x} \]
\[ \leq C(\|\text{div} q^d\|_{L^\infty} \|\nabla^\alpha \left( \frac{1}{\rho^\tau e^\tau_\theta} \right)\| \|\nabla^\alpha \theta^d\| + \|\nabla \left( \frac{1}{\rho^\tau e^\tau_\theta} \right), \nabla \left( \frac{1}{\theta^\tau} \right)\|_{L^\infty} \|\nabla^\alpha q^d\| \|\nabla^\alpha \theta^d\|) \]
\[ \leq \varepsilon \|\nabla^\alpha q^d\|^2 + C((E^d)^2 + \tau (E^d)^3 + \tau^2 (E^d)^4), \]

\[ G_3 \leq C\|\nabla^\alpha (u^\tau \nabla u^d)\| \|\nabla^\alpha u^d\| \]
\[ \leq C(\|u^\tau\|_{L^\infty} \|\nabla^\alpha+1 u^d\| + \|\nabla u^d\|_{L^\infty} \|\nabla^\alpha u^\tau\|) \|\nabla^\alpha u^d\| \]
\[ \leq \varepsilon \|\nabla^\alpha+1 u^d\|^2 + C(\varepsilon)((E^d)^2 + \tau (E^d)^3) \]

and

\[ |T_i| \leq \|(\rho^\tau, \theta^\tau_i)\|_{L^\infty} (E^d)^2 \leq C(1 + \tau \|(\rho^\tau, \theta^\tau_i)\|_{L^\infty})(E^d)^2 \]
\[ \leq C(1 + \tau (E^d + \tau (E^d)^2 + \|q^d\|_s))(E^d)^2 \]
\[ \leq C((E^d)^2 + \tau (E^d)^3 + \tau^2 (E^d)^4) + \varepsilon \|q^d\|_s^2. \]

By choosing \( \varepsilon \) sufficiently small and using assumption A.2, we conclude that (3.22) holds and this completes the proof. \qed
Using Lemma 3.4, we can show that \( E^d \) is uniformly bounded. In fact, from Lemma 3.4, we derive that
\[
\frac{d}{dt} g \leq \hat{C}(1 + g + \tau^2 g^2),
\]
for some \( \hat{C} > 0 \), where \( g := (E^d)^2 \). We assume a priori that
\[
g \leq e^{2\hat{C}T} - 1.
\]
We will show that \( g \leq \frac{1}{2}(e^{2\hat{C}T} - 1) \) holds if we choose \( \tau \) small enough such that \( \tau^2 \leq \frac{1}{e^{2\hat{C}T} - 1} \). This justifies the a priori estimate (3.25) and thus proves our result.

In fact, if \( \tau^2 \leq \frac{1}{e^{2\hat{C}T} - 1} \), we get \( g \leq \frac{1}{\tau} \) and thus \( \tau^2 g^2 \leq g \). Hence, the inequality (3.24) turns into
\[
\frac{d}{dt} g \leq \hat{C}(1 + 2g).
\]
Solving the above inequality, we immediately get \( g \leq \frac{1}{2}(e^{2\hat{C}T} - 1) \). This finishes the proof of the main Theorem 3.1.
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