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The thesis investigates a one-dimensional, hyperbolic evolution equation containing one structural variable, with a particular focus on a model of erythropoiesis developed by Fürtinger et al. in 2012. Three different discretization techniques which all result in so-called high-fidelity or detailed solutions are introduced and discussed. The methods used include Finite Differences and a polynomial representation of the structural variable. Viewed from the perspective of Optimal control, the model takes the form of a Parametrized Partial Differential Equation (P²DE) where both the control and other data values are treated as parameters of the equation. This places the problem into a multi-query context, making model order reduction (MOR) techniques conceivable. Reduced basis (RB) strategies are employed to reduce the dimension of the utilized discretization spaces with a Galerkin projection. The reduced space is generated by applying a Greedy algorithm with methods including both the addition of single snapshots as well as Proper Orthogonal Decomposition (POD). In order to assess the error between the detailed and the reduced solution, two a-posteriori estimators are introduced and analyzed. Algorithmically, an offline/online decomposition scheme is used to enable efficient computations of both the reduced solutions and the estimators. Lastly, numerical experiments are presented to evaluate the feasibility of model order reduction techniques for the problem at hand.
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In recent years, Model Order Reduction (MOR) techniques have emerged as a powerful tool in the context of multi-query computations of Differential Equations. The model usually takes the form of a Parametrized Partial Differential Equation (P²DE), which is a PDE depending on a parameter $\nu \in \mathcal{P}$, where $\mathcal{P} \subset \mathbb{R}^d$ is a set containing all admissible parameters. Many real-world problems can be described by using a P²DE, including parameter identification, design optimization or - as in our case - optimal control with PDE constraints. Likewise, the parameter $\nu$ can represent a variety of things, e.g. a material constant, geometric properties of the domain, a control value or a combination of the above. It is usually necessary to repeatedly solve the P²DE numerically for many different values of $\nu$, thereby creating a demand for efficient treatment in terms of computation time. For parabolic and hyperbolic equations, the numerical solutions can be described by a trajectory $\{y^k_N(\nu)\}_{k=0}^K \subset X_N$ where $X_N$ is an $N$-dimensional Hilbert space and $k \in \{0, ..., K\}$ is the time variable corresponding to a time grid $t_0 < ... < t_K$. These solutions are called detailed or high-fidelity solutions. Typically, MOR is achieved using Reduced-Basis (RB) methods wherein $X_N$ is replaced by a reduced basis space $X_H \subset X_N$ of significantly lower dimension $H$. $X_H$ is chosen in such a way that it represents the detailed solutions under variations of the parameter $\nu$. Using a Galerkin projection of the discretized P²DE from $X_N$ to $X_H$, a reduced solution $\{y^k_H(\nu)\}_{k=0}^K \subset X_H$ is computed along with an a-posteriori error estimator. In order to compute both of these in an efficient way,
an offline/online decomposition is usually employed, splitting the computations into offline values which are parameter-independent, and online values that are parameter-dependent. Whereas the former only need to be calculated once, the latter have to be updated for every variation of $\nu$.

The following will outline and briefly summarize the remaining chapters of the thesis:

**Chapter 2** will introduce the most important concepts that are used later on. The first section will present the most common components of constrained optimization theory, including the Lagrange function along with necessary conditions of first and second order. In the next section, we take a look at the Singular Value Decomposition (SVD) of a real matrix and its applications, mostly as far as operator norms are concerned. These are used in the next section to show how Proper Orthogonal Decomposition (POD) vectors are computed. POD is introduced as the problem of approximating several data vectors by only a few orthonormal vectors, and is formulated by two equivalent constrained optimization problems. The necessary conditions described in the first section are used to prove that the solution can, indeed, be obtained by a SVD of the data matrix. Furthermore, it is shown that the singular values of this matrix can be used to estimate the error of the approximation. In the fourth and last section, we establish that the Legendre polynomials are a family of orthogonal functions in $L^2(-1, 1)$. Finally, a recursion formula is derived which will be used later on for the discretization of the upcoming P$^2$DE.

**Chapter 3** will explain the phenomenon of erythropoiesis through the introduction of the P$^2$DE for this thesis and the demonstration of the underlying biological model. The P$^2$DE represents a population of CFU-E cells under the influence of external administration of the hormone Erythropoietin (EPO). By controlling the amount of injected EPO and formulating a desired state of a constant cell population, an optimal control problem is introduced which develops the context for the subsequent utilization of MOR.

**Chapter 4** will focus on discretizing the P$^2$DE in three different ways, thus resulting in the detailed solutions identified above. For the first two ways, a polynomial space is introduced to perform a semidiscretization, turning the PDE into an Ordinary Differential Equation (ODE) in the very same way as it was done in [7]. Afterwards, two different single-step methods are used for the time discretization: A $\theta$-method interpolating between an explicit and an implicit Euler scheme as well as the classical Runge-Kutta method (RK4). For the third discretization option, a Finite Difference (FD) scheme is employed using a Forward Euler method for
the structural variable and again a \( \varphi \)-method for the time discretization.

Chapter 5 will describe the generation of a reduced basis that spans a low-dimensional subspace of the discretized solution space. This is done by using an iterative method called a Greedy search, which looks for parameters of the \( P^2 \)DE that are badly represented by the current basis and have to be better incorporated by additional basis vectors. Two major strategies are presented, namely the Single-Time strategy (which adds one single snapshot to the current basis) and the POD strategy (which compresses the information of an entire solution trajectory into a few vectors). Having found a suitable basis, it is shown how the recursion by which the detailed solutions are determined is projected onto the reduced space by a Galerkin projection. Furthermore, two different error estimators are derived that are used to assess the error between the reduced and detailed solution without actually having to compute the latter. Lastly, the offline/online decomposition is introduced for both the reduced solution and the error estimators.

In Chapter 6, experimental results are presented that analyze various aspects of the introduced methods. After the definition of general framework conditions for the problem at hand, a first analysis focuses on the performance of the three discretization techniques which lead to the detailed solutions. This is mainly done in order to identify good parameter choices, which is necessary to obtain suitable working conditions for the reduced basis algorithms. In the second section, MOR results are presented, including the qualitative and quantitative analysis of the error estimators as well as the generated reduced spaces. For the latter, comparisons are made regarding the impact of different RB strategies within the Greedy algorithm on the quality of the built space. Furthermore, the domain \( \mathcal{P} \) of admissible parameters is examined as to which parameters were preferred more often than others during the search. Lastly, the computation times for the detailed solvers, the reduced solvers and the Greedy algorithm are investigated and compared, thereby assessing the question whether the application of MOR techniques is reasonable for the problem at hand.

Finally, Chapter 7 summarizes the results of the thesis and presents an outlook to further possible studies for the subject matter.
2.1 Constrained Optimization

In this section, we consider the following equality-constrained optimization problem:

$$\min_{x \in \mathbb{R}^M} J(x) \quad \text{s.t.} \quad e(x) = 0$$

where $J : \mathbb{R}^M \to \mathbb{R}$ is called the cost function and $e : \mathbb{R}^M \to \mathbb{R}^\ell$ the constraint function. $\ell$ is the number of constraints. We define the Lagrange function

$$L : \mathbb{R}^M \times \mathbb{R}^\ell \to \mathbb{R}, \quad L(x, \mu) := J(x) + \mu^T e(x)$$

and further introduce the feasible set $\mathcal{F} := \{x \in \mathbb{R}^M : e(x) = 0\}$.

**Definition 2.1 (Solutions and regular points)**

Let $x^* \in \mathcal{F}$ be a feasible point.

a) $x^*$ is called a **global solution** of (2.1) if $J(x^*) \leq J(x)$ holds true for all $x \in \mathcal{F}$.

b) $x^*$ is called a **local solution** of (2.1) if there is a neighbourhood $U \subset \mathbb{R}^M$ of $x^*$ such that $J(x^*) \leq J(x)$ holds true for all $x \in \mathcal{F} \cap U$.

c) $x^*$ is called a **regular point** of (2.1) if the gradients $\nabla e_1(x^*), ..., \nabla e_\ell(x^*) \in \mathbb{R}^M$ are linearly independent.

**Theorem 2.2 (First order necessary condition)**

Assume that $J \in C^1(\mathbb{R}^M)$ and $e \in C^1(\mathbb{R}^M, \mathbb{R}^\ell)$. Let $x^* \in \mathcal{F}$ be a local solution as
well as a regular point of (2.1). Then there exists a unique **Lagrange multiplier** \( \mu^* \in \mathbb{R}^\ell \) satisfying

\[
0 = \nabla_x L(x^*, \mu^*) = \nabla J(x^*) + \sum_{i=1}^\ell \mu_i^* \nabla e_i(x^*)
\]

**Proof.** See for example the proof of Theorem 12.1 in [17].

**Theorem 2.3** (Second order necessary condition)
Assume that \( J \in C^2(\mathbb{R}^M) \) and \( e \in C^2(\mathbb{R}^M, \mathbb{R}^\ell) \). Let \( x^* \in \mathcal{F} \) be a local solution as well as a regular point of (2.1) with according Lagrange multiplier \( \mu^* \in \mathbb{R}^\ell \). Then the matrix

\[
\nabla_{xx} L(x^*, \mu^*) = \nabla^2 J(x^*) + \sum_{i=1}^\ell \mu_i^* \nabla^2 e_i(x^*)
\]

is positive semidefinite on \( \ker e'(x^*) \), meaning \( v^T \nabla_{xx} L(x^*, \mu^*) v \geq 0 \) holds true for all \( v \in \ker e'(x^*) \). Here, \( e'(x^*) \in \mathbb{R}^{\ell \times M} \) denotes the Jacobi matrix of \( e \) which is given by \( (e'(x^*))_{im} = \partial_{x_m} e_i(x^*) \) for \( m = 1, ..., M, \ i = 1, ..., \ell \).

**Proof.** See for example the proof of Theorem 12.5 in [17].

### 2.2 Singular Value Decomposition

**Theorem 2.4** (Spectral Theorem)
Let \( A \in \mathbb{R}^{N \times N} \) be a symmetric matrix with eigenvalues \( \lambda_1, ..., \lambda_N \in \mathbb{R} \). Then an orthogonal matrix \( U \in \mathbb{R}^{N \times N} \) exists such that

\[
U^T A U = \text{diag}(\lambda_1, ..., \lambda_N)
\]

**Proof.** See for example [6, Section 5.6].

Apart from this spectral decomposition which exists for symmetric quadratic matrices, there is another decomposition which exists for any matrix and is called the Singular Value Decomposition (SVD):

**Theorem 2.5** (Singular Value Decomposition)
Let \( Y \in \mathbb{R}^{M \times N} \) be an arbitrary real-valued matrix. Then there are orthogonal
matrices $V \in \mathbb{R}^{M \times M}, U \in \mathbb{R}^{N \times N}$ as well as a diagonal matrix $D = \text{diag}(\sigma_1, ..., \sigma_d) \in \mathbb{R}^{d \times d}$ such that

$$V^T Y U = \begin{pmatrix} D & 0 \\ 0 & 0 \end{pmatrix} =: \Sigma \in \mathbb{R}^{M \times N}$$

The values $\sigma_1 \geq ... \geq \sigma_d > 0$ are called the singular values of $Y$. If we write the matrices using column vectors, i.e. $V = [v^1, ..., v^M]$ as well as $U = [u^1, ..., u^N]$, then these vectors are eigenvectors to $Y Y^T \in \mathbb{R}^{M \times M}$ respectively $Y^T Y \in \mathbb{R}^{N \times N}$. The corresponding eigenvalues are $\lambda_i = \sigma_i^2$ for $i = 1, ..., d$ and $\lambda_i = 0$ for $i > d$. Furthermore, we have

$$Y u^i = \sigma_i v^i, \quad Y^T v^i = \sigma_i u^i \quad \text{for} \; i = 1, ..., d \quad (2.2)$$

**Proof.** It is obvious that $Y Y^T \in \mathbb{R}^{N \times N}$ is a symmetrical matrix, meaning that by Theorem 2.4, there exists an orthogonal matrix $U \in \mathbb{R}^{N \times N}$ satisfying $U^T Y Y^T U = \text{diag}(\lambda_1, ..., \lambda_N)$ where $\lambda_1, ..., \lambda_N \in \mathbb{R}$ are the eigenvalues of $Y Y^T$. Since $Y Y^T$ is in addition positive semidefinite, all eigenvalues are nonnegative and we can assume without loss of generality that $\lambda_1 \geq ... \geq \lambda_d > 0$ as well as $\lambda_{d+1} = ... = \lambda_N = 0$ where $d$ is the rank of $Y Y^T$.

We will now split the orthogonal matrix into $U = [U_1, U_2]$ with $U_1 \in \mathbb{R}^{N \times d}$, $U_2 \in \mathbb{R}^{N \times (N-d)}$. This means that the $i$-th column in $U_1$ is an eigenvector of $Y Y^T$ to the eigenvalue $\lambda_i > 0$ whereas each column in $U_2$ is an eigenvector to 0. Furthermore, let us define the matrix $D := \text{diag}(\sigma_1, ..., \sigma_d) \in \mathbb{R}^{d \times d}$ with $\sigma_i = \sqrt{\lambda_i}$. Inserting this into the spectral decomposition $U^T Y Y^T U = \text{diag}(\lambda_1, ..., \lambda_N)$ from above yields

$$\begin{bmatrix} U_1^T \\ U_2^T \end{bmatrix} Y Y^T [U_1, U_2] = \begin{bmatrix} U_1^T Y Y^T U_1 & U_1^T Y Y^T U_2 \\ U_2^T Y Y^T U_1 & U_2^T Y Y^T U_2 \end{bmatrix} = \begin{bmatrix} D^2 & 0 \\ 0 & 0 \end{bmatrix}$$

Based on that, we introduce the matrix $V_1 := Y U_1 D^{-1} \in \mathbb{R}^{M \times d}$ and observe that

$$V_1^T V_1 = D^{-1} U_1^T Y Y^T U_1 D^{-1} = D^{-1} D^2 D^{-1} = 1_d$$

where $1_d \in \mathbb{R}^{d \times d}$ denotes the $d$-dimensional unit matrix. This in turn means that $V_1$ consists of pairwise orthonormal columns, allowing it to be upgraded to an orthogonal matrix $V \in \mathbb{R}^{M \times M}$ which we write as $V = [V_1, V_2]$. Furthermore, we have by definition $V_1^T Y U_1 = D$ which ultimately results in

$$V \begin{bmatrix} D & 0 \\ 0 & 0 \end{bmatrix} U^T = [V_1, V_2] \begin{bmatrix} D & 0 \\ 0 & 0 \end{bmatrix} \begin{bmatrix} U_1^T \\ U_2^T \end{bmatrix} = V_1 DU_1^T = Y$$
This shows all claims in the theorem except (2.2). To prove this, we use the decompositions $Y = V \Sigma U^T$ and $Y^T = U \Sigma^T V^T$. These can be reshaped by utilizing the orthogonality of $V$ and $U$ to look like $YU = V \Sigma$ as well as $Y^T V = U \Sigma$. Looking only at the first $d$ columns of these matrix equalities yields $Yu^i = \sigma_i v^i$ and $Y^T u^i = \sigma_i u^i$ for $i = 1, ..., d$ which had to be shown.

**Corollary 2.6**

Let $Y \in \mathbb{R}^{N \times N}$ be a square matrix. Then its spectral norm $\|Y\|_2 = \max_{\|x\|_2 = 1} \|Yx\|_2$ is given by its largest singular value.

**Proof.** It follows from Theorem 2.5 that a SVD of $Y$ exists, meaning $V^T Y U = \Sigma$ with orthogonal matrices $V, U \in \mathbb{R}^{N \times N}$ and a diagonal matrix $\Sigma \in \mathbb{R}^{N \times N}$ containing the singular values on its diagonal. It was also shown in the proof of 2.5 that we can write $U^T Y^T Y U = \Sigma^2$. For an arbitrary $x \in \mathbb{R}^N$ with $\|x\|_2 = 1$, this yields:

$$\|Yx\|_2^2 = x^T Y^T Y x = x^T U \Sigma^2 U^T x = y^T \Sigma^2 y = \sum_{i=1}^{d} \sigma_i^2 y_i^2 \leq \sigma_1^2 \|y\|_2^2 = \sigma_1^2$$

Note that, because of the orthogonality of $U$, we have $\|y\|_2 = \|x\|_2 = 1$. This shows $\|Y\|_2 \leq \sigma_1$. We now choose $x := U e_1$ where $e_1$ denotes the first unit vector in $\mathbb{R}^N$. This results in $\|x\|_2 = ||e_1|| = 1$ because of the orthogonality of $U$ as well as $\|Yx\|_2^2 = \sigma_1^2$, meaning that in fact $\|Y\|_2 = \sigma_1$ holds true.

**Corollary 2.7**

Let $W \in \mathbb{R}^{N \times N}$ be a symmetric, positive definite matrix which induces the weighted inner product $(x, y)_W := x^T W y$ on $\mathbb{R}^N$.

a) There is a symmetric and positive definite matrix $W^{1/2} \in \mathbb{R}^{N \times N}$ satisfying $(W^{1/2})^2 = W$.

b) For any given matrix $Y \in \mathbb{R}^{N \times N}$, the operator norm with respect to the weighted inner product is given by the largest singular value of $W^{1/2} Y W^{-1/2}$, where $W^{-1/2} \in \mathbb{R}^{N \times N}$ denotes the inverse of $W^{1/2}$.

**Proof.**

a) By Theorem 2.4, there exists a spectral decomposition $W = V^T \Sigma W V$ with the eigenvalue matrix $\Sigma_W = \text{diag}(w_1, ..., w_N)$. Since $W$ is positive definite, all eigenvalues are positive and the diagonal square root matrix $\Sigma_W^{1/2} = \text{diag}(w_1^{1/2}, ..., w_N^{1/2})$ exists. We define $W^{1/2} := V \Sigma_W^{1/2} V^T$ and immediately observe $(W^{1/2})^2 = W$ as well as the fact that $W^{1/2}$ is symmetric and positive definite.
b) Using the result of a), we observe for any $x \in \mathbb{R}^N$: 

$$
||Yx||_W^2 = x^T Y^T W Y x = x^T (W^{1/2} Y)^T (W^{1/2} Y) x = ||W^{1/2} Yx||^2_2
$$

As a result, we have for every $x \in \mathbb{R}^N$ with $||x||_W = 1$:

$$
||Yx||_W = \left| \left| W^{1/2} Y W^{-1/2} W^{1/2} x \right| \right|_2 \leq \left| \left| W^{1/2} Y W^{-1/2} \right| \right|_2
$$

Here we have made use of the fact that $\left| \left| W^{1/2} x \right| \right|_2 = ||x||_W = 1$. Also note that $W^{1/2}$ is regular because it is positive definite by a). The property above shows $||Y||_W \leq ||W^{1/2} Y W^{-1/2}||_2$. To prove the other inequality, we choose $\tilde{x} \in \mathbb{R}^N$ with $||\tilde{x}||_2 = 1$ as well as

$$
\left| \left| W^{1/2} Y W^{-1/2} \tilde{x} \right| \right|_2 = \max_{||z||_2 = 1} \left| \left| W^{1/2} Y W^{-1/2} z \right| \right|_2 = \left| \left| W^{1/2} Y W^{1/2} \right| \right|_2
$$

This is possible because $\mathcal{S}^{N-1} := \{x \in \mathbb{R}^N : ||x||_2 = 1\}$ is a compact set and the mapping $z \mapsto ||W^{1/2} Y W^{-1/2} z||$ is continuous from $\mathbb{R}^N$ to $\mathbb{R}$ as a composition of continuous functions. By setting $x := W^{-1/2} \tilde{x}$, we obtain $||x||_W = 1$ as well as

$$
||Yx||_W = \left| \left| W^{1/2} Y x \right| \right|_2 = \left| \left| W^{1/2} Y W^{-1/2} \tilde{x} \right| \right|_2 = \left| \left| W^{1/2} Y W^{-1/2} \right| \right|_2
$$

So in fact, $||Y||_W \geq ||W^{1/2} Y W^{-1/2}||_2$ holds true as well. All in all, we have $||Y||_W = ||W^{1/2} Y W^{-1/2}||_2$, which is identical to the largest singular value of $W^{1/2} Y W^{-1/2}$ by Corollary 2.6.

$\square$

### 2.3 Proper Orthogonal Decomposition

One important area of application for SVD is the so-called POD. Before dealing with this subject, we need to say some words about the notation in this section. Throughout the following pages, we work with variables that contain all the information of several vectors. For example, some vectors $x^1, \ldots, x^\ell \in \mathbb{R}^M$ will be pooled in a vector

$$
x := \left( x^1_1, \ldots, x^i_M, \ldots, x^\ell_1, \ldots, x^\ell_M \right)^T =: (x^1; \ldots; x^\ell)^T \in \mathbb{R}^{M \times \ell}
$$
 Basics

We will further work with matrices of according dimensions, for example a matrix $X \in \mathbb{R}^{(M \times \ell) \times (N \times p)}$ is to be understood as a block matrix of the following shape:

$$X = \begin{pmatrix} X^{1,1} & \ldots & X^{1,p} \\ \vdots & \ddots & \vdots \\ X^{\ell,1} & \ldots & X^{\ell,p} \end{pmatrix}, \quad X^{i,j} \in \mathbb{R}^{M \times N} \quad (i = 1, \ldots, \ell, j = 1, \ldots, p)$$

Finally, we will be working with the euclidian inner product on $\mathbb{R}^{M}$, meaning that for $x, y \in \mathbb{R}^{M}$, we write $(x, y) := x^T y$.

2.3.1 Proper Orthogonal Decomposition

Suppose we are given a data matrix $Y = [y^1, \ldots, y^N] \in \mathbb{R}^{M \times N}$ whose column vectors are supposed to be approximated by a low-dimensional subspace $\Psi_\ell \subset \mathbb{R}^{M}$.

If $\Psi_\ell$ is spanned by an orthonormal system $\{\psi^1, \ldots, \psi^\ell\} \subset \mathbb{R}^{M}$, then the projection of a data vector $y^n$ onto $\Psi_\ell$ is given by $\sum_{i=1}^{\ell} (y^n, \psi^i) \psi^i$. An ideal subspace would then be given as a solution to the following constrained minimization problem:

$$\begin{cases} \min_{\psi^1, \ldots, \psi^\ell \in \mathbb{R}^{M}} \sum_{n=1}^{N} \left\| y^n - \sum_{i=1}^{\ell} (y^n, \psi^i) \psi^i \right\|^2_2 \\ \text{s.t.} \quad (\psi^i, \psi^j) = \delta_{ij} \quad \text{for} \quad i, j = 1, \ldots, \ell \end{cases} \quad (P^\ell)$$

For orthonormality reasons, $(P^\ell)$ is equivalent to

$$\begin{cases} \max_{\psi^1, \ldots, \psi^\ell \in \mathbb{R}^{M}} \sum_{n=1}^{N} \sum_{i=1}^{\ell} (y^n, \psi^i)^2 \\ \text{s.t.} \quad (\psi^i, \psi^j) = \delta_{ij} \quad \text{for} \quad i, j = 1, \ldots, \ell \end{cases} \quad (\hat{P}^\ell)$$

Formulation of the cost and constraint functions

If we formulate the problem $(\hat{P}^\ell)$ as a minimization problem like in Section 2.1, we obtain the following cost function:

$$J : \mathbb{R}^{M \ell} \to \mathbb{R}, \quad J(\psi) := -\sum_{n=1}^{N} \sum_{i=1}^{\ell} (y^n, \psi^i)^2$$

There are a total of $\ell^2$ constraints which we can model by a constraint function mapping to $\mathbb{R}^{\ell \times \ell}$. This function can be given by

$$e : \mathbb{R}^{M \ell} \to \mathbb{R}^{\ell \times \ell}, \quad e_{ij}(\psi) := (\psi^i, \psi^j) - \delta_{ij} \quad (i, j = 1, \ldots, \ell)$$
Obviously, \( J \) as well as \( e \) are differentiable functions. The derivatives are of interest so the results of section 2.1 can be used.

**Derivatives of the cost and constraint functions**

For optimization purposes, we have to consider first and second derivatives of \( J \) and \( e \). Starting with \( J \), we get a gradient function \( \nabla J : \mathbb{R}^{M \ell} \to \mathbb{R}^{M \ell} \) with the \( k \)-th block entry \( (k = 1, \ldots, \ell) \):

\[
(\nabla J(\psi))^k = \nabla_{\psi^k} J(\psi) = -2 \sum_{n=1}^{N} (y^n, \psi^k) y^n
\]

\[
= -2 \sum_{n=1}^{N} \sum_{m=1}^{M} Y_{mn} \psi^k m y^n = -2YY^T \psi^k
\]

A second derivation yields a Hessian block matrix which reads

\[
\nabla^2 J(\psi) = \begin{pmatrix} -2YY^T & \cdots & \cdots & -2YY^T \end{pmatrix} \in \mathbb{R}^{(M \ell)(M \ell)}
\]

Next, we have to consider the gradients of \( e \): For \( i,j = 1, \ldots, \ell \), we get \( \nabla e_j^i : \mathbb{R}^{M \ell} \to \mathbb{R}^{M \ell} \) with the \( k \)-th block entry

\[
(\nabla e_j^i(\psi))^k = \nabla_{\psi^k} e_j^i(\psi) = \begin{cases} 2\psi^i & \text{if } k = i = j \\ \psi^j & \text{if } k \neq i, k = j \\ \psi^i & \text{if } k = i, k \neq j \\ 0 & \text{if } k \neq i, k \neq j \end{cases}
\]

\[
= \delta_{ik} \psi^j + \delta_{jk} \psi^i
\]

Again, a second derivation yields a Hessian Matrix \( \nabla^2 e_j^i(\psi) \in \mathbb{R}^{(M \ell)(M \ell)} \) with

\[
(\nabla^2 e_j^i(\psi))^{k,r} = (\delta_{ik} \delta_{jr} + \delta_{jk} \delta_{ir}) \mathbb{1}_M
\]

where \( \mathbb{1}_M \in \mathbb{R}^{M \times M} \) denotes the unit matrix.

Last of all, it is necessary to know the Jacobi matrix \( e'(\psi) \in \mathbb{R}^{(k \ell)(M \ell)} \). By definition of this matrix, we have the block structure

\[
e'(\psi) = \begin{pmatrix} \partial_{\psi^1} e^1(\psi) & \cdots & \partial_{\psi^\ell} e^1(\psi) \\ \vdots & \ddots & \vdots \\ \partial_{\psi^1} e^\ell(\psi) & \cdots & \partial_{\psi^\ell} e^\ell(\psi) \end{pmatrix}
\]
So the \((i, j)\)-th block takes the shape

\[
(c'(\psi))^{ij} = \partial_{ij} c' = \begin{pmatrix}
\partial_{\psi, i} e^1_j
& \vdots \\
\partial_{\psi, i} e^\ell_j
\end{pmatrix} = \begin{pmatrix}
[\nabla e^1_j(\psi)]^T \\
[\nabla e^\ell_j(\psi)]^T
\end{pmatrix}
\]

\[
= \begin{pmatrix}
\delta_{ij} [\psi^1]_T + \delta_{ij} [\psi^\ell]_T \\
\vdots \\
\delta_{ij} [\psi^1]_T + \delta_{ij} [\psi^\ell]_T
\end{pmatrix} \in \mathbb{R}^{\ell \times M}
\]

**Lemma 2.8**

For every \(\psi \in \mathbb{R}^{M \times \ell}\), we have the kernel representation:

\[
\ker (c'(\psi)) = \left\{ x \in \mathbb{R}^{M \times \ell} : (x^i, \psi^j) + (x^j, \psi^i) = 0 \text{ for } i, j = 1, \ldots, \ell \right\} \tag{2.3}
\]

**Proof.** Let \(x = (x^1; \ldots; x^\ell)^T \in \mathbb{R}^{M \times \ell}\) be given arbitrarily. Then the \(i\)-th block of \(c'(\psi)x \in \mathbb{R}^{\ell \times \ell}\) is

\[
(c'(\psi)x)^i = \sum_{j=1}^\ell (c'(\psi))^{ij} x^j = \sum_{j=1}^\ell \delta_{ij} \begin{pmatrix}
[\psi^1]_T x^j \\
[\psi^\ell]_T x^j
\end{pmatrix} + \sum_{j=1}^\ell \delta_{ij} \begin{pmatrix}
[\psi^1]_T x^j \\
[\psi^\ell]_T x^j
\end{pmatrix}
\]

\[
= \begin{pmatrix}
[\psi^1]_T x^i + [\psi^\ell]_T x^i \\
\vdots \\
[\psi^\ell]_T x^i + [\psi^\ell]_T x^\ell
\end{pmatrix}
\]

We immediately observe that the entire vector vanishes if and only if \(x\) satisfies the condition of the right-hand set in (2.3).

**First-order necessary condition**

Now the time has come to consider the necessary condition of first order for \((\hat{P}^\ell)\). By Theorem 2.2, we are looking for so-called critical points which are feasible vectors \(\psi \in \mathcal{F}\) along with Lagrange multipliers \(\mu \in \mathbb{R}^{\ell \times \ell}\) satisfying

\[
0 = \nabla J(\psi) + \sum_{i=1}^\ell \sum_{j=1}^\ell \mu^i_j \nabla e^i_j(\psi)
\]
Looking at the \( k \)-th block, this transforms into the condition
\[
0 = -2 Y Y^T \psi^k + \sum_{i=1}^{\ell} (\mu^k_i + \mu^k_i) \psi^i \tag{2.4}
\]
Multiplying with \( [\psi^k]^T \) from the left yields
\[
[\psi^k]^T Y Y^T \psi^k = \mu^k_k \quad \text{for } k = 1, \ldots, \ell
\]
which is an additional property that holds true if the first-order necessary condition holds true. It will be used later on.

**Second-order necessary condition**

For the necessary condition of second order which was introduced in Theorem 2.3, we take a critical point \( \psi \in \mathcal{F} \) with Lagrange multiplier \( \mu \in \mathbb{R}^{\ell \times \ell} \) and a kernel element \( x \in \ker(e'(\psi)) \). This means that we have \( (x^i, \psi^j) + (x^j, \psi^i) = 0 \) for \( i, j = 1, \ldots, \ell \). First of all, we compute \( \nabla_{\psi^k} L(\psi, \mu)x \in \mathbb{R}^{M \times \ell} \). The \( k \)-th block is
\[
(\nabla_{\psi^k} L(\psi, \mu)x)^k = (\nabla^2 J(\psi)x)^k + \sum_{i=1}^{\ell} \sum_{j=1}^{\ell} \mu^i_j (\nabla^2 e^i_j(\psi)x)^k
\]
\[
= \sum_{r=1}^{\ell} (\nabla^2 J(\psi))^{k,r} x^r + \sum_{i=1}^{\ell} \sum_{j=1}^{\ell} \mu^i_j \sum_{r=1}^{\ell} (\nabla^2 e^i_j(\psi))^{k,r} x^r
\]
\[
= -2 Y Y^T x^k + \sum_{r=1}^{\ell} (\mu^k_r + \mu^r_k)x^r
\]
So the second-order condition implies
\[
x^T \nabla_{\psi^k} L(\psi, \mu)x = -2 \sum_{k=1}^{\ell} [x^k]^T Y Y^T x^k + \sum_{k,r=1}^{\ell} (\mu^k_r + \mu^r_k)(x^k, x^r) \geq 0
\]
or, equivalently
\[
\sum_{k=1}^{\ell} [x^k]^T Y Y^T x^k \leq \sum_{k,r=1}^{\ell} \frac{\mu^k_r + \mu^r_k}{2} (x^k, x^r) \tag{2.5}
\]
In a next step, we will use the fact that the orthonormal family \( \{\psi^1, \ldots, \psi^\ell\} \subset \mathbb{R}^M \) spans a subspace, meaning that vectors from \( \mathbb{R}^M \) can be split into a component within this subspace as well as an orthogonal component. In particular, we write the \( k \)-th block of the kernel element as \( x^k = \sum_{i=1}^{\ell} (x^k, \psi^i) \psi^i + z^k \) where \( z^k \in \mathbb{R}^{\ell - 1} \).
{ψ₁, ..., ψℓ}⊥. Inserting this into the inequality (2.5) yields the left-hand side

\[ \sum_{k,i,j=1}^{ℓ} (x^{k}, ψ^i)(x^{k}, ψ^j)[ψ^j]^TYY^Tψ^i \]

\[ + 2 \sum_{k,i=1}^{ℓ} (x^{k}, ψ^i)[z^k]TY^Tψ^i + \sum_{k=1}^{ℓ} [z^k]^TY^Tz^k \]

By using the first-order necessary condition (2.4) for ψ^i, this term transforms into

\[ \sum_{k,i,j,r=1}^{ℓ} (x^{k}, ψ^i)(x^{k}, ψ^j)[μ^i + μ^j)^Tψ^r \]

\[ + 2 \sum_{k,i,r=1}^{ℓ} (x^{k}, ψ^i)[μ^k + μ^r)z^k]TY^Tz^k \]

Now, since z^k and ψ^r are orthogonal and ψ^j and ψ^r are orthonormal, the term simplifies to

\[ \sum_{k,i,j=1}^{ℓ} (x^{k}, ψ^j)(x^{k}, ψ^j)[μ^j + μ^j)^Tψ^j \]

\[ + \sum_{k=1}^{ℓ} [z^k]^TY^Tz^k \]

Finally, we use the kernel property (2.3) of x, meaning (x^{k}, ψ^i) = −(x^i, ψ^k) as well as (x^{k}, ψ^j) = −(x^j, ψ^k) which yields

\[ \sum_{k,i,j=1}^{ℓ} (x^{i}, ψ^j)(x^{j}, ψ^k)[μ^j + μ^j)^Tψ^j \]

\[ + \sum_{k=1}^{ℓ} [z^k]^TY^Tz^k \]

The right-hand side of (2.5) transforms to

\[ \sum_{k,i,j,r=1}^{ℓ} [μ^k + μ^r]z^k(x^k, ψ^i)(x^r, ψ^j)(ψ^i, ψ^j) + \sum_{k,i,r=1}^{ℓ} [μ^k + μ^r)z^k(x^k, ψ^j)(ψ^i, z^r) \]

\[ + \sum_{k,i,r=1}^{ℓ} [μ^k + μ^r)(x^r, ψ^i)(ψ^i, z^k) + \sum_{k,r=1}^{ℓ} [μ^k + μ^r(z^k, z^r) \]

Using again the orthonormality properties, this simplifies to

\[ \sum_{k,i,r=1}^{ℓ} [μ^k + μ^r)z^k(x^k, ψ^i)(x^r, ψ^i) + \sum_{k,r=1}^{ℓ} [μ^k + μ^r(z^k, z^r) \]
Inserting these representations of the right- and left-hand side of (2.5) finally yields the equivalent second-order necessary condition

\[ \sum_{k=1}^{\ell} [z^k]^T Y Y^T z^k \leq \sum_{k,r=1}^{\ell} \frac{\mu_k^r + \mu_k^{r'}}{2} (z^k, z^{r'}) \]  

(2.6)

Let us now choose the kernel element more specifically: We fixate \( k \in \{1, ..., \ell\} \) and choose \( x^k = z \) with \( z \in \{\psi^1, ..., \psi^\ell\}^\perp, \|z\| = 1 \) and \( x^i = 0 \) for \( i \neq k \). We observe by the kernel representation (2.3) that \( x \) is indeed part of the kernel because of \( (x^i, \psi^j) = 0 \) for all \( i, j = 1, ..., \ell \). The second-order condition (2.6) then takes the shape \( z^T Y Y^T z \leq \mu_k \). Since \( k \) and \( z \) have been chosen arbitrarily and \( \mu_k = [\psi_k]^T Y Y^T \psi_k \) by the first-order necessary condition, this means

\[ z^T Y Y^T z \leq [\psi^k]^T Y Y^T \psi^k \]  

for any \( k = 1, ..., \ell, z \in \{\psi^1, ..., \psi^\ell\}^\perp, \|z\| = 1 \)

The only way that this can hold true is if \( \psi^1, ..., \psi^\ell \) span the same subspace as the eigenvectors to the \( \ell \) largest eigenvalues of \( YY^T \).

Solutions and error considerations

**Theorem 2.9 (Proper Orthogonal Decomposition 1)**

Let \( V^T Y U = \Sigma \) be a SVD of \( Y \) as in Theorem 2.5. Then a global solution of \((P^\ell)\) and \((\hat{P}^\ell)\) is given by \( \psi^1, ..., \psi^\ell \), the first \( \ell \) columns of \( V \).

**Proof.** Since the feasible set is compact and the objective function is continuous, it is obvious that a global solution \( \psi^1, ..., \psi^\ell \in \mathbb{R}^M \) exists. We have already established in the last subsections that any local solution of \((\hat{P}^\ell)\) (and therefore also \( \psi^1, ..., \psi^\ell \)) has to span the same subspace as the eigenvectors to the \( \ell \) largest eigenvalues of \( YY^T \) because of the first- and second-order necessary conditions. If we take a close look at \((P^\ell)\), it becomes clear that only the spanned space \( \text{span}\{\psi^1, ..., \psi^\ell\} \) is relevant for the solution, meaning that if we take another orthonormal set \( \tilde{\psi}^1, ..., \tilde{\psi}^\ell \in \mathbb{R}^M \) with \( \text{span}\{\tilde{\psi}^1, ..., \tilde{\psi}^\ell\} = \text{span}\{\psi^1, ..., \psi^\ell\} \), the value of the cost function will be identical. This in turn means that we can directly choose \( \psi^1, ..., \psi^\ell \) as orthonormal eigenvectors to the \( \ell \) largest eigenvalues of \( YY^T \). Recalling that these eigenvectors are given by the columns of \( V \), we have almost found a solution.

The only problem remaining is that the largest eigenvalues of \( YY^T \) may not be unique. Therefore, let us denote the eigenvalues of \( YY^T \) as

\[ \lambda_1 \geq ... \geq \lambda_{q-1} > \lambda_q = ... = \lambda_\ell = ... = \lambda_r > \lambda_{r+1} \geq ... \geq \lambda_m \geq 0 \]
We have shown that a global solution to $(P^\ell)$ is given by a certain combination $v^1, \ldots, v^{q-1}, v^{q+1}, \ldots, v^\ell$ where $i_q, \ldots, i_\ell \in \{q, \ldots, r\}$, because these are all the possible choices for $\ell$ orthonormal eigenvectors to the $\ell$ largest eigenvalues of $YY^T$. In particular, we choose $v^1, \ldots, v^\ell$ and observe that insertion into the goal function of $(\hat{P}^\ell)$ yields

\[
\sum_{n=1}^{N} \sum_{i=1}^{\ell} (y^n, v^i)^2 = \sum_{i=1}^{\ell} \sum_{n=1}^{N} \left( (y^n, v^i) y^n, v^i \right)
\]

\[
= \sum_{i=1}^{\ell} \sum_{n=1}^{N} \left( \left( \sum_{m=1}^{M} Y_{mn} v^i_m \right) y^n, v^i \right)
\]

\[
= \sum_{i=1}^{\ell} \sum_{m=1}^{M} \left( \sum_{n=1}^{N} Y_{mn} \sum_{k=1}^{M} Y_{nk} v^i_k \right) v^i_m
\]

\[
= \sum_{i=1}^{\ell} \sum_{m=1}^{M} (YY^T v^i)_m v^i_m = \sum_{i=1}^{\ell} (YY^T v^i, v^i) = \sum_{i=1}^{\ell} \lambda_i
\]

This value would obviously be identical if any other choice of eigenvectors had been made above, meaning that all of these combinations present a global solution to $(\hat{P}^\ell)$. In particular, $v^1, \ldots, v^\ell$ is indeed a global solution. \hfill \Box

**Remark 2.10**

Looking at the premises of Theorem 2.2 and Theorem 2.3, it has to be stated here that we did not check whether critical points $\psi \in \mathcal{F}$ are also regular points. In fact, one realises that this cannot be the case for $\ell > 1$ since the constraints $c^j_i(\psi)$ and $c^j_i(\psi)$ are identical for $i \neq j$. This obvious redundancy in constraints leads to gradients $\{\nabla c^j_i(\psi)\}^\ell_{i,j=1}$ which will of course always be linear dependent, thus not allowing any regular points. It would be possible to rectify this by only admitting those constraint functions $c^j_i$ where $i \geq j$, which would result in every feasible point $\psi \in \mathcal{F}$ automatically being regular. However, this would deteriorate the already complicated notation, leading to the replacement of the constraint space $\mathbb{R}^{\ell \times \ell}$ by $\mathbb{R}^\ell \times \mathbb{R}^{\ell-1} \times \ldots \times \mathbb{R}^2 \times \mathbb{R}$. Therefore, we will forego these steps here and instead focus on further analysis of POD for more general cases.\(^1\)

**Corollary 2.11** (Error term)

Let again $V^T Y U = \Sigma$ be a SVD of $Y$ with and let $v^1, \ldots, v^\ell$ be the solution to $(P^\ell)$ consisting of the first $\ell$ columns of $V$. Then the insertion into the goal functions

\(^1\)Further findings on POD can for example be found in [21, Chapter 2].
yields the following approximation error:

\[ \varepsilon_\ell := \sum_{n=1}^N \| \mathbf{y}^n - \sum_{i=1}^\ell (\mathbf{y}^n, \psi^i) \mathbf{v}^i \|_W^2 = \sum_{i=\ell+1}^d \lambda_i \]

where \( \lambda_i = \sigma_i^2 \) is the square of the \( i \)-th singular value of \( Y \).

**Proof.** Since \( \psi^1, ..., \psi^M \) form an orthonormal basis of \( \mathbb{R}^M \), we immediately get

\[ \varepsilon_\ell = \sum_{n=1}^N \sum_{i=\ell+1}^M (\mathbf{y}^n, \psi^i)^2 = \sum_{i=\ell+1}^M \lambda_i = \sum_{i=1}^d \lambda_i \]

The last equality follows exactly like in the proof of Theorem 2.9. \( \Box \)

### 2.3.2 POD with a weighted inner product on \( \mathbb{R}^M \)

In addition to the matrix \( Y = [\mathbf{y}_1, ..., \mathbf{y}_N] \in \mathbb{R}^{M \times N} \), let us now assume that we have a symmetrical, positive definite matrix \( W \in \mathbb{R}^{M \times M} \) inducing a more general inner product \((\cdot, \cdot)_W\) on \( \mathbb{R}^M \) by \((x, y)_W := x^T W y\). This inner product now replaces the previously euclidian product which will still be denoted by \((\cdot, \cdot)\) in this subsection.

The corresponding problems to \((P_\ell)\) and \((\hat{P}_\ell)\) are given by

\[
\begin{align*}
\left\{ \begin{array}{l}
\min_{\psi_1, \ldots, \psi_\ell} \sum_{n=1}^N \left\| \mathbf{y}^n - \sum_{i=1}^\ell (\mathbf{y}^n, \psi^i)W\psi^i \right\|_W^2 \\
s.t. \ (\psi^i, \psi^j)_W = \delta_{ij} \ \text{for} \ i, j = 1, \ldots, \ell
\end{array} \right. \\
(P_\ell^W)
\end{align*}
\]

as well as

\[
\begin{align*}
\left\{ \begin{array}{l}
\max_{\psi_1, \ldots, \psi_\ell} \sum_{n=1}^N \sum_{i=1}^\ell (\mathbf{y}^n, \psi^i)_W^2 \\
s.t. \ (\psi^i, \psi^j)_W = \delta_{ij} \ \text{for} \ i, j = 1, \ldots, \ell
\end{array} \right. \\
(\hat{P}_\ell^W)
\end{align*}
\]

**Corollary 2.12** (Proper Orthogonal Decomposition 2)

If we consider the matrix \( \tilde{Y} := W^{1/2} Y = [\tilde{\mathbf{y}}_1, ..., \tilde{\mathbf{y}}_N] \in \mathbb{R}^{M \times N} \) with a SVD \( \tilde{V}^T \tilde{Y} \tilde{U} = \Sigma \), the solution to \((P_\ell^W)\) and \((\hat{P}_\ell^W)\) is given by \( W^{-1/2} \tilde{v}_1, ..., W^{-1/2} \tilde{v}_\ell \) where \( \tilde{v}_1, ..., \tilde{v}_\ell \) denote the first \( \ell \) columns of \( \tilde{V} \). Inserting this solution into \((P_\ell^W)\) yields the approximation error

\[ \varepsilon_\ell^W := \sum_{n=1}^N \left\| \mathbf{y}^n - \sum_{i=1}^\ell (\mathbf{y}^n, \psi^i)W\psi^i \right\|_W^2 = \sum_{i=\ell+1}^d \lambda_i \]

with \( \lambda_i = \sigma_i^2 \), where \( \sigma_1, ..., \sigma_d \) are the descending singular values of \( \tilde{Y} \).
Proof. The equivalency of the two problems \((P_W^\ell)\) and \((\hat{P}_W^\ell)\) can be shown the very same way as in Theorem 2.9. We can further observe that the condition 
\[(\psi^i, \psi^j)_W = \delta_{ij}\] is identical to \((W^{1/2}\psi^i, W^{1/2}\psi^j) = \delta_{ij}\). Inserting an arbitrary feasible vector family \(\psi^1, ..., \psi^\ell\) into the goal function of \((\hat{P}_W^\ell)\) yields \[
\sum_{n=1}^{N} \sum_{i=1}^{\ell} (y^n, \psi^i)_W^2 = \sum_{n=1}^{N} \sum_{i=1}^{\ell} (W^{1/2}y^n, W^{1/2}\psi^i)^2 = \sum_{n=1}^{N} \sum_{i=1}^{\ell} (\hat{y}^n, W^{1/2}\psi^i)^2
\]
\[
\leq \sum_{n=1}^{N} \sum_{i=1}^{\ell} (\hat{y}^n, \psi^i)^2 = \sum_{n=1}^{N} \sum_{i=1}^{\ell} (y^n, W^{-1/2}\psi^i)^2_W
\]
The inequality is exactly the claim of Theorem 2.9, applied to the matrix \(Y\). Since \(\{\hat{\psi}^1, ..., \hat{\psi}^\ell\}\) is orthonormal with respect to \((\cdot, \cdot)_W\), the set \(\{W^{-1/2}\hat{\psi}^1, ..., W^{-1/2}\hat{\psi}^\ell\}\) is orthonormal with respect to \((\cdot, \cdot)_W\) and therefore a global solution to \((\hat{P}_W^\ell)\) and \((P_W^\ell)\).

Inserting this solution into the goal function of \((P_W^\ell)\) yields \[
\epsilon^W_\ell = \sum_{n=1}^{N} \left\| y^n - \sum_{i=1}^{\ell} (y^n, W^{-1/2}\hat{\psi}^i)_W W^{-1/2}\hat{\psi}^i \right\| W^2
\]
\[
= \sum_{n=1}^{N} \left\| W^{-1/2} \left[ \hat{y}^n - \sum_{i=1}^{\ell} (W^{-1/2}\hat{y}^n, W^{-1/2}\hat{\psi}^i)_W \hat{\psi}^i \right] \right\| W^2
\]
\[
= \sum_{n=1}^{N} \left\| \hat{y}^n - \sum_{i=1}^{\ell} (\hat{y}^n, \hat{\psi}^i) \hat{\psi}^i \right\|^2 = \sum_{i=\ell+1}^{M} \lambda_i
\]
The last equality follows from Corollary 2.11, applied to \(Y\).

Lemma 2.13

The solution \(\psi^1, ..., \psi^\ell \in \mathbb{R}^M\) to \((P_W^\ell)\) and \((\hat{P}_W^\ell)\) can be obtained by either one of the two following ways:

a) Solve the symmetric \(M \times M\) eigenvalue problem \(W^{1/2}YY^TW^{1/2}\hat{\psi} = \hat{\lambda}\hat{\psi}\). For the \(\ell\) highest eigenvalues \(\hat{\lambda}_1, ..., \hat{\lambda}_\ell\) and corresponding orthonormal eigenvectors \(\hat{\psi}^1, ..., \hat{\psi}^\ell \in \mathbb{R}^M\), set \(\psi^i := W^{-1/2}\hat{\psi}^i (i = 1, ..., \ell)\).

b) Solve the symmetric \(N \times N\) eigenvalue problem \(Y^TY\hat{\psi} = \hat{\lambda}\hat{\psi}\). For the \(\ell\) highest eigenvalues \(\hat{\lambda}_1, ..., \hat{\lambda}_\ell\) and corresponding orthonormal eigenvectors \(\hat{\psi}^1, ..., \hat{\psi}^\ell \in \mathbb{R}^N\), set \(\psi^i := (\hat{\lambda}_i)^{-1/2}Y\hat{\psi}^i (i = 1, ..., \ell)\).

Proof. If we consider the matrix \(\hat{Y}\) from 2.12 and observe that \(\hat{Y}Y^T = W^{1/2}YY^TW^{1/2}\) as well as \(\hat{Y}^TY = Y^TY\), then a) is a direct result of computing the SVD of \(\hat{Y}\). We can directly deduce b) from this if we use the fact \(\hat{\sigma}^i\hat{\psi}^i = \hat{Y}\hat{\psi}^i\) and \(\hat{\lambda}_i = \hat{\sigma}_i^2\).
from Theorem 2.5:

\[
\psi^i = W^{-1/2} \bar{v}^i = \bar{\lambda}^{-1/2} W^{-1/2} \bar{Y} \bar{u}^i = \bar{\lambda}^{-1/2} Y \bar{u}^i
\]

\[ \square \]

### 2.3.3 POD with a weighted norm on \( \mathbb{R}^N \)

In addition to a data matrix \( Y \in \mathbb{R}^{M \times N} \) and a symmetric, positive definite weight matrix \( W \in \mathbb{R}^{M \times M} \), let \( \alpha_1, ..., \alpha_N > 0 \) be given weights which induce a norm \( \| \cdot \|_\alpha \) on \( \mathbb{R}^N \) by \( \| x \|_\alpha = (\sum_{n=1}^{N} \alpha_n x_n^2)^{1/2} \). Then the problems corresponding to \((P_{W,\alpha}^\ell)\) and \((\hat{P}_{W,\alpha}^\ell)\) are given by

\[
\begin{align*}
\begin{cases}
\min_{\psi^1, ..., \psi^\ell} \sum_{n=1}^{N} \alpha_n \left\| y^n - \sum_{i=1}^{\ell} (y^n, \psi^i)_W \psi^i \right\|_W^2 \\
\text{s.t. } (\psi^i, \psi^j)_W = \delta_{ij} \text{ for } i, j = 1, ..., \ell
\end{cases} \quad (P_{W,\alpha}^\ell)
\end{align*}
\]

as well as

\[
\begin{align*}
\begin{cases}
\max_{\psi^1, ..., \psi^\ell} \sum_{n=1}^{N} \sum_{i=1}^{\ell} \alpha_n (y^n, \psi^i)_W^2 \\
\text{s.t. } (\psi^i, \psi^j)_W = \delta_{ij} \text{ for } i, j = 1, ..., \ell
\end{cases} \quad (\hat{P}_{W,\alpha}^\ell)
\end{align*}
\]

**Corollary 2.14** (Proper Orthogonal Decomposition 3)

If we define \( D := \text{diag}(\alpha_1, ..., \alpha_N) \in \mathbb{R}^{N \times N} \) and consider the matrix \( \bar{Y} := W^{1/2} Y D^{1/2} = [\bar{y}^1, ..., \bar{y}^N] \in \mathbb{R}^{M \times N} \) with a SVD \( \bar{V}^T \bar{Y} \bar{U} = \bar{\Sigma} \), the solution to \((P_{W,\alpha}^\ell)\) and \((\hat{P}_{W,\alpha}^\ell)\) is given by \( \psi^i = W^{-1/2} \bar{v}^i (i = 1, ..., \ell) \) where \( \bar{v}^1, ..., \bar{v}^\ell \) denote the first \( \ell \) columns of \( \bar{V} \). Inserting this solution into \((P_{W,\alpha}^\ell)\) yields the approximation error

\[
\varepsilon_{\ell, W, \alpha} := \sum_{n=1}^{N} \alpha_n \left\| y^n - \sum_{i=1}^{\ell} (y^n, \psi^i)_W \psi^i \right\|_W^2 = \sum_{i=\ell+1}^{M} \bar{\lambda}_i \quad (2.7)
\]

with \( \bar{\lambda}_i = \bar{\sigma}_i^2 \), where \( \bar{\sigma}_1, ..., \bar{\sigma}_M \) are the descending singular values of \( \bar{Y} \).

**Proof.** Again, the equivalency of the problems follows directly from orthonormality arguments. We consider the goal function of \((\hat{P}_{W,\alpha}^\ell)\) and observe

\[
\sum_{n=1}^{N} \sum_{i=1}^{\ell} \alpha_n (y^n, \psi^i)_W^2 = \sum_{n=1}^{N} \sum_{i=1}^{\ell} (\alpha_n^{1/2} y^n, \psi^i)_W^2
\]
Furthermore, \( \alpha_n^{1/2} y^n \) is the \( n \)-th column of \( YD^{1/2} \) so the problem coincides with \( (P_{W,Y}^\ell) \) respectively \( (\hat{P}_{W,Y}^\ell) \) if one replaces the matrix \( Y \) by \( YD^{1/2} \). This immediately yields the claim. \( \blacksquare \)

**Lemma 2.15**

The solution \( \psi^1, ..., \psi^\ell \in \mathbb{R}^M \) to \( (P_{W,Y}^\ell) \) and \( (\hat{P}_{W,Y}^\ell) \) can be obtained by either one of the two following ways:

a) Solve the symmetric \( M \times M \) eigenvalue problem \( W^{1/2}YDY^TW^{1/2}\bar{v} = \bar{\lambda}\bar{v} \). For the \( \ell \) highest eigenvalues \( \bar{\lambda}_1, ..., \bar{\lambda}_\ell \) and corresponding orthonormal eigenvectors \( \bar{v}^1, ..., \bar{v}^\ell \in \mathbb{R}^M \), set \( \psi^i := W^{-1/2}\bar{v}^i \) (\( i = 1, ..., \ell \)).

b) Solve the symmetric \( N \times N \) eigenvalue problem \( D^{1/2}Y^TWYD^{1/2}\bar{u} = \bar{\lambda}\bar{u} \). For the \( \ell \) highest eigenvalues \( \bar{\lambda}_1, ..., \bar{\lambda}_\ell \) and corresponding orthonormal eigenvectors \( \bar{u}^1, ..., \bar{u}^\ell \in \mathbb{R}^N \), set \( \psi^i := (\bar{\lambda}_i)^{-1/2}YD^{1/2}\bar{u}^i \) (\( i = 1, ..., \ell \)).

**Proof.** Compare Lemma 2.13 and replace the matrix \( Y \) with \( YD^{1/2} \). \( \blacksquare \)

### 2.4 Legendre polynomials

Throughout this thesis, we work with the Hilbert space

\[
L^2(a,b) := \left\{ f : (a,b) \to \mathbb{R}, \text{f is measurable with} \int_a^b |f|^2 \, dx < \infty \right\}
\]

where \( (a,b) \subset \mathbb{R} \) is a bounded interval. The inner product is given by \( (f,g)_{L^2(a,b)} := \int_a^b fg \, dx \) for \( f, g \in L^2(a,b) \). Furthermore, we consider for \( N \in \mathbb{N}_0 \) the polynomial space

\[
\Pi_N(a,b) := \{ p : (a,b) \to \mathbb{R}, \text{p is a polynomial with} \ \text{deg} \, p \leq N \}
\]

It is obvious that \( \Pi_N(a,b) \) is a subspace of \( L^2(a,b) \) with \( \dim \Pi_N(a,b) = N + 1 \). Therefore, it can be represented by a basis \( \{L_0, ..., L_N\} \subset \Pi_N(a,b) \). The choice of this basis is important and there are many choices preferable to the monomial basis \( L_n(x) = x^n \). For example, since \( \Pi_N(a,b) \) is a Hilbert space with the induced inner product \( (\cdot, \cdot)_{L^2(a,b)} \), an orthogonal basis would be desirable for the purposes of simplicity and stability. We restrict ourselves to the case \( (a,b) = (-1,1) \) here and introduce one of the most common orthogonal polynomial systems.

**Theorem 2.16 (Legendre polynomials)**
Let the Legendre polynomials $L_0, ..., L_N \in \Pi_N(-1, 1)$ be recursively defined by

$$
L_0(x) = 1 \quad (x \in (-1, 1))
$$

$$
L_1(x) = x \quad (x \in (-1, 1))
$$

$$
nL_n(x) = (2n - 1)xL_{n-1}(x) - (n - 1)L_{n-2}(x) \quad (n \geq 2, x \in (-1, 1))
$$

(2.8)

Then $\{L_0, ..., L_N\}$ is a basis of $\Pi_N(-1, 1)$ which is orthogonal with respect to the inner product $(\cdot, \cdot)_{L^2(-1,1)}$ and satisfies $||L_n||_{L^2(-1,1)} = (n + \frac{1}{2})^{-1/2}$.

**Proof.** See for example chapter 22 in [1].

**Lemma 2.17** (Properties of Legendre Polynomials)

Let $L_0, ..., L_N \in \Pi_N(-1, 1)$ be the first $N$ Legendre polynomials.

a) It is $L_n(-1) = (-1)^n$ as well as $L_n(1) = 1$ for $n = 0, ..., N$.

b) For $n = 1, ..., N$, the following identity holds true:

$$
(1 - x^2) L_n'(x) = -nxL_n(x) + nL_{n-1}(x) \quad (x \in (-1, 1))
$$

(2.9)

c) For $n = 1, ..., N$, we have

$$
(2n + 1)L_n(x) = \frac{d}{dx} [L_{n+1}(x) - L_{n-1}(x)] \quad (x \in (-1, 1))
$$

(2.10)

d) The derivatives can be expressed by the polynomials in the following way for $n = 1, ..., N$:

$$
L_n'(x) = \begin{cases} 
\sum_{j=0}^{k-1} (4j + 3) L_{2j+1}(x) & \text{if } n = 2k \\
\sum_{j=0}^{k} (4j + 1) L_{2j}(x) & \text{if } n = 2k + 1 
\end{cases}
$$

(2.11)

**Proof.** a) See for example [1, Chapter 22].

b) Can also be found in [1, Chapter 22].

c) For $n = 1$, the equality can be directly computed:

$$
\frac{d}{dx} [L_2(x) - L_0(x)] = \frac{d}{dx} \left[ \frac{3}{2} x^2 - 1 \right] = 3x = 3L_1(x)
$$

For $n \geq 2$, we utilize (2.9) and observe:

$$
(1 - x^2) \frac{d}{dx} [L_{n+1}(x) - L_{n-1}(x)] = -(n+1)xL_{n+1}(x) + (n+1)L_n(x) + (n-1)xL_{n-1}(x) - (n-1)L_{n-2}(x)
$$

From (2.8), we can further deduce that

\[
... = -x[(2n + 1)xL_n(x) - nL_{n-1}(x)] + (n + 1)L_n(x) + (n - 1)xL_{n-1}(x)
- (n - 1)L_{n-2}(x)
= -x^2(2n + 1)L_n(x) + (2n - 1)xL_{n-1}(x) + (n + 1)L_n(x) - (n - 1)L_{n-2}(x)
= -x^2(2n + 1)L_n(x) + nL_n(x) + (n + 1)L_n(x)
=(1 - x^2)(2n + 1)L_n(x)
\]

d) By repeatedly applying (2.10), we obtain

\[
L'_n(x) = (2n - 1)L_{n-1}(x) + L'_{n-2}(x)
= (2n - 1)L_{n-1}(x) + (2n - 5)L_{n-3}(x) + L'_{n-4}(x)
= ...
\]

This process can be repeated until the remaining residual term is given by

\[
L'_0(x) \text{ or } L'_1(x), \text{ depending on whether } n \text{ is even or odd. In the even case, i.e. } n = 2k, \text{ we have } L'_0(x) = 0 \text{ and what remains is a sum over the polynomials of odd degrees:}
\]

\[
L'_n(x) = \sum_{j=0}^{k-1} (2(2j + 1) + 1) L_{2j+1}(x) = \sum_{j=0}^{k-1} (4j + 3) L_{2j+1}(x)
\]

In the odd case, i.e. \( n = 2k + 1 \), the opposite is the case: A sum over the polynomials of even order and a residual term of \( L'_1(x) = 1 = L_0(x) \):

\[
L'_n(x) = \sum_{j=1}^{k} (2(2j) + 1) L_{2j}(x) + L_0(x) = \sum_{j=0}^{k} (4j + 1) L_{2j}(x)
\]

\[\square\]
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3.1 Model

Throughout this thesis, we will consider a population of CFU-E cells under the influence of the externally administered hormone EPO which affects cell death. CFU-E cells are a stage of the erythroid lineage as can be seen in Figure 3.1. The model is based on the one presented in [7] and is assuming a constant cell reproduction as well as a cell death dependent on the current EPO concentration. In contrast to [7] where all cell stages are simulated simultaneously by a coupled system of Partial Differential Equation (PDE) s, the CFU-E population here is considered independent from other cell stages.

The equation governing the CFU-E cell population is presented in the form of a linear, hyperbolic PDE of first order containing initial and boundary conditions:

\[\begin{align*}
    y_t(t, \mathbf{x}) + \kappa(t, u, \mu)y(t, \mathbf{x}) &= \kappa(t, u, \mu)y(t, \mathbf{x}) \quad \text{for } (t, \mathbf{x}) \in (0, T) \times (\underline{x}, \bar{x}) \\
    y(t, \underline{x}) &= g \quad \text{for } t \in (0, T) \\
    y(0, \mathbf{x}) &= y_0(\mathbf{x}) \quad \text{for } \mathbf{x} \in (\underline{x}, \bar{x})
\end{align*}\] (3.1)

First of all, the variables \( t \) and \( \mathbf{x} \) denote time and the maturity attribute of the population which both vary within bounded intervals \((0, T)\) and \((\underline{x}, \bar{x})\). Therefore, we may think of cells at \( \mathbf{x} = \underline{x} \) as ones that have just entered the blood stream or have just been transformed from a previous cell stage. Furthermore, \( y(t, \mathbf{x}) \) is a density with respect to the attribute \( \mathbf{x} \), so for any \( t \in [0, T] \), the total cell population at that time is given by \( \int_{\underline{x}}^{\bar{x}} y(t, \mathbf{x}) d\mathbf{x} \).
Second, the variables $u$ and $\mu$ are to be treated as parameters affecting the right-hand side $\kappa$ of the equation, so of course the solution $y(t, x)$ will also depend on $u$ and $\mu$. However, this dependency will be omitted in the notation for simplicity purposes.

Third, the value $g \in \mathbb{R}$ represents a constant boundary condition for the cell population, meaning that a constant inlet of fresh cells is assumed. The function $y_0 : (x, \overline{x}) \rightarrow \mathbb{R}$ represents an initial population at $t = 0$.

Parameter Range

We distinguish between two different kinds of parameters affecting (3.1): First of all, the parameter $\mu$ varies within a general boxed set $\mathcal{D} = [\mu, \overline{\mu}] \subset \mathbb{R}^3$ where the interval definition is to be understood componentwise. This parameter allows for general variations in the exact form of the term $\kappa$ on the right-hand side of the PDE.

Second, the parameter $u$ is taken from another boxed set $U_{ad} = [0, 1]^m \subset \mathbb{R}^m$. It represents a control parameter which is varied in order to achieve a desired optimal
state of the solution. In practice, \( u_i \) stands for the relative amount of a hormone injected into the blood stream at a certain time \( t_i^* \) which in turn will affect the cell population.

**Hormone and controls**

The amount of the above hormone is described by \( E(t) = \sum_{i=1}^{m} u_i \chi_i(t)/TBV \), where \( \chi_1, \ldots, \chi_m : [0, T] \to \mathbb{R} \) are bounded shape functions and \( TBV > 0 \) stands for the total blood volume of the subject. If \( 0 = t_1^* < \cdots < t_m^* \leq T \) are the specific injection times, the shape functions take the following form:

\[
\chi_i(t) = \chi_{max} e^{-\lambda(t-t_i^*)} \mathbb{1}_{[t_i^*, T]}(t) \quad (t \in [0, T], i = 1, \ldots, m)
\]

Here, \( \mathbb{1} \) is the characteristic function, i.e. for any \( A \subset [0, T] \), we have \( \mathbb{1}_A(t) = 1 \) if \( t \in A \) and \( \mathbb{1}_A(t) = 0 \) if \( t \notin A \). The constant \( \lambda > 0 \) is the degradation rate which depends on the half-life \( T_{1/2} > 0 \) of the hormone by \( \lambda = \ln(2)/T_{1/2} \). Furthermore, \( \chi_{max} > 0 \) stands for the maximal dose which can be injected, meaning that in fact \( u_i \cdot \chi_{max} \) will be administered at the time \( t_i^* \).

**Proliferation and Apoptosis**

The right-hand side of the PDE contains the function \( \kappa \) which may depend on \((t, x)\) and is affected by the parameters \( u \) and \( \mu \). Basically, \( \kappa \) can be viewed as a term controlling proliferation (i.e. cell reproduction) and apoptosis (i.e. cell death). In our case, it does not depend on \( x \) and takes the form \( \kappa(t, u, \mu) = \beta - \alpha(t, u, \mu) \), where \( \beta > 0 \) denotes the constant proliferation rate and \( \alpha(t, u, \mu) > 0 \) the apoptosis rate. The second term is affected by time and the parameters in the following way:

\[
\alpha : (0, T) \times U_{ad} \times \mathcal{D} \to \mathbb{R}
\]

\[
\alpha(t, u, \mu) = \frac{\mu_1}{1 + \exp(\mu_2 E(t) - \mu_3)} = \frac{\mu_1}{1 + \exp\left(\frac{\mu_2}{TBV} \sum_{i=1}^{m} u_i \chi_i(t) - \mu_3\right)}
\]

### 3.2 Formulation as a Cauchy problem

Following the approach used in [7], we will formulate (3.1) as a Cauchy problem, since this will be useful for some of the upcoming discretization techniques. The
general Hilbert space is chosen as $L^2 := L^2([x, x])$ along with an operator $\mathcal{A}(t, u, \mu) : L^2 \supset D(\mathcal{A}(t, u, \mu)) \rightarrow L^2$ for every $t \in (0, T)$, $u \in U_{ad}$, $\mu \in \mathcal{G}$:

$$D(\mathcal{A}(t, u, \mu)) = \left\{ v \in L^2 : v \text{ absolutely continuous on } [x, x], \right.$$ 

$$v(x) = 0, \kappa(t, u, \mu)v - v' \in L^2 \right\}$$

$$\mathcal{A}(t)v = \kappa(t, u, \mu)v - v'$$

The system (3.1) cannot be formulated as a Cauchy problem directly due to the boundary condition at $x = x$. Instead, a series of Cauchy problems is introduced whose solutions are meant to approximate the desired population density function. For this purpose, a sequence $(\delta_n)_{n \in \mathbb{N}} \subset L^2$ of functions approximating the $\delta$-distribution at $x = x$ is required, which is chosen as

$$\delta_n(x) = \begin{cases} 
-2n^2 \left( x - x - \frac{1}{n} \right), & \text{for } x \in [x, x + \frac{1}{n}] \\
0, & \text{otherwise}
\end{cases}$$

Using these functions, the $n$-th approximating Cauchy problem is introduced as

$$\dot{y}_n(t) = \mathcal{A}(t, u, \mu)y_n(t) + g\delta_n \quad \text{for } t \in (0, T)$$

$$y_n(0) = y_0$$

(3.2)

For the simplified case of time-independent $\kappa = \kappa(u, \mu)$ and zero-boundary value $g = 0$, it was argued in [7] that the problem (3.2) has a unique mild solution $y_n : (0, T) \rightarrow L^2$. Furthermore, for every $t \in (0, T)$, the series $(y_n(t))_{n \in \mathbb{N}} \subset L^2$ is a convergent sequence in $L^2$. The limit function defined by

$$y : (0, T) \times (x, x) \rightarrow \mathbb{R}, \quad y(t, \cdot) := \lim_{n \rightarrow \infty} y_n(t)$$

is a weak solution to (3.1). In Chapter 4, a similar method will be employed for the discretization of (3.1). This is done by replacing $L^2$ with a polynomial subspace of finite dimension and substituting finite-dimensional operators $\mathcal{A}_N(t, u, \mu)$ to replace $\mathcal{A}(t, u, \mu)$. Using these operators, a Cauchy problem of finite dimension will take the place of (3.2) to approximate the population density function $y$.

### 3.3 Optimal control context

From a practical point of view, EPO is administered at the time instants $t^*_1, ..., t^*_m$ because this leads to an increase in cell population. By doing so, one wishes to approximate a desired time-dependent population $y_d : (0, T) \rightarrow \mathbb{R}$ that would be beneficial for the patient’s health. Furthermore, each control value $u \in U_{ad}$
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represents the relative amounts of the hormone being injected. This is formally mirrored by the fact that the variable \( u \) is contained in the right-hand side of the PDE (3.1) and thereby affects its solution \( y \).

The problem of how much EPO has to be administered in order to achieve the desired population can be expressed by an Optimal control problem. Let us therefore assume that the system (3.1) admits a unique solution

\[ y \in Y := H^1(0, T; L^2) \cap L^2(0, T, H^1) \]

with the Sobolev space \( H^1 := H^1(\mathbb{R}, \mathbb{R}) \) of functions \( f \in L^2 \) which have a general weak derivative \( f' \in L^2 \). Accordingly, the Sobolev space \( H^1(0, T; L^2) \) is meant to be understood as the space of functions \( \widetilde{y} : (0, T) \to L^2 \) having a weak derivative \( \widetilde{y}' : (0, T) \to L^2 \) with both these mappings being quadratically integrable, e.g. \( \int_0^T ||\tilde{y}(t)||^2_{L^2} \, dt < \infty \). For a closer analysis of these spaces, we refer to [3].

Under the assumption that every control \( u \in U_{ad} \) leads to a unique solution \( y \in Y \), we can define a control-to-state operator \( S(\cdot, \mu) : U_{ad} \to Y \), where \( S(u, \mu) \in Y \) is the solution of (3.1) using the control \( u \) and the parameter \( \mu \). The problem for a fixed \( \mu \in \mathbb{R} \) is now to find \( u \in U_{ad} \) such that \( S(u, \mu) \) comes as close to the desired state \( y_d \) as possible. We assume \( y_d \in L^2(0, T; L^2) \) and can formulate a suitable minimization problem by

\[
\min_{\tilde{y}, u} J(\tilde{y}, u) \quad \text{s.t.} \quad u \in U_{ad}, \; \tilde{y} = S(u, \mu) \quad (P_\mu)
\]

where \( J : Y \times U_{ad} \to [0, \infty) \) is a cost function. For example, it could be given by

\[
J(\tilde{y}, u) = \frac{1}{2} \int_0^T ||\tilde{y}(t) - y_d(t)||^2_{L^2} \, dt + \frac{1}{2} \sum_{i=1}^m \sigma_i |u_i - \dot{u}_i|^2 \quad (\tilde{y} \in Y, u \in U_{ad})
\]

Here, \( \dot{u} \in U_{ad} \) is a nominal control and \( \sigma_1, ..., \sigma_m \in [0, \infty) \) are regularization parameters. For the solution of (\( P_\mu \)), iterative strategies like a projected gradient descent method or a projected BFGS method are employed which require the solution of the state equation (3.1) in every iteration. This multi-query demand may be met by MOR techniques such as those introduced in Chapter 5.
Before one can look toward MOR techniques or the optimal control context of the P²DE (3.1), discretization methods have to be derived which are used to solve the equation for a single parameter pair \((u, \mu) \in U_{ad} \times \mathcal{G}\). The methods presented here all share a common outline: In a first step, a semidiscretization is done by replacing the space \(L^2 = L^2(\mathbf{x}, \mathbf{x})\) with a finite-dimensional subspace \(X_N\), turning the PDE into an ODE. Afterwards, single-step methods are employed on a time grid \(0 = t_0 < ... < t_K = T\) to solve this. The solutions then take the form of discrete trajectories \(\{y^k_N(u, \mu)\}_{k=0}^{K} \subset X_N\) and will later be referred to as detailed or high-fidelity solutions.

4.1 Discretization using a polynomial subspace

4.1.1 Semidiscretization

The general idea of any spatial discretization is always to substitute the infinite-dimensional space \(L^2\) containing the maturity variable \(\mathbf{x}\) with a finite-dimensional subspace \(X_N \subset L^2\). For the polynomial method, \(X_N\) will be chosen as

\[
X_N := \Pi_N(\mathbf{x}, \mathbf{x}) = \left\{ \psi \in L^2 : \psi \text{ is a polynomial with } \deg \psi \leq N \right\}
\]

Of course, this means \(X_N \subset C^\infty(\mathbf{x}, \mathbf{x})\) as well as \(\dim X_N = N + 1\). Trivially, \(X_N\) is a Hilbert space with the induced inner product \((\cdot, \cdot)_{L^2}\).

Following [7], every step which was done in Section 3.2 using the space \(L^2\) will now have to be repeated for \(X_N\) accordingly. First of all, we define an element \(\delta_N \in X_N\) approximating the \(\delta\) distribution by the demand \((\delta_N, \psi)_{L^2} = \psi(0)\) for
all $\psi \in X_N$. Note that such a $\delta_N$ exists and is unique by the Riesz theorem since $\psi \mapsto \psi(0)$ is linear from $X_N$ to $\mathbb{R}$. Now, approximating operators $\mathcal{A}_N(t, u, \mu) \in L(X_N)$ are defined for every $t \in (0, T)$, $u \in U_{ad}$ and $\mu \in \mathcal{D}$, approximating the original operators $\mathcal{A}(t, u, \mu)$ in $L^2$ which were defined in Section 3.2:

$$\mathcal{A}_N(t, u, \mu) \psi = \kappa(t, u, \mu) \psi - \psi' - \psi(0) \delta_N \quad (\psi \in X_N)$$

The last term in this definition occurs due to the fact that in general, $\psi(0) \neq 0$ for $\psi \in X_N$, as opposed to the elements of $D(\mathcal{A}(t, u, \mu))$. The Cauchy problem approximating (3.2) is then given by

$$\begin{align*}
\dot{y}_N(t) &= \mathcal{A}_N(t, u, \mu)y_N(t) + g \delta_N \quad \text{for } t \in (0, T) \\
y_N(0) &= P_Ny_0
\end{align*}$$

(4.1)

Here, $P_N : L^2 \to X_N$ denotes the orthogonal projection in $L^2$ onto $X_N$.

In the case of $g = 0$, it was shown in [16] that $(y_N(t))_{N \in \mathbb{N}}$ is convergent in $L^2$ uniformly for $t$ in bounded intervals. The limit function $y : [0, T] \times [\underline{x}, \overline{x}] \to \mathbb{R}$ with $y(t, \cdot) = \lim_{N \to \infty} y_N(t)$ then solves (3.1).

### 4.1.2 Basis choice and representations

For implementation purposes, a basis $\{e_0, ..., e_N\}$ of $X_N$ will have to be chosen. Since orthogonality is always preferable to achieve stability, the first thing that comes to mind are the Legendre polynomials $(L_n)_{n \in \mathbb{N}_0} \subset L^2((-1, 1))$ which have been introduced in Section 2.4. Rescaling $[\underline{x}, \overline{x}]$ to $[-1, 1]$, we define

$$e_n(x) = \omega^{-1/2} L_n \left(-1 + 2 \omega^{-1}(x - \underline{x})\right) \quad (x \in [\underline{x}, \overline{x}])$$

where $\omega := \overline{x} - \underline{x}$ is length of the maturity range $[\underline{x}, \overline{x}]$ for the variable $x$. In Figure 4.1, plots of the basis functions can be seen for the particular interval $[\underline{x}, \overline{x}] = [0, 5]$. The next lemma proves some properties of these functions, including their orthogonality with respect to the inner product in $L^2$:

**Lemma 4.1 (Properties of $e_n$)**

For every $N \in \mathbb{N}_0$, the series $(e_n)^N_{n=0} \subset X_N$ satisfies

a) $(e_n, e_m)_{L^2} = (2n + 1)^{-1} \delta_{nm}$ for $n, m = 0, ..., N$.

b) $e_n(\overline{x}) = \omega^{-1/2}(-1)^n$ and $e_n(\underline{x}) = \omega^{-1/2}$ for $n = 0, ..., N$.

c) span $\{e_0, ..., e_N\} = X_N$

**Proof.** a) Let $n, m \in \{0, ..., N\}$. Using the fact that the Legendre polynomials...
are pairwise orthogonal with $||L_n||_{L^2(-1,1)} = (n + \frac{1}{2})^{-1/2}$ by Theorem 2.16 a), one can see that

$$(e_n, e_m)_{L^2} = \omega^{-1} \int_{-1}^{1} L_n(-1 + 2\omega^{-1}(x - \bar{x}))L_m(-1 + 2\omega^{-1}(x - \bar{x}))dx$$

$$= \omega^{-1} \cdot \frac{\omega}{2} \int_{0}^{1} L_n(\xi)L_m(\xi)d\xi = \frac{1}{2} \cdot (n + \frac{1}{2})^{-1} \delta_{nm} = (2n + 1)^{-1} \delta_{nm}$$

b) It was shown in Lemma 2.17a) that the Legendre polynomials satisfy $L_n(-1) = (-1)^n$ and $L_n(1) = 1$ for $n = 0, ..., N$. Inserting this into the definition of $e_n$ yields the proposition.

c) Follows directly from the fact that $\deg e_n = n$ for $n = 0, ..., N$. 

Now that a basis is chosen, every vector from $X_N$ and every operator from $L(X_N)$ that has been used until now will have to be represented by a coordinate vector or matrix with respect to this basis. Formally, this can be expressed by an
isomorphism $\Phi_N : \mathbb{R}^{N+1} \to X_N$ which in this case takes the form

$$\Phi_N z = \sum_{n=0}^{N} z_n e_n, \quad \Phi_N^{-1} \psi = \left( \frac{(\psi, e_n)_{L^2}}{\theta_n^2} \right)_{n=0}^{N} \quad (z \in \mathbb{R}^{N+1}, \psi \in X_N)$$

where $\theta_n := ||e_n||_{L^2} = (2n + 1)^{-1/2}$. If we endow $\mathbb{R}^{N+1}$ with the norm $||z||_{\theta} := (\sum_{n=0}^{N} \theta_n^2 z_n^2)^{1/2}$ and denote the resulting space with $\mathbb{R}_{\theta}^{N+1}$, $\Phi_N$ becomes additionally isometric. Using this isomorphism, many operations on $X_N$ will prove easily computable by simple basis representations:

**Lemma 4.2 (Inner Product and Derivation)**

a) We denote the weight matrix of the basis by $W := \text{diag} (\theta_0^2, \ldots, \theta_N^2) \in \mathbb{R}^{(N+1) \times (N+1)}$. Then the inner product takes the following representation for all $\psi, \tilde{\psi} \in X_N$:

$$(\psi, \tilde{\psi})_{L^2} = (\Phi_N^{-1} \psi)^T W^2 (\Phi_N^{-1} \tilde{\psi}) = \sum_{n=0}^{N} (\Phi_N^{-1} \psi)_n (\Phi_N^{-1} \tilde{\psi})_n \theta_n^2$$

b) Let $\partial_x \in L(X_N)$ be the derivative operator. Then $\partial_x$ allows for a basis representation $\partial_x = \Phi_N B_N \Phi_N^{-1}$ with the matrix

$$B_N = \omega^{-3/2} \begin{pmatrix} 0 & 2 & 0 & 2 & \ldots \\ 0 & 6 & 0 & \ddots & \vdots \\ 0 & 10 & \ddots & 4N-10 \\ 0 & \ddots & 0 \\ \vdots & \ddots & 4N-2 \\ 0 & \end{pmatrix} \in \mathbb{R}^{(N+1) \times (N+1)}$$

**Proof.**

a) Direct Computation shows:

$$(\psi, \tilde{\psi})_{L^2} = \left( \sum_{n=0}^{N} (\Phi_N^{-1} \psi)_n e_n, \sum_{m=0}^{N} (\Phi_N^{-1} \tilde{\psi})_m e_m \right)_{L^2}$$

$$= \sum_{n,m=0}^{N} (\Phi_N^{-1} \psi)_n (\Phi_N^{-1} \tilde{\psi})_m (e_n, e_m)_{L^2}$$

$$= \sum_{n=0}^{N} (\Phi_N^{-1} \psi)_n (\Phi_N^{-1} \tilde{\psi})_n \theta_n^2 = (\Phi_N^{-1} \psi)^T W (\Phi_N^{-1} \tilde{\psi})$$

b) First of all, we have to show that $\partial_x \in L(X_N)$ holds true: For every element $\psi \in X_N$, $\psi$ is a polynomial with $\deg \psi \leq N$, meaning that $\psi'$ is a polynomial with $\deg \psi' \leq N - 1$, in particular $\psi' \in X_N$. So $\partial_x$ is a linear operator
mapping from $X_N$ to $X_N$. Since $X_N$ is of finite dimension, this immediately ensures the continuity of $\partial_x$, resulting in $\partial_x \in L(X_N)$. Now we can define $B_N := \Phi_N^{-1} \partial_x \Phi_N : \mathbb{R}^{N+1} \to \mathbb{R}^{N+1}$. As a composition of linear operators, $B_N$ itself is linear and can therefore be represented by a matrix which we also denote with $B_N \in \mathbb{R}^{(N+1) \times (N+1)}$. If we express $B_N$ by its columns, it takes the form $B_N = (\Phi_N^{-1} e'_0, ..., \Phi_N^{-1} e'_N)$. In addition, the basis functions are defined as $e_n(x) = \omega^{1/2} L_n(-1 + 2\omega^{-1}(x - x_0))$ and the derivative of $L_n$ satisfies the recursion formula (2.11), which results in

$$e'_n = \omega^{3/2} [(4(n - 1) + 2)e_{n-1} + (4(n - 3) + 2)e_{n-3} + ...] \quad (n = 1, ..., N)$$

Now the basis representations $\Phi_N^{-1} e'_n$ are clearly visible, resulting in the matrix $B_N$ from the claim.

Now all pieces are assembled to obtain basis representations of $A_N$ and $\delta_N$ which are the key components of the discretized problem (4.1). Let $A_N(t, u, \mu) \in \mathbb{R}^{(N+1) \times (N+1)}$ be the basis representation of $A_N(t, u, \mu)$, i.e. $A_N(t, u, \mu) = \Phi_N A_N(t, u, \mu) \Phi_N^{-1}$. This takes the form

$$A_N(t, u, \mu) = \kappa(t, u, \mu) \mathbb{1}_N - B_N - \Gamma_N \quad (t \in (0, T), u \in U_{ad}, \mu \in \Omega)$$

where $\mathbb{1}_N$ denotes the unity matrix in $\mathbb{R}^{N+1}$ and $\Gamma_N$ is the basis representation for the mapping $\psi \mapsto \psi(0)\delta_N$. Similarly, let $\gamma_N \in \mathbb{R}^{N+1}$ be the basis representation of the vector $\delta_N$, i.e. $\delta_N = \Phi_N \gamma_N$. If we can identify $\gamma_N$ and $\Gamma_N$, then the solution $y_N$ of (4.1) can be obtained by solving the following problem in $\mathbb{R}^{N+1}$:

$$\begin{align*}
\dot{\varphi}_N(t) &= A_N(t, u, \mu)\varphi_N(t) + g\gamma_N \quad \text{for } t \in (0, T) \\
\varphi_N(0) &= \Phi_N^{-1} y_0
\end{align*} \quad (4.2)$$

Setting $y_N(t) := \Phi_N \varphi_N(t)$ yields the solution of (4.1). Now all that is left to do is getting to $\gamma_N$ and $\Gamma_N$.
Lemma 4.3 \((\gamma_N\) and \(\Gamma_N\))

\(\gamma_N\) and \(\Gamma_N\) take the following representations:

\[
\gamma_N = \omega^{-1/2} \left(1, -3, 5, ..., (-1)^N(2N + 1)\right)^T \in \mathbb{R}^{N+1}
\]

\[
\Gamma_N = \omega^{-1/2} \begin{pmatrix}
1 & -1 & \cdots & 1 \cdot (-1)^N \\
-3 & 3 & \cdots & -3 \cdot (-1)^N \\
5 & -5 & \cdots & 5 \cdot (-1)^N \\
\vdots & \vdots & \ddots & \vdots
\end{pmatrix} \in \mathbb{R}^{(N+1)\times(N+1)}
\]

Proof. We can write \(\delta_N = \Phi_N \gamma_N\). For every \(\psi \in X_N\), for example \(\psi = \Phi_N \varphi\) with \(\varphi \in \mathbb{R}^{N+1}\), \(\delta_N\) satisfies \((\delta_N, \psi)_{L^2} = \psi(\mathbf{x})\). Using Lemma 4.2a) along with Lemma 4.1b) this is equivalent to

\[
\sum_{n=0}^{N} (\gamma_N)_n \psi_n \theta_n^2 = w^{-1/2} (\varphi_0 - \varphi_1 + \varphi_2 - \varphi_3 + ...)
\]

Since this equality has to hold for every \(\varphi \in \mathbb{R}^{N+1}\), we get \((\gamma_N)_n \theta_n^2 = (-1)^n w^{-1/2}\) and hence the proposed shape of \(\gamma_N\).

For \(\Gamma_N\), we first observe that as a basis representation, it takes the form

\[
\Gamma_N = (\Phi_N^{-1}(e_0(\mathbf{x}) \delta_N), ..., \Phi_N^{-1}(e_N(\mathbf{x}) \delta_N)) = (e_0(\mathbf{x}) \gamma_N, ..., e_N(\mathbf{x}) \gamma_N)
\]

\[
= \omega^{-1/2} (\gamma_N, -\gamma_N, \gamma_N, ...)
\]

Along with the above shape of \(\gamma_N\), this yields the proposition. \(\square\)

At this point, the semidiscretization is complete. What remains to be done is the time integration of the resulting ODE (4.1) respectively (4.2).

4.1.3 Time Discretization

To solve the ODE (4.1) respectively (4.2), a time grid \(0 = t_0 < ... < t_K = T\), is introduced which we assume to be equidistant for simplicity of notation, i.e. \(t_k = k\Delta t\) where \(\Delta t > 0\) is a time step size. We will examine two discretization methods in the following sections, both of which will result in a discrete system of the following kind:

\[
\mathcal{L}_N^k(u, \mu)y_N^{k+1} = \mathcal{L}_E^k(u, \mu)y_N^k + \Delta t z_N^k(u, \mu) \quad \text{for } k = 0, ..., K - 1
\]

\[
y_N^0 = P_N y_0
\]

(4.3)
Here, \( \{L_{k}^{k}(u, \mu)\}_{k=0}^{K-1} \subset L(\mathcal{X}) \) is a series of implicit and explicit operators and \( \{z_{k}^{k}(u, \mu)\}_{k=0}^{K-1} \subset X_{N} \) are inhomogeneities. Let \( \tilde{L}_{k}^{k}(u, \mu) := \Phi_{N}^{-1}L_{k}^{k}(u, \mu)\Phi_{N} \in \mathbb{R}^{(N+1) \times (N+1)} \) as well as \( \tilde{z}_{k}^{k}(u, \mu) = \Phi_{N}^{-1}z_{k}^{k}(u, \mu) \in \mathbb{R}^{N+1} \) denote the basis representations in \( \mathbb{R}^{N+1} \), then the basis representation form of (4.3) is given by

\[
\tilde{L}_{k}^{k}(u, \mu)\varphi_{0}^{k} = \tilde{L}_{E}^{k}(u, \mu)\varphi_{0}^{k} + \Delta t\tilde{z}_{k}^{k}(u, \mu) \quad \text{for } k = 0, ..., K-1
\]

(4.4)

This notation is strongly influenced by [10], where it is called a parametrized evolution scheme and it is assumed that \( L_{k}^{k}(u, \mu) \) respectively \( \tilde{L}_{k}^{k}(u, \mu) \) are positive definite operators. The latter is often the case for parabolic equations but does not hold true here.

### A \( \vartheta \)-method

We introduce a parameter \( \vartheta \in [0, 1] \) interpolating between a time-explicit (\( \vartheta = 0 \)) and time-implicit (\( \vartheta = 1 \)) method. Abbreviating \( y_{k}^{k} \approx y_{N}(t_{k}) \) for \( k = 0, ..., K \), the ODE in (4.1) is replaced by

\[
\frac{y_{k+1}^{k} - y_{k}^{k}}{\Delta t} = \vartheta z_{k}^{k}(u, \mu)y_{k}^{k} + (1 - \vartheta)z_{k}^{k}(u, \mu)y_{N}^{k} + g\delta_{N}
\]

Reforming this yields the system (4.3) with the operators

\[
L_{k}^{k}(u, \mu) = 1 - \vartheta \Delta t\varphi_{N}^{k+1}(u, \mu), \quad L_{E}^{k}(u, \mu) = 1 + (1 - \vartheta)\Delta tA_{N}^{k}(u, \mu)
\]

and the inhomogeneity \( z_{k}^{k}(u, \mu) = g\delta_{N} \). Note that in this case, 1 is not understood as a simple scalar but as the implied scalar multiplication in \( \mathcal{X} \), i.e. the identity mapping \( 1 : \mathcal{X} \rightarrow \mathcal{X}, \psi \mapsto 1 \cdot \psi = \psi \). The basis representation form (4.4) is then reached with the operators

\[
\tilde{L}_{k}^{k}(u, \mu) = 1 - \vartheta \Delta t\varphi_{N}^{k+1}(u, \mu), \quad \tilde{L}_{E}^{k}(u, \mu) = 1 + (1 - \vartheta)\Delta tA_{N}^{k}(u, \mu)
\]

as well as \( \tilde{z}_{k}^{k}(u, \mu) = g\gamma_{N} \). Again, 1 denotes the scalar multiplication operator, this time in \( \mathbb{R}^{N+1} \).
Discretization

The classical Runge-Kutta method

The classical Runge-Kutta method is a one-step method of fourth order and has the following tableau:

\[
\begin{array}{c|cccc}
  & 0 & \frac{1}{2} & \frac{1}{2} & \frac{1}{2} \\
 1 & 0 & 0 & 1 & \frac{1}{3} \\
 2 & \frac{1}{6} & \frac{1}{3} & \frac{1}{3} & \frac{1}{6} \\
\end{array}
\]

This means that the solution at the next time step is computed by

\[
\frac{y_{N}^{k+1} - y_{N}^{k}}{\Delta t} = \frac{B_1}{6} + \frac{B_2}{3} + \frac{B_3}{3} + \frac{B_4}{6}
\]

(4.5)

where \(B_1^k, \ldots, B_4^k\) are the weights which depend on the right-hand side of (4.1). We will in the following omit the \((u, \mu)\)-argument for reasons of clarity and abbreviate \(\mathcal{A}_N(t_k + \frac{1}{2})\). The weights then take the shape

\[
B_1^k = \mathcal{A}_N y_N^k + g\delta_N
\]

\[
B_2^k = \mathcal{A}_N^{k+\frac{1}{2}} \left( y_N^k + \frac{\Delta t}{2} B_1^k \right) + g\delta_N
\]

\[
= \frac{\Delta t}{2} \mathcal{A}_N^{k+\frac{1}{2}} \mathcal{A}_N y_N^k + \mathcal{A}_N^{k+\frac{1}{2}} \left( y_N^k + \frac{\Delta t}{2} g\delta_N \right) + g\delta_N
\]

\[
B_3^k = \mathcal{A}_N^{k+\frac{1}{2}} \left( y_N^k + \frac{\Delta t}{2} B_2^k \right) + g\delta_N
\]

\[
= \frac{\Delta t^2}{4} \mathcal{A}_N^{k+\frac{1}{2}} \mathcal{A}_N^{k+\frac{1}{2}} \mathcal{A}_N y_N^k + \frac{\Delta t}{2} \mathcal{A}_N^{k+\frac{1}{2}} \mathcal{A}_N^{k+\frac{1}{2}} \left( y_N^k + \frac{\Delta t}{2} g\delta_N \right) + \mathcal{A}_N^{k+\frac{1}{2}} \left( y_N^k + \frac{\Delta t}{2} g\delta_N \right) + g\delta_N
\]

\[
B_4^k = \mathcal{A}_N^{k+1} \left( y_N^k + \Delta t B_3^k \right) + g\delta_N
\]

\[
= \frac{\Delta t^3}{4} \mathcal{A}_N^{k+1} \mathcal{A}_N^{k+\frac{1}{2}} \mathcal{A}_N^{k+\frac{1}{2}} \mathcal{A}_N y_N^k + \frac{\Delta t^2}{2} \mathcal{A}_N^{k+\frac{1}{2}} \mathcal{A}_N^{k+\frac{1}{2}} \mathcal{A}_N^{k+\frac{1}{2}} \left( y_N^k + \frac{\Delta t}{2} g\delta_N \right) + \Delta t \mathcal{A}_N^{k+\frac{1}{2}} \mathcal{A}_N^{k+\frac{1}{2}} \left( y_N^k + \frac{\Delta t}{2} g\delta_N \right) + g\delta_N
\]

Inserting these weights into (4.5) yields the form (4.3) where the operators are
given by $\mathcal{L}_I^k = 1$ and

$$
\mathcal{L}_E^k = 1 + \frac{\Delta t}{6} \left( 4\mathcal{A}_N^k + \frac{4}{3}\mathcal{A}_N^{k+1} + \mathcal{A}_N^{k+1} \right) + \frac{\Delta t^2}{6} \left( \frac{2}{3}\mathcal{A}_N^{k+\frac{1}{2}} \mathcal{A}_N^k + \frac{1}{3}\mathcal{A}_N^{k+\frac{3}{2}} \mathcal{A}_N^k + \frac{1}{3}\mathcal{A}_N^{k+1} \mathcal{A}_N^{k+\frac{1}{2}} \right)
+ \frac{\Delta t^3}{12} \left( \frac{2}{3}\mathcal{A}_N^{k+\frac{1}{2}} \mathcal{A}_N^{k+\frac{1}{2}} \mathcal{A}_N^k + \frac{1}{3}\mathcal{A}_N^{k+\frac{3}{2}} \mathcal{A}_N^{k+\frac{3}{2}} \mathcal{A}_N^k + \frac{1}{3}\mathcal{A}_N^{k+1} \mathcal{A}_N^{k+\frac{3}{2}} \mathcal{A}_N^{k+\frac{1}{2}} \right)
+ \Delta t \mathcal{A}_E^{k+1} \mathcal{A}_N^{k+\frac{1}{2}} \mathcal{A}_N^{k+\frac{1}{2}} \mathcal{A}_N^k
$$

The inhomogeneities on the other hand are

$$
z_N^k = \left[ 1 + \frac{\Delta t}{6} \left( 2\mathcal{A}_N^{k+\frac{1}{2}} + 2\mathcal{A}_N^{k+1} \right) + \frac{\Delta t^2}{12} \left( 2\mathcal{A}_N^{k+\frac{1}{2}} \mathcal{A}_N^{k+\frac{1}{2}} + 2\mathcal{A}_N^{k+1} \mathcal{A}_N^{k+\frac{1}{2}} \right) + \frac{\Delta t^3}{24} \mathcal{A}_N^{k+1} \mathcal{A}_N^{k+\frac{3}{2}} \mathcal{A}_N^{k+\frac{3}{2}} \mathcal{A}_N^{k+\frac{3}{2}} \mathcal{A}_N^k \right] g\delta_N
$$

The basis representations in (4.4) take the shape $\hat{\mathcal{L}}_I^k = 1$ and

$$
\hat{\mathcal{L}}_E^k = 1 + \frac{\Delta t}{6} \left( A_N^k + 4A_N^{k+\frac{1}{2}} + A_N^{k+1} \right) + \frac{\Delta t^2}{6} \left( A_N^{k+\frac{1}{2}} A_N^k + A_N^{k+\frac{3}{2}} A_N^{k+\frac{1}{2}} + A_N^{k+1} A_N^{k+\frac{3}{2}} \right)
+ \frac{\Delta t^3}{12} \left( A_N^{k+\frac{1}{2}} A_N^{k+\frac{1}{2}} A_N^k + A_N^{k+1} A_N^{k+\frac{1}{2}} A_N^{k+\frac{3}{2}} \right) + \Delta t \mathcal{A}_E^{k+1} A_N^{k+\frac{1}{2}} A_N^{k+\frac{1}{2}} A_N^{k+\frac{3}{2}} A_N^k
$$

Last of all, we have

$$
\hat{z}_N^k = \left[ 1 + \frac{\Delta t}{6} \left( 2A_N^{k+\frac{1}{2}} + A_N^{k+1} \right) + \frac{\Delta t^2}{6} \left( A_N^{k+\frac{1}{2}} A_N^{k+1} + A_N^{k+1} A_N^{k+\frac{3}{2}} \right) + \frac{\Delta t^3}{12} A_N^{k+1} A_N^{k+\frac{3}{2}} A_N^{k+\frac{3}{2}} \mathcal{A}_N^{k+\frac{3}{2}} \mathcal{A}_N^k \right] g\gamma_N
$$

### 4.2 Discretization using Finite Differences (FD)

As is typical for a FD method, a spatial grid $\mathbf{x} = x_0 < ... < x_{N_x} = \mathbf{x}$ is introduced to turn the PDE (3.1) into an ODE. Assuming that an equidistant grid is used, i.e. $x_i = x_0 + i\Delta x$ with a step size $\Delta x > 0$, the spatial derivatives $y_x(x)$ at the grid point $x = x_i$ can be approximated by a forward Euler discretization as follows:

$$
y_x(t, x_i) \approx \frac{y(t, x_{i+1}) - y(t, x_i)}{\Delta x} \quad (t \in (0, T), i = 0, ..., N_x - 1)
$$
Discretization

Utilizing this representation, the PDE (3.1) is replaced by the following ODE system:

\[
y_t(t, x_i) + \frac{y(t, x_{i+1}) - y(t, x_i)}{\Delta x} = \kappa(t, u, \mu) y(t, x_i) \quad \text{for } t \in (0, T), \quad \text{and } i = 0, ..., N_x - 1 \]

\[
y(t, x_0) = g \quad \text{for } t \in (0, T) \]

\[
y(0, x_i) = y_0(x_i) \quad \text{for } i = 0, ..., N_x
\]

(4.6)

For the time discretization, another \(\vartheta\)-method is introduced like in Section 4.1.3: Let \(\vartheta \in [0, 1]\) again be the parameter interpolating between the fully explicit (\(\vartheta = 0\)) and fully implicit (\(\vartheta = 1\)) time discretization. Furthermore, we abbreviate \(y_{k}^{i} \approx y(t_k, x_i)\) for \(i = 0, ..., N_x\) and \(k = 0, ..., K\). Applying the \(\vartheta\)-method results in the following discrete system for \(i = 1, ..., N_x\) and \(k = 0, ..., K - 1\):

\[
\frac{y_{i-1}^{k+1} - y_i^k}{\Delta t} = \vartheta \left( \kappa^{k+1}(u, \mu) y_{i-1}^{k+1} - \frac{y_{i-1}^{k+1} - y_{i-1}^k}{\Delta x} \right)
\]

\[
+ (1 - \vartheta) \left( \kappa^k(u, \mu) y_i^k - \frac{y_i^k - y_{i-1}^k}{\Delta x} \right)
\]

(4.7)

Note that in comparison to the system (4.6), the index \(i\) has been shifted to \(i - 1\). We introduce for \(k = 0, ..., K\) the vector \(y^k \in \mathbb{R}^{N_x}\) with \(y^k = (y_1^k, ..., y_{N_x}^k)^T\). Furthermore, let \(B_{N_x} \in \mathbb{R}^{N_x \times N_x}\) be given by

\[
B_{N_x} = \begin{pmatrix}
0 \\
1 & \ddots & \ddots \\
& \ddots & \ddots & 1 \\
& & \ddots & 0
\end{pmatrix}
\]

We then observe that we can write \((y_{k}^{1}, ..., y_{N_x}^{k-1})^T = B_{N_x} y^k + g e_1\) where \(e_1 \in \mathbb{R}^{N_x}\) denotes the first unit vector. This is due to the fact that \(y_0^k = g\) always holds true because of the boundary condition at \(x = x_0\). Using this, (4.7) can be vectorized as follows:

\[
\left(1 - \Delta t \vartheta \kappa^{k+1}(u, \mu) \right) (B_{N_x} y^{k+1} + g e_1) + \vartheta \frac{\Delta t}{\Delta x} (y^{k+1} - B_{N_x} y^{k+1} - g e_1)
\]

\[
= (1 + \Delta t (1 - \vartheta) \kappa^k(u, \mu)) (B_{N_x} y^k + g e_1) - (1 - \vartheta) \frac{\Delta t}{\Delta x} \left( y^k - B_{N_x} y^k - g e_1 \right)
\]
This can be written in the following form which is of the same shape as (4.3) or (4.4):

\[
L^k_I(u, \mu)y^{k+1} = L^k_E(u, \mu)y^k + \Delta tz^k(u, \mu) \quad \text{for } k = 0, \ldots, K-1
\]

(4.8)

Here, \( \eta_0 \in \mathbb{R}^{N_x} \) is the discretized initial condition, meaning \( \eta_{0,i} = y_0(x_i) \) for \( i = 1, \ldots, N_x \). The implicit and explicit operators are given by

\[
L^k_I(u, \mu) = \left[ 1 - \Delta t \vartheta \left( \kappa^{k+1}(u, \mu) + \frac{1}{\Delta x} \right) \right] B_{N_x} + \vartheta \frac{\Delta t}{\Delta x}
\]

\[
L^k_E(u, \mu) = \left[ 1 + \Delta t(1 - \vartheta) \left( \kappa^k(u, \mu) + \frac{1}{\Delta x} \right) \right] B_{N_x} - (1 - \vartheta) \frac{\Delta t}{\Delta x}
\]

and the inhomogeneities look like this:

\[
z^k(u, \mu) = \left( \frac{1}{\Delta x} + (1 - \vartheta)\kappa^k(u, \mu) + \vartheta \kappa^{k+1}(u, \mu) \right) g e_1
\]

We can finally give some thought to the space in which (4.8) is to be understood. Of course, the vectors all come from \( \mathbb{R}^{N_x} \) yet it is not obvious what the inner product should look like. First of all, a vector \( y = (y_1, \ldots, y_{N_x}) \in \mathbb{R}^{N_x} \) can be understood as a discretization of a function \( \tilde{y} : [x_0, x_1] \to \mathbb{R} \). If we postulate \( \tilde{y} \in L^2([x_0, x_1]) \), then the norm \( ||y|| \) should somehow approximate the norm \( ||\tilde{y}||_{L^2([x_0, x_1])} \). Seeing as \( y \) only contains information at the grid points \( x_i \) for \( i = 1, \ldots, N_x \), the natural way to approximate the integral is using the trapezoidal rule:

\[
||\tilde{y}||^2_{L^2([x_0, x_1])} = \int_{x_0}^{x_1} |\tilde{y}|^2 dx \approx \frac{\Delta x}{2} y^2_1 + \Delta x \sum_{i=2}^{N_x-1} y_i^2 + \frac{\Delta x}{2} y_{N_x}^2
\]

Introducing the symmetric, positive definite weight matrix

\[
W := \text{diag} \left( \frac{\Delta x}{2}, \Delta x, \ldots, \Delta x, \frac{\Delta x}{2} \right) \in \mathbb{R}^{N_x \times N_x}
\]

now allows us to formulate an inner product on \( \mathbb{R}^{N_x} \) which can be written as

\[
(y, z)_W := y^T W z.
\]
The RB-Method

The results of the discretization methods from Chapter 4 all share common characteristics: Working from a finite-dimensional Hilbert space $X_N$ with inner product $(\cdot, \cdot)$, a sequence $\{y^k_N(u, \mu)\}_{k=0}^K \subset X_N$ is created where $y^k_N(u, \mu)$ represents in some way the discrete solution at the time $t_k$. Notice that in this chapter, the $(u, \mu)$-dependency of the solution will always be expressed by writing $y^k_N(u, \mu)$. This series will from now on be referred to as the detailed solution. As was previously demonstrated, it allows for a recursive representation that can be expressed as

$$
\begin{align*}
\mathcal{L}_I^k(u, \mu)y^{k+1}_N(u, \mu) &= \mathcal{L}_E^k(u, \mu)y^k_N(u, \mu) + \Delta t z^k(u, \mu), \quad k = 0, \ldots, K - 1 \\
y^0_N(u, \mu) &= \eta^0
\end{align*}
$$

If $N$ and $K$ are large numbers, computing the detailed solution for different parameters $(u, \mu) \in U_{ad} \times Q$ can be very expensive. It is for such reasons that RB methods have been established that all share the same basic idea: A low-dimensional subspace $X_H \subset X_N$ of dimension $H \ll N$ called the RB-space is created after which the recursion (5.1) is projected from $X_N$ to $X_H$, resulting in a so-called reduced solution $\{y^k_H(u, \mu)\}_{k=0}^K \subset X_H$. Because of $H \ll N$, these computations will be much less expensive. The problem that now has to be considered is the generation of this suitable space $X_H$, which has to fulfill two general requirements:

1. The loss of information between the detailed and the reduced solution has to be acceptable.
2. The time invested in the generation of the RB-space should be much less than what is saved through its utility.

This chapter focusses on two questions: First, for a given RB-space $X_H \subset X_N$, how exactly is the $N$-dimensional system (5.1) projected onto $X_H$? And second, how can a suitable RB-space be generated in the first place? Throughout the following pages, we follow the approach laid out by Haasdonk and Ohlberger in [10], which adopts what they call a parametrized evolution scheme based primarily on a representation for the detailed solution of the type (5.1).

5.1 Model Order Reduction

In this section we assume that a RB-space $X_H \subset X_N$ has been generated. We can further assume that an orthonormal basis $\Psi_H = \{\psi_1, ..., \psi_H\}$ is available which spans $X_H$. Given this situation, we have to establish how to project the system (5.1) onto $X_H$ as well as how the arising error can be estimated without having to compute the detailed solution. Lastly, it would be desirable to establish efficient computation strategies of both the reduced solution and the error estimator.

5.1.1 A Galerkin Ansatz

Since $X_N$ is a Hilbert space with inner product $(\cdot, \cdot)$, projecting (5.1) onto $X_H$ is a very straightforward Galerkin ansatz: The reduced solution $\{y_h^k(u, \mu)\}_{k=0}^{K} \subset X_H$ has to fulfill the following recursion:

$$
\begin{align*}
(L^k(u, \mu) y_{H}^{k+1}(u, \mu), \psi_h) &= (L^k_{E}(u, \mu) y_h^{k}(u, \mu) + \Delta t z^k(u, \mu), \psi_h) & (k = 0, ..., K, h = 1, ... H) \\
(y_0^H(u, \mu), \psi_h) &= (y_0^0, \psi_h) & (h = 1, ..., H)
\end{align*}
$$

Furthermore, $y_h^k(u, \mu)$ can be expressed by the basis $\Psi_H$, for example

$$
y_H^k(u, \mu) = \sum_{h=1}^{H} a_h^k(u, \mu) \psi_h, \quad k = 0, ..., K - 1, (u, \mu) \in U_{ad} \times D
$$

with the coordinate trajectory $\{a^k(u, \mu)\}_{k=0}^{K} \subset R^H$. Inserting this into the system above yields the following reduced system in $R^H$:

$$
\begin{align*}
L^k_{I}(u, \mu) a_{k+1}(u, \mu) = L^k_{E}(u, \mu) a^k(u, \mu) + \Delta t b^k(u, \mu), \quad k = 0, ..., K - 1 \\
a^0(u, \mu) = \zeta^0
\end{align*}
$$

(5.2)
where the abbreviations are as follows:

\[
\begin{align*}
[L^k_{I/E}(u, \mu)]_{h\ell} &= (\mathcal{L}^k_{I/E}(u, \mu)\psi_h, \psi_{\ell}), & h, \ell = 1, \ldots, H \\
b^k_h(u, \mu) &= (z^k(u, \mu), \psi_h), & h = 1, \ldots, H \\
\zeta_h^0 &= (\eta^0, \psi_h), & h = 1, \ldots, H
\end{align*}
\]

5.1.2 Error estimate

After having computed a reduced solution \( \{y^k_H(u, \mu)\}_{k=0}^K \subset X_H \) whose RB representation is given by (5.2), the next objective is of course to assess the error to the detailed solution \( \{y^k_N(u, \mu)\}_{k=0}^K \subset X_N \) given by (5.1). For efficiency purposes, this generally has to be done without actually computing the detailed solution. After all, the very reason why a RB method is used is in order to mostly prevent these costly computations.

Following again Haasdonk and Ohlberger in [10], we define for \( k = 0, \ldots, K \) and a fixed pair \((u, \mu) \in U_{ad} \times \mathcal{D}\) the error difference between the two solutions as

\[ e^k_H(u, \mu) := y^k_H(u, \mu) - y^k_N(u, \mu) \in X_N. \]

Our objective is to obtain an error estimator \( \Delta^k_H(u, \mu) > 0 \) which is computable without the detailed solution and is a rigorous error bound, meaning that we have \( \|e^k_H(u, \mu)\|_{X_N} \leq \Delta^k_H(u, \mu) \) for all \( k = 0, \ldots, K \).

**Theorem 5.1**

Let \((u, \mu) \in U_{ad} \times \mathcal{D}\) be a given control-parameter pair. Furthermore, let the operators in (5.1) be uniformly bounded in time, meaning that there are constants \( C_I(u, \mu), C_E(u, \mu) > 0 \) such that

\[
\begin{align*}
\left\| \mathcal{L}^k_I(u, \mu)^{-1} \right\|_{L(X_N)} &\leq C_I(u, \mu), \\
\left\| \mathcal{L}^k_E(u, \mu) \right\|_{L(X_N)} &\leq C_E(u, \mu) \quad (k = 0, \ldots, K)
\end{align*}
\]

We define the residual \( R^k_H(u, \mu) \in X_N \) for \( k = 0, \ldots, K - 1 \) by

\[
R^{k+1}_H(u, \mu) := \mathcal{L}^k_I(u, \mu)y^k_H(u, \mu) - \mathcal{L}^k_E(u, \mu)y^k_H(u, \mu) - z^k(u, \mu)
\]

If the RB space satisfies the initial condition \( \eta^0 \in X_H \), then a rigorous error estimate as mentioned above is given by the following canonical estimator

\[
\Delta^k_H(u, \mu) = \Delta t \sum_{j=0}^{k-1} C_E(u, \mu)^{k-1-j} C_I^{k-j}(u, \mu) \left\| R^{j+1}_H(u, \mu) \right\|_{X_N} \quad (5.3)
\]
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Proof. See Proposition 4.2 in [10]. □

Two things have to be mentioned here. First of all, the error estimator \( \Delta_H^k(u, \mu) \) depends on the operator bounds \( C_I(u, \mu) \) and \( C_E(u, \mu) \) as well as on the residual norms \( \|R_H^k(u, \mu)\| \). The latter depend only on the reduced solution \( \{y_H^k(u, \mu)\}_{k=0}^K \), so the computation of the detailed solution is in fact not necessary. Second, in the case \( C_E(u, \mu), C_I(u, \mu) \leq 1 \), the error estimator can be altered to the simplified error estimator

\[
\tilde{\Delta}_H^k(u, \mu) = \Delta_t^k \sum_{j=0}^{k-1} \left\| R_H^{j+1}(u, \mu) \right\|_{X_N} \quad (5.4)
\]

In Section 6.1.4, there is a brief overview concerning the occurring operator norms. However, we will already mention here that the general case will be \( C_E = 1 \) and \( C_I > 1 \) but \( C_I \approx 1 \). This will still allow for the usage of the estimator in (5.4). It has to be stated, however, that we cannot ensure that \( \|e_H^k(u, \mu)\|_{X_N} \leq \tilde{\Delta}_H^k(u, \mu) \) really holds true in all cases. In order to do so, we will have to use the estimator \( \Delta_H^k(u, \mu) \) given by (5.3) with fitting values for \( C_E, C_I \), although this may well lead to the estimates getting out of hand, especially for finer time grids because of the exponential dependence on \( k \). A comparison between the \( \Delta_H^k \) and \( \tilde{\Delta}_H^k \) is presented in Section 6.2.1.

5.1.3 Affine Parameter Dependency

By observing all possible shapes of the operators \( \mathcal{L}_{I/E}^k(u, \mu) \in L(X_N) \) along with the vectors \( z^k(u, \mu) \in X_N \), we observe that the variables \( k, u \) and \( \mu \) only occur in scalar corollary functions. This means that there are time-, control- and parameter-independent operators respectively vectors such that \( \mathcal{L}_{I/E}^k(u, \mu) \) and \( z^k(u, \mu) \) are always contained in their linear span. In mathematical notation, we have operators \( \mathcal{P}_{I/E}^1, ..., \mathcal{P}_{I/E}^{Q_{I/E}} \in L(X_N) \) and vectors \( \varrho^1, ..., \varrho^{Q_{I/E}} \in X_N \) such that for all \( k = 0, ..., K - 1 \), \( u \in U_{ad} \) and \( \mu \in \mathcal{D} \), we get

\[
\mathcal{L}_{I/E}^k(u, \mu) = \sum_{q=1}^{Q_{I/E}} \sigma_{I/E}^q(t^k, u, \mu) \mathcal{P}_{I/E}^q, \quad z^k(u, \mu) = \sum_{q=1}^{Q_{I/E}} \sigma_{z}^q(t^k, u, \mu) \varrho^q \quad (5.5)
\]

We have made use of coefficient functions \( \sigma_{I/E/z}^q : [0, T] \times U_{ad} \times \mathcal{D} \to \mathbb{R} \) which contain all time-, control- and parameter-dependencies.
Efficient computation of the reduced solution

Using the knowledge of these shapes renders a similar parameter-dependence for the matrices and vectors which were introduced in Section 5.1.1 for the computation of the reduced solution:

\[ L^k_{I/E}(u, \mu) = \sum_{q=1}^{Q_{I/E}} \sigma^q_{I/E}(t^k, u, \mu) P^q_{I/E}, \quad b^k_h(u, \mu) = \sum_{q=1}^{Q_z} \sigma^q_z(t^k, u, \mu) p^q \]

where we have set

\[ [P^q_{I/E}]_{hl} = \left( q^q_{I/E} \psi_h, \psi_l \right), \quad p^q_h = (q^q, \psi_h) \quad (h, l = 1, \ldots, H) \]

For implementation purposes, this can be further simplified. First of all, we can assume without loss of generality that the Hilbert space is given by \( \mathbb{R}^{N_x} \) with \( N_x \in \mathbb{N}_0 \) and that the inner product is given by \( (\varphi, \tilde{\varphi}) = \varphi^T W \tilde{\varphi} \) where \( W \in \mathbb{R}^{N_x \times N_x} \) is a symmetric, positive definite matrix. For the FD-method from Section 4.2, this is already the case with \( W = \Delta x \text{diag}(1, 2, \ldots, 2, 1)/2 \). In case of the polynomial method introduced in Section 4.1, we can work with the basis representation formulation (4.4) which uses the space \( \mathbb{R}^{N_x} \) with \( N_x := N+1 \) and the matrix \( W = \Gamma^2 \), as was shown in Lemma 4.2a).

We define the RB matrix \( \Psi_H = [\psi_1, \ldots, \psi_H] \in \mathbb{R}^{N_x \times H} \) and can conclude

\[ P^q_{I/E} = \Psi^T W q^q_{I/E} \Psi, \quad p^q = \Psi^T W q^q \]

Efficient computation of the error estimator

In order to make feasible use of the estimator \( \Delta_H \) and \( \tilde{\Delta}_H \) from (5.3) respectively (5.4), the residual norms \( ||R^j_H(u, \mu)|| \) have to be computed in an efficient way. Following again Haasdonk and Ohlberger in [10], we can transform the norm utilizing
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the inner pro duct $(\cdot, \cdot)$ in $X_N$:

\[
\left\| R^{k+1}_H (u, \mu) \right\|^2_{X_N} = \left( R^{k+1}_H (u, \mu), R^{k+1}_H (u, \mu) \right)
\]

\[
= \frac{1}{\Delta t^2} \left( \mathcal{L}_I^k (u, \mu) y_H^{k+1} (u, \mu), \mathcal{L}_I^k (u, \mu) y_H^{k+1} (u, \mu) \right) \\
+ \frac{1}{\Delta t^2} \left( \mathcal{L}_E^k (u, \mu) y_H^k (u, \mu), \mathcal{L}_E^k (u, \mu) y_H^k (u, \mu) \right) \\
- \frac{2}{\Delta t^2} \left( \mathcal{L}_I^k (u, \mu) y_H^{k+1} (u, \mu), \mathcal{L}_E^k y_H^k \right) \\
- \frac{1}{\Delta t} \left( \mathcal{L}_I^k (u, \mu) y_H^{k+1} (u, \mu), z^k (u, \mu) \right) \\
+ \frac{1}{\Delta t} \left( \mathcal{L}_E^k (u, \mu) y_H^k (u, \mu), z^k (u, \mu) \right) + (z^k (u, \mu), z^k (u, \mu))
\]

As it was already done in the section above for the computation of the reduced solution, we are now interested in containing the parameter-control-dependency in scalar coefficient functions. Using the decompositions in (5.5), we observe for the first term above:

\[
\left( \mathcal{L}_I^k (u, \mu) y_H^{k+1} (u, \mu), \mathcal{L}_I^k (u, \mu) y_H^{k+1} (u, \mu) \right)
\]

\[
= \sum_{q, q' = 1}^{Q_I} \sigma_I^q (t^k, u, \mu) \sigma_I^{q'} (t^k, u, \mu) \left( \mathcal{P}_I^q y_H^{k+1} (u, \mu), \mathcal{P}_I^{q'} y_H^{k+1} (u, \mu) \right)
\]

\[
= \sum_{q, q' = 1}^{Q_I} \sigma_I^q (t^k, u, \mu) \sigma_I^{q'} (t^k, u, \mu) \sum_{h, \ell = 1}^H a_h^{k+1} (u, \mu) a_\ell^{k+1} (u, \mu) \left( \mathcal{P}_I^q \psi_h, \mathcal{P}_I^{q'} \psi_\ell \right)
\]

For every pair $(q, q') \in \{1, \ldots, Q_I\}^2$, we now define the matrix

\[
K^{qq'}_H \in \mathbb{R}^{H \times H}, \quad \left[ K^{qq'}_H \right]_{h \ell} = \left( \mathcal{P}_I^q \psi_h, \mathcal{P}_I^{q'} \psi_\ell \right)
\]

so that the equality above becomes

\[
\left( \mathcal{L}_I^k (u, \mu) y_H^{k+1} (u, \mu), \mathcal{L}_I^k (u, \mu) y_H^{k+1} (u, \mu) \right)
\]

\[
= \sum_{q, q' = 1}^{Q_I} \sigma_I^q (t^k, u, \mu) \sigma_I^{q'} (t^k, u, \mu) \left[ a^{k+1} (u, \mu) \right]^T K^{qq'}_H \left[ a^{k+1} (u, \mu) \right]
\]
In the same way, the following matrices are defined:

\[ K_{EE}^{qq'} \in \mathbb{R}^{H \times H}, \quad \begin{cases} \left[ K_{EE}^{q q'} \right]_{hh} = \left[ \mathcal{P}_{E}^{q} \psi_h, \mathcal{P}_{E}^{q'} \psi_l \right], & q, q' = 1, \ldots, Q_E \\ \left[ K_{EE}^{q q'} \right]_{hh} = \left[ \mathcal{P}_{E}^{q} \psi_h, \vartheta_l \right], & q = 1, \ldots, Q_I, q' = 1, \ldots, Q_E \\ K_{I}^{q q'} \in \mathbb{R}^{I}, \quad \left[ K_{I}^{q q'} \right]_{hh} = \left[ \mathcal{P}_{I}^{q} \psi_h, \vartheta_l \right], & q = 1, \ldots, Q_I, q' = 1, \ldots, Q_I \\ K_{Z}^{q q'} \in \mathbb{R}, \quad K_{Z}^{q q'} = \left( \vartheta_l, \vartheta_l \right), & q, q' = 1, \ldots, Q_Z \end{cases} \]

Let it again be noted that in case \( X_N = \mathbb{R}^{N_z} \) and a weighted scalar product \((\varphi, \tilde{\varphi}) = \varphi^T W \tilde{\varphi}\), these matrices and vectors take the forms

\[ K_{XY}^{q q'} = \Psi^T \left[ \mathcal{P}_{X}^{q} \right]^T W \mathcal{P}_{Y}^{q'} \Psi, \quad K_{X}^{q q'} = \Psi^T \left[ \mathcal{P}_{I}^{q} \right]^T W \vartheta_l, \quad K_{Z}^{q q'} = \left[ \vartheta_l \right]^T W \vartheta_l \]

where \( \Psi = [\psi_1, \ldots, \psi_H] \in \mathbb{R}^{N_z \times H} \) is a matrix containing all RB vectors and \( X, Y \in \{ I, E \} \). Finally, the residual norm looks like this:

\[
\left\| R_{H}^{k+1}(u, \mu) \right\|_{X_N}^2 = \frac{1}{\Delta t^2} \sum_{q, q'=1}^{Q_I} \sigma_l^q(t^k, u, \mu) \sigma_l^{q'}(t^k, u, \mu) \left[ a^{k+1}(u, \mu)^T K_{EE}^{q q'} a^{k+1}(u, \mu) \right] \\
+ \frac{1}{\Delta t^2} \sum_{q, q'=1}^{Q_E} \sigma_E^q(t^k, u, \mu) \sigma_E^{q'}(t^k, u, \mu) \left[ a^{k}(u, \mu)^T K_{EE}^{q q'} a^{k}(u, \mu) \right] \\
- \frac{2}{\Delta t^2} \sum_{q=1}^{Q_I} \sum_{q'=1}^{Q_E} \sigma_l^q(t^k, u, \mu) \sigma_E^{q'}(t^k, u, \mu) \left[ a^{k+1}(u, \mu)^T K_{EE}^{q q'} a^{k}(u, \mu) \right] \\
- \frac{1}{\Delta t} \sum_{q=1}^{Q_I} \sum_{q'=1}^{Q_I} \sigma_l^q(t^k, u, \mu) \sigma_I^{q'}(t^k, u, \mu) \left[ a^{k+1}(u, \mu)^T K_{EE}^{q q'} \right] \\
+ \frac{1}{\Delta t} \sum_{q=1}^{Q_E} \sum_{q'=1}^{Q_I} \sigma_E^q(t^k, u, \mu) \sigma_I^{q'}(t^k, u, \mu) \left[ a^{k}(u, \mu)^T K_{EE}^{q q'} \right] \\
+ \sum_{q, q'=1}^{Q_Z} \sigma_z^q(t^k, u, \mu) \sigma_z^{q'}(t^k, u, \mu) \left[ K_{Z}^{q q'} \right] 
\]

Now all pieces are assembled to perform the RB method and compute the error estimator \( \Delta_{H}^{k+1} \) and - if we know the boundary values \( C_I \) and \( C_E \) - also \( \Delta_{H}^{k} \). One only needs to know the exact values of \( \sigma_{I/E/z}^q, \mathcal{P}_{I/E}^q \) and \( \vartheta_l \). Since these are fundamentally different for each discretization technique which has been introduced in chapter 4, we will look at each method individually and identify those variables:
The polynomial $ϑ$-method

For this method, we will work with the basis representations which were introduced in Section 4.1.3:

\[
\hat{L}_I^k(u, μ) = 1 - ϑΔtA_N^{k+1}(u, μ)
\]
\[
= \left(1 - ϑΔtκ(t^{k+1}, u, μ)\right) 1_N + ϑΔt (B_N + Γ_N)
\]
\[
\hat{L}_E^k(u, μ) = 1 + (1 - ϑ)ΔtA_N^k(u, μ)
\]
\[
= \left(1 + (1 - ϑ)Δtκ(t^k, u, μ)\right) 1_N - (1 - ϑ)Δt (B_N + Γ_N)
\]
\[
\hat{z}_N^k(u, μ) = gγ_N
\]

Inserting this into the definitions above yields $Q_I = 2$, $Q_E = 2$ and $Q_z = 1$. Furthermore, $Ω_{I/E}^1 = 1_N$, $Ω_{I/E}^2 = B_N + Γ_N$ and $q^1 = gγ_N$. The scalar coefficient functions read

\[
\sigma_I^1(t^k, u, μ) = 1 - ϑΔtκ(t^{k+1}, u, μ) \quad \sigma_I^2(t^k, u, μ) = ϑΔt
\]
\[
\sigma_E^1(t^k, u, μ) = 1 + (1 - ϑ)Δtκ(t^k, u, μ) \quad \sigma_E^2(t^k, u, μ) = -(1 - ϑ)Δt
\]
\[
\sigma_z^1(t^k, u, μ) = 1
\]

The polynomial RK4 method

As it was done for the polynomial $ϑ$-method above, we will work with the basis representations which were identified in Section 4.1.3. For simplicity reasons, the dependency on $(u, μ)$ will be omitted in the notation.

\[
\hat{L}_I^k = 1
\]
\[
\hat{L}_E^k = 1 + \frac{Δt}{6} \left( A_N^k + 4A_N^{k+\frac{1}{2}} + A_N^{k+1} \right) + \frac{Δt^2}{6} \left( A_N^{k+\frac{1}{2}}A_N^k + A_N^{k+\frac{1}{2}}A_N^{k+\frac{1}{2}} + A_N^{k+1}A_N^{k+\frac{1}{2}} \right)
\]
\[
+ \frac{Δt^3}{12} \left( A_N^{k+\frac{1}{2}}A_N^{k+\frac{1}{2}}A_N^k + A_N^{k+1}A_N^{k+\frac{1}{2}}A_N^{k+\frac{1}{2}} + A_N^{k+\frac{1}{2}}A_N^{k+1}A_N^{k+\frac{1}{2}} \right)
\]
\[
= \left[1 + \frac{Δt}{6} \left( 2A_N^{k+\frac{1}{2}} + A_N^{k+1} \right) + \frac{Δt^2}{6} \left( A_N^{k+\frac{1}{2}}A_N^{k+\frac{1}{2}} + A_N^{k+1}A_N^{k+\frac{1}{2}} \right) + \frac{Δt^3}{12} A_N^{k+1}A_N^{k+\frac{1}{2}}A_N^{k+\frac{1}{2}} \right] gγ_N
\]

It has been shown that we can write $A_N(t, u, μ) = κ(t, u, μ) - B_N - Γ_N$. Inserting this into the representations above yields after lengthy, straightforward
computations:
\[
\hat{L}_k^I = 1 \\
\hat{L}_k^E = \sigma_1^E(t^k)(B_N + \Gamma_N) + ... + \sigma_5^E(t^k)(B_N + \Gamma_N)^4 \\
\hat{z}_N^k = \sigma_1^z(t^k)g_N + \sigma_2^z(t^k)(B_N + \Gamma_N)g_N + ... \sigma_4^z(t^k)(B_N + \Gamma_N)^3g_N
\]

The occurring coefficient functions are quite complicated and can be found in the appendix, Section 8.1. To summarize, we get \( Q_I = 1 \), \( Q_E = 5 \) and \( Q_z = 4 \). The constant operators take the shape
\[
\mathcal{P}_1^I = \mathbb{1}_N \\
\mathcal{P}_q^E = (B_N + \Gamma_N)^{q-1} \\
\varrho^q = (B_N + \Gamma_N)^{q-1}g_N
\]

The FD method

The representations for the FD method have already been established in Section 4.2, we have \( Q_I = 2 \), \( Q_E = 2 \) and \( Q_z = 1 \). The operators take the shape \( \mathcal{P}_1^I/E = \mathbb{1}_N \), \( \mathcal{P}_2^I/E = B_N \) as well as \( \varrho^1 = ge_1 \). Last of all, the coefficient functions look like this:
\[
\sigma_1^I(t^k, u, \mu) = \varrho \frac{\Delta t}{\Delta x} \\
\sigma_1^E(t^k, u, \mu) = 1 - \Delta t \varrho \left( \kappa(t^{k+1}, u, \mu) + \frac{1}{\Delta x} \right) \sigma_1^E(t^k, u, \mu) = -(1 - \varrho) \frac{\Delta t}{\Delta x} \\
\sigma_2^E(t^k, u, \mu) = 1 + \Delta t(1 - \varrho) \left( \kappa(t^{k+1}, u, \mu) + \frac{1}{\Delta x} \right)
\]

5.2 Basis generation

Now that it has been established how a RB method is being performed and efficiently computed if a RB space is already known, the question remains how to generate said space. We will accomplish this by using a so-called Greedy algorithm. The idea is to start with an initial basis \( \Psi_{H_0} = \{ \psi_1, ..., \psi_{H_0} \} \subset X_N \) of length \( H_0 \). After this, the basis is iteratively enhanced by adding one or several new basis vectors in each iteration. The process is repeated until a maximal number of basis functions is reached or a given error tolerance is satisfied.

In each iteration, the quality of the current reduced solutions (which is governed
by the current reduced basis) has to be assessed with respect to the entire control-parameter domain $U_{ad} \times D$. As is usually the case for Greedy algorithms, this is achieved by choosing a select and rather small subset $U_{train} \times D_{train} \subset U_{ad} \times D$, followed by computing the reduced solution along with error estimators for all these control-parameter pairs. The chosen elements are referred to as training parameters and they also play a major role in the generation of the next basis vectors: Among all possible combinations $(u, \mu) \in U_{train} \times D_{train}$, the algorithm looks for the 'worst' pair $(u^*, \mu^*)$ which is the one where there is the highest estimated discrepancy between the detailed and the reduced solution. This is where the algorithm gets its name since it greedily picks the weakest member of the herd. The detailed solution to this control-parameter tuple is then computed and used to generate the next basis elements with the intention of improving the basis quality in this area of the control-parameter domain.

**Algorithm 1:** Greedy Search for the generation of an RB space

1: Compute an initial basis $\Psi_{H_0}$ of length $H_0$.
2: Set $H := H_0$ as well as $\Psi_H := \Psi_{H_0}$.
3: Compute all offline values for $\Psi_H$.
4: **for all** $(u, \mu) \in U_{train} \times D_{train} \textbf{ do}$
5: Compute all online values for $\Psi_H$ at $(u, \mu)$.
6: Compute the reduced solution $\{y_k^H(u, \mu)\}_{k=0}^K$.
7: Compute the error estimator $\Delta_k^H(u, \mu)$ for $k = 0, ..., K$.
8: **end for**
9: Choose a pair $(u^*, \mu^*) \in U_{train} \times D_{train}$ which 'maximizes' the error estimator trajectory $\{\Delta_k^H(u, \mu)\}_{k=0}^K$.
10: Compute the detailed solution $\{y_k^N(u^*, \mu^*)\}_{k=0}^K$ for this pair.
11: Use the the detailed solution above to generate new basis elements $\psi_{H+1}, ..., \psi_{H+\ell} \in X_N$.
12: Set $\Psi_{H+\ell} := \Psi \cup \{\psi_{H+1}, ..., \psi_{H+\ell}\}$ and obtain the new basis by using the Gram-Schmidt process on $\Psi_{H+\ell}$ to get an orthonormal system $\Psi_{H+\ell}$.
13: Set $H := H + \ell$ and repeat the steps 3-13 until a termination condition is satisfied.

The most basic outline of the Greedy search is depicted in Algorithm 1. We have purposefully used rather vague formulations in lines 9 and 11, which will be examined more thoroughly in the following sections. Section 5.2.1 will focus on line 9 in more detail, thereby explaining how exactly the 'worst' control-parameter pair can be identified. Section 5.2.2 will present various methods for the realization of line 11 by introducing strategies that can be alternatively utilized, depending on how exactly the detailed solution is used to generate new basis vectors. Furthermore, we will elaborate on numerical alternatives of Algorithm 1, which are used to rectify several shortcomings that have occurred during our simulations.
5.2.1 Line 9: The worst control-parameter pair

Suppose we are presented with either the canonical error estimator $\Delta^k_H$ or the simplified error estimator $\tilde{\Delta}^k_H(u, \mu)$ given by (5.3) respectively (5.4). The question is how to identify a tuple $(u^*, \mu^*) \in U_{\text{train}} \times D_{\text{train}}$ with the 'worst error' between detailed and reduced solution. Following [10], this is done by choosing $(u^*, \mu^*, k^*) \in U_{\text{train}} \times D_{\text{train}} \times \{0, ..., K\}$ with

$$\Delta^k_H(u^*, \mu^*) = \max_{(u, \mu) \in U_{\text{train}} \times D_{\text{train}}} \max_{k=0, ..., K} \Delta^k_H(u, \mu)$$

Furthermore, in our cases we are always presented with an estimator which is monotonically increasing over time, therefore the above discrete optimization problem can be simplified by setting $k^* = K$ and only having to maximize over $U_{\text{train}} \times D_{\text{train}}$.

5.2.2 Line 11: Enhancement strategies

In line 11, we are given a detailed solution $\{y^k_N(u^*, \mu^*)\}_{k=0}^K \subset X_N$ and have to use it in order to create new basis vectors $\psi_{H+1}, ..., \psi_{H+\ell}$ which better represent this trajectory than the existing basis $\Psi_H$. There are two different strategies available to us here, each of which will be examined in the experiments.

The Single-Time strategy (ST)

This strategy focuses on the so-called 'worst-error snapshot', meaning that it looks for a single time index $k^* \in \{0, ..., K\}$ so that the corresponding snapshot $y^k_N(u^*, \mu^*)$ is the one which is worst incorporated in the current basis $\Psi_H$. This vector is then simply added to the basis by defining $\psi_{H+1} := y^k_N(u^*, \mu^*)$. We follow the approach used in [8] as well as [10]:

We have to consider that all discretization techniques presented in chapter 4 are single-step strategies in time. This means that the error $e^k_H(u^*, \mu^*)$ at a given time instant $k$ consists both of the single-step error and the propagated error. The single-step error stems from computing $y^k_H(u^*, \mu^*)$ from $y^{k-1}_H(u^*, \mu^*)$ whereas the propagated error is the sum of errors resulting from the computation of $y^{k-1}_H(u^*, \mu^*)$ from $y^0_H(u^*, \mu^*)$. On the one hand, this means that the error terms $e^k_H(u^*, \mu^*)$ will generally increase over time, as is the case for the error estimators $\Delta^k_H(u^*, \mu^*)$ and $\tilde{\Delta}^k_H$. On the other hand, we are limited to a single snapshot in this strategy which means that we have to neglect the propagated error and focus on the single-step error. The latter is best assessed by considering the increments $\Delta^k_H(u^*, \mu^*) - \Delta^{k-1}_H(u^*, \mu^*)$. A large increment from $k-1$ to $k$ is taken as evidence
that the snapshot \( y_N^k(u^*, \mu^*) \) is badly represented by the basis \( \Psi_H \). Turning to
the strategy, this means that

\[
k^*: = \arg \max_{k=1, \ldots, K} \left( \Delta_H^k(u^*, \mu^*) - \Delta_H^{k-1}(u^*, \mu^*) \right)
\]

will be the time index for the worst-error snapshot.

However, it can happen that a set \((u^*, \mu^*, k^*)\) is chosen which has already occurred in previous iterations. This means that there is no new information added to the basis and can in some cases lead to the stagnation of the algorithm. A simple way to add some flexibility is to monitor these recurrences and allow the Greedy search to fall back on the second or third worst parameter set in these cases, thereby ensuring that only new vectors are added to the basis.

In a more general formulation, the algorithm will look for the \( M \) worst control-parameter sets \((M \in \mathbb{N})\) respectively the \( M \) worst snapshots and use the worst one available that has not been used yet. If all of the \( M \) worst parameter sets have been used before, this will lead to an abort. The implementation for this variation is depicted in detail in Algorithm 5.1. Whenever the flex\( M \) variation is used, we shall refer to the strategy not only as ST, but as ST-flex\( M \).

### The POD Strategy (POD\(_q\))

In contrast to the ST-strategy above, whose main characteristic is that an entire solution trajectory \( \{y_N^k(u^*, \mu^*)\}_{k=0}^K \subset X_N \) is computed and only a single snapshot \( y_N^{k^*}(u^*, \mu^*) \) is used to generate the next basis element, the focus for the POD strategy is to compress the data contained in this trajectory into a few vectors as efficiently as possible. Therefore, it is first taken account for the fact that a part of this trajectory is already contained in the current reduced space \( X_H \): Let \( P_1 : X_N \to X_H \) be the orthogonal projection onto \( X_H \) and \( P_2 : X_N \to X_H^\perp \) the projection onto its orthogonal space. Then every \( z \in X_N \) allows for the decomposition \( z = P_1 z + P_2 z \), see for example Theorem V.3.4 in [22]. This means that the orthogonal projection \( P_2 \) can be obtained by computing

\[
P_2 z = z - P_1 z = z - \sum_{h=1}^H (z, \psi_h) \psi_h
\]

If - like in our case - \( X_N \) is given by \( \mathbb{R}^{N_x} \) and the scalar product can be expressed by the positive definite weight matrix \( W \in \mathbb{R}^{N_x \times N_x} \), then this can be further simplified to \( P_2 z = (1 - \Psi_H \Psi_H^T W) z \). As it was done before, the reduced basis has been assembled in a matrix \( \Psi_H \in \mathbb{R}^{N_x \times H} \). We also summarize the solution in a
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similar way, meaning that we define

\[ Y := [y_N^0(u^*, \mu^*), \ldots, y_N^K(u^*, \mu^*)] \in \mathbb{R}^{N_x \times (K+1)} \]

This allows for a computation of the orthogonal component matrix by

\[ Y_\perp := [y_\perp^0, \ldots, y_\perp^K] := (1 - \Psi \Psi^T W) Y \]

The columns of \( Y_\perp \), which are exactly the projections of the snapshots onto the orthogonal space \( X_H^\perp \), now represent all the information contained in the solution which is right now not represented by the basis \( \Psi_H \). The problem that poses itself is to find some \( \ell \) - vectors that best represent this data. If we denote these vectors by \( \varphi^1, \ldots, \varphi^\ell \) and further demand that they have to be orthonormal, the error term between one snapshot and its approximation can for \( k = 0, \ldots, K \) be expressed by \( ||y_\perp^k - \sum_{i=1}^\ell (y_\perp^k, \varphi^i) \varphi^i|| \). Adding up these defects using a trapezoidal rule on the time grid results in an error term for the whole trajectory. By formulating the objective as a minimization problem, this leads to

\[
\left\{ \begin{array}{l}
\min_{\varphi^1, \ldots, \varphi^\ell \in X_N} \sum_{k=0}^K \alpha_k \left\| y_\perp^k - \sum_{i=1}^\ell (y_\perp^k, \varphi^i) \varphi^i \right\|^2 \\
\text{s.t. } (\varphi^i, \varphi^j) = \delta_{ij} \text{ for } i, j = 1, \ldots, \ell
\end{array} \right. 
\]

(5.7)

where we have made use of the notation \( \alpha_0 = \alpha_K = \frac{\Delta t}{2}, \alpha_k = \Delta t \) (\( k = 1, \ldots, K-1 \)). Since \( X_N \) is given by \( \mathbb{R}^{N_x} \) and the inner product is described by a positive definite weight matrix \( W \in \mathbb{R}^{N_x \times N_x} \), this is just a reformulation of the POD problem \( (P_{W, \alpha}^t) \) presented in Section 2.3.3. As it was shown in Lemma 2.15, the solution to this problem can be obtained by one of two eigenvalue decompositions: Introducing the matrix \( D := \text{diag}(\alpha_0, \ldots, \alpha_K) \in \mathbb{R}^{(K+1) \times (K+1)} \), one has the possibilities:

a) Compute the orthonormalized eigenvectors \( \bar{v}^1, \ldots, \bar{v}^\ell \in \mathbb{R}^{N_x} \) to the \( \ell \) largest eigenvalues of the matrix \( W^{1/2} Y_\perp D Y_\perp^T W^{1/2} \in \mathbb{R}^{N_x \times N_x} \) and set \( \psi^i := W^{-1/2} \bar{v}^i \) for \( i = 1, \ldots, \ell \).

b) Compute the orthonormalized eigenvectors \( \bar{u}^1, \ldots, \bar{u}^\ell \in \mathbb{R}^{K+1} \) to the \( \ell \) highest eigenvalues \( \lambda_1, \ldots, \lambda_\ell \) of the matrix \( D^{1/2} Y_\perp W Y_\perp D^{1/2} \in \mathbb{R}^{(K+1) \times (K+1)} \), then set \( \psi^i := \sqrt{\lambda_i} Y_\perp D^{1/2} \bar{u}^i \) for \( i = 1, \ldots, \ell \).

The question which of the two possibilities should be used depends on the numbers \( N_x \) and \( K \): For \( K > N_x \), a) is obviously the better choice since only an \( N_x \times N_x \) eigenvalue problem has to be solved. If \( N_x > K \), b) is the better option. In any way, once \( \varphi^1, \ldots, \varphi^\ell \) have been computed, we have also found the next \( \ell \) basis elements by defining \( \psi_{H+i} := \varphi^i \) for \( i = 1, \ldots, \ell \).
The question remains how the number \( \ell \) is chosen. Here we consider the approximation error

\[
\varepsilon_{\ell} := \sum_{k=0}^{K} \alpha_k \left\| y_k^\perp - \sum_{i=1}^{\ell} (y_k^\perp, \varphi^i) \varphi^i \right\|_2^2 = \sum_{i=\ell+1}^{N_x} \sigma_i^2
\]

where \( \sigma_1, ..., \sigma_{N_x} \) are descending singular values of the matrix \( W^{1/2}D_{1/2} \in \mathbb{R}^{N_x \times (K+1)} \). Obviously, the quality of approximation is tied to the magnitude of the remaining singular values. Motivated by this, the following quotient term is defined

\[
\hat{\varepsilon}_{\ell} := \left( \sum_{i=1}^{\ell} \sigma_i^2 \right) / \left( \sum_{i=1}^{N_x} \sigma_i^2 \right) \quad \text{for } \ell = 1, ..., N_x
\]

This quotient is monotonically increasing with \( \ell \) and has an upper bound of 1 which is reached at least for \( \ell = N_x \). We will therefore use \( \hat{\varepsilon}_{\ell} \) as an indicator for the approximation quality and accept \( \ell \) if \( \hat{\varepsilon}_{\ell} \geq \frac{q}{100} \) holds true for a predetermined control factor \( q \in (0, 100) \), meaning that \( q\% \) of the information from the detailed solution is contained in the vectors \( \varphi^1, ..., \varphi^\ell \).
Experiments

In the previous chapters, we have presented different approaches for solving and then dimensionally reducing the equation (3.1). More specifically, variations have occurred for the following points:

- Discretization techniques:
  - The polynomial method (compare Section 4.1) with a \( \theta \)-method for time-discretization (PolTheta)
  - The polynomial method with the classical Runge-Kutta method for time-discretization (PolRK4)
  - The FD method (compare Section 4.2) (FD)

- Strategies for the enhancement of the RB space (compare Section 5.2.2):
  - The Single-Time strategy (ST)
  - The Single-Time strategy with enhanced flexibility for the choice of the worst-error parameters (ST-flexM)
  - The POD strategy with a control factor \( \frac{q}{100} \in (0, 1) \) (PODq)

This abundance in options will make it necessary to name the different variations. In order to do so, labels have already been used to uniquely identify each option. These labels are now stringed together using a hyphen. For example, a method where the Polynomial theta method has been used for discretization and the RB space was generated by the ST strategy using a flexibility of \( M = 3 \) will be labeled PolTheta-ST-flex3.
We will present various experiments which are aimed at comparing the performances of different options. For this, we will use fixed values for the parameters occurring in Chapter 3:

First of all, the variable ranges are chosen as \((x, x) = (0, 5)\) as well as \((0, T) = (0, 3)\). The initial condition is set to the constant value of the boundary condition, i.e. \(y_0(x) = g\) for all \(x \in (x, x)\). Furthermore, this boundary value is given by \(g = 6 \cdot 10^6 e^{1.8}\). Concerning the parameters \(\mu \in \mathcal{D} \subset \mathbb{R}^3\), we will vary only the parameter \(\mu_2\), more precisely \(\mu_2 \in [2, 3]\) and leave the other parameters fixed at \(\mu_1 = 1.5, \mu_3 = 0.3\). Technically, this would mean \(\mathcal{D} = \{1.5\} \times [2, 3] \times \{0.3\}\). However, since \(\mu_1\) and \(\mu_3\) will always stay fixed, we simply define \(\mathcal{D} := [2, 3]\), understand out parameter only as \(\mu_2\) and hope that we are forgiven this minor inconsistency in notation.

The injection times are on the first and third day, so we have \(t^* = 0\) as well as \(t^* = 2\). This also means that the admissible control set is given by \(U_{ad} = [0, 1]^2\) and the total set of control and parameter values is three-dimensional, where each value can effectively be expressed by the choice of \((u_1, u_2, \mu_2)\). Lastly, the rest of the model-related values are given by \(TBV = 5000, \chi_{max} = 2 \cdot 10^5, T_{1/2} = \frac{10}{24}\) and \(\beta = 0.6\).

Using the above values, the behavior of the various strategies can be analyzed. In a first section, we will present some results on the detailed solutions. This is done mainly to establish good choices for the discretization parameters to be used in the second section, where various RB strategies are examined.

### 6.1 Behavior of the detailed solutions

For every discretization technique above, i.e. PolTheta, PolRK4 and FD, good values have to be determined for the number \(N_t\) of time grid points, the dimension \(N_x\) of the space \(X_N\) and the parameter \(\vartheta\) in case of PolTheta and FD. As a model case, the parameter values are set to \((u_1, u_2, \mu_2) = (0.5, 0.5, 2.5)\).

#### 6.1.1 The PolTheta method

For the polynomial discretizations, the space dimension is given by \(N_x = N + 1\), where \(N \in \mathbb{N}_0\) is the maximum degree of the polynomials. One has to bear in mind that a rescaling of the Legendre polynomials \(L_0, ... L_N : [-1, 1] \to \mathbb{R}\) has been used as a basis of the polynomial space \(\Pi_N(x, \bar{x})\). With an increasing degree \(N\), these functions tend to oscillate more and more between \(-1\) and \(1\), a property that is transferred to the basis functions \(e_0, ..., e_N : [x, \bar{x}] \to \mathbb{R}\) of \(X_N\) as can be
observed in Figure 4.1. As a result, it is only natural that instability effects occur if the number $N$ is set too high. For example, we can observe in Figure 6.1a) a working set of discretization values given by $\vartheta = 1$, $\Delta t = 0.03$ and $N = 55$. By only increasing the polynomial degree to $N = 65$, we can see unwanted oscillations in Figure 6.1d), occurring at $x = x_{0}$ and $x = x_{\bar{X}}$. This effect can be corrected by alternating $\Delta t$ in a way that coarser time grids allow for higher polynomial degrees. If we limit ourselves to $\Delta t \leq 0.03$ - which in turn means a total number of at least 101 time grid points is used - oscillations occur for $N \geq 58$, meaning that the dimension of $X_{N}$ is limited by $N_{x} \leq 58$. This will later on also limit the dimension $H$ of the reduced space $X_{H}$ for RB methods, seeing as reducing a space with $N_{x} = 58$ dimensions to $H = 30$ will be less effective than a reduction from $N_{x} = 1000$ to $H = 50$, as will be the case for the FD method.

In addition, we can see exemplarily in Figure 6.1b) that a reduction of $\vartheta$ causes further stability issues throughout the entire maturity interval $[x, \bar{x}]$. This observation is quite common for hyperbolic equations in combination with a $\vartheta$-method, see for example [19, Chapter 3]. In our case, we will simply set $\vartheta = 1$ which almost
guarantees stability as long as the above-mentioned maximal polynomial degree is not exceeded.

6.1.2 The PolRK4 method

First of all, we observe a very similar natural limit to the polynomial degrees as for the PolTheta method, which lies at $N \leq 40$ for $\Delta t = 0.03$. In this case however, instabilities can be remedied by increasing the number of time grid point as can be observed by comparing Figure 6.2 c) and d). However, we always observe oscillations occurring around $x = x_0$, independent of $\Delta t$ or $N$. This can be explained by the fact that the time discretization in the PolRK4 method is done by the classical Runge-Kutta method. Being a purely explicit method, this technique offers poor stability but usually makes up for it by its high accuracy, which explains the fact that a finer time grid yields better results (as opposed to the PolTheta method). In this case however, it seems to be overstrained - a fact which is even fortified by observing Figure 6.2c): Even for the rather high step size $\Delta t = 0.01$, we can detect minor fluctuations in the solution for more advanced times $t \approx T$ and in
maturity regions close to $x = x_f$. Figure 6.2b) finally shows that even for very fine time grids, a polynomial degree higher than $N = 50$ does not yield good results. In summary, we can conclude that the PolRK4 method is not suitable for the problem at hand. It will therefore not be tested for its performance with RB methods since the stability issues discussed above will make it impossible to distinguish between errors in the reduced solution and prior fluctuations in the detailed solution itself.

6.1.3 The FD method

In Figure 6.3 a) and c), we observe stable solutions using the FD method as opposed to b) and d), where fluctuations and spikes occur. Moreover, we can observe that the variable $\vartheta$ can not be responsible for stability by its own, since $\vartheta$ is lower in c) than in b), yet c) obviously presents a more stable solution. Also, $\vartheta = 1$ does not seem to guarantee stability as can be observed in d). As it turns out, another value besides $\vartheta$ has to be considered which is the quotient $\frac{\Delta x}{\Delta t}$. In order to test this hypothesis, simulations were run for 15 different settings of
Figure 6.4: Threshold values $\vartheta(\Delta t, \Delta x)$ for $\Delta t = 0.03, 0.04, 0.05$ and correspondingly $\Delta x = \frac{\Delta t}{5}, \frac{2\Delta t}{5}, \frac{3\Delta t}{5}, \frac{4\Delta t}{5}, \Delta t$.

$(\Delta t, \Delta x)$. For each of these, there seems to be a threshold value $\vartheta(\Delta t, \Delta x)$ so that stability is reached exactly for $\vartheta > \vartheta(\Delta t, \Delta x)$. As can be seen in Figure 6.4, these values are all located along a straight with inclination $0.5$ and $y$-axis intercept of $0.5$. This means that a stability condition appears to given by

$$\vartheta \geq \frac{1}{2} + \frac{\Delta x}{2\Delta t}$$

In particular, this means that stability can only be achieved for $\Delta x \leq \Delta t$. A stability result such as this which depends on the quotient $\Delta x/\Delta t$ is typical for time-dependent problems, compare for example [5, Chapter 5.7.1] for a parabolical case.

6.1.4 Operator norms

Since all detailed solutions are computed by an iteration of the type (5.1) and the error estimators given by (5.3) and (5.4) depend on the operator norms of $L_k^l(u, \mu)$ and $L_E^l(u, \mu)$, we will analyze the magnitude of those norms. This will be done
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Figure 6.5: Operator norms $\|(L^k_I(u,\mu))^{-1}\|$ over time for the FD method (left) and the PolTheta method (right), both for three different parameter. Each plot contains nine different operator norm trajectories for $u_1, u_2 \in \{0, 0.5, 1\}$.

for the PolTheta method and the FD method only, since PolRK4 has already shown to produce poor solutions due to stability issues. Also, as a consequence of the above observations, $\vartheta = 1$ will be chosen for the remaining discretizations, meaning that we will have fully implicit discretizations in time. This results in $L_E^k(u,\mu) = 1$, so only the implicit operators are of interest. For these, the error estimator $\Delta^k_I(u,\mu)$ requires a boundary $C_I(u,\mu) > 0$ satisfying

$$\left\| (L^k_I(u,\mu))^{-1} \right\| \leq C_I(u,\mu) \quad \text{for all} \ (u,\mu) \in U_{ad} \times \mathbb{D}$$

The operator norms can be computed following Corollary 2.7b), which is done for the parameter values $\mu_2 \in \{2, 2.5, 3\}$ and controls $u_1, u_2 \in \{0, 0.5, 1\}$, the results of which can be seen in Figure 6.5.

First of all, the dependency on $\mu_2$ is almost neglectable, but the control $u$ has an impact, especially at the injection times $t_1^* = 0$ and $t_2^* = 2$. However, a suitable upper bound $C_I$ for all control-parameter sets still appears to be given by $C_I = 1.02$, with perhaps the exception of $(u_1, u_2) = (0, 0)$. This observations makes room for two possible strategies concerning the error estimator. First, one could use the values $C_I(u,\mu) = 1.02$ and $C_E(u,\mu) = 1$ for all $(u,\mu) \in U_{ad} \times \mathbb{D}$ along with the estimator $\Delta^k_I$ given by (5.3), thereby obtaining a rigorous error...
estimator that is in fact an upper bound for the true errors. Alternatively, seeing as $1.02 \approx 1$, the simplified error estimator $\tilde{\Delta}_H$ given by (5.4) could be used and checked for performance. However, let it again be noted that this version would not necessarily be rigorous, meaning that the true error could theoretically exceed the estimator. As can be seen in Figure 6.6, this was the case in some simulations.

### 6.2 Behavior of reduced solutions

In addition to the values defined at the beginning of this chapter, we will have to assign training sets $U_{\text{train}} \subset U_{\text{ad}}$ and $G_{\text{train}} \subset \mathcal{G}$ whenever a reduced basis is generated. To keep things simple, these will always be chosen by an equidistant discretization of $U_{\text{ad}}$ and $\mathcal{G}$ with 3 grid points along each dimension, leading to a training set $U_{\text{train}} \times G_{\text{train}}$ containing a total of $3^3 = 27$ control-parameter values. For reviewing the impact of the RB method on the solutions, a second and finer equidistant discretization $U_{\text{fine}} \times G_{\text{fine}} \subset U_{\text{ad}} \times \mathcal{G}$ is introduced with 7 grid points along each dimension, leading to a grid containing $7^3 = 343$ elements.

Furthermore, concerning discretization values, we carefully consider the findings from Section 6.1 and choose to perform RB strategies only for the PolTheta and the FD method, since we consider the PolRK4 method too instable to guarantee adequate results. For the PolTheta method, we choose a polynomial degree of $N = 58$, a time step size of $\Delta t = 0.03$ and $\vartheta = 1$, i.e. an implicit Euler method. For the FD method, the discretization values are set to $\Delta x = 0.02$, $\Delta t = 0.03$ and $\vartheta = 1$.

#### 6.2.1 Performance of the error estimators I

At the end of Section 6.1.4, two possible strategies have emerged for the use of an error estimator concerning both the PolTheta and the FD discretization. One is to use the simplified estimator $\tilde{\Delta}_H$ presented in (5.4), the other one was called the canonical estimator $\Delta_H$ and is given by (5.3) with the values $C_f(u, \mu) = 1.02$, $C_E(u, \mu) = 1$ for all $(u, \mu) \in U_{\text{ad}} \times \mathcal{G}$. Both these methods have to be compared to the true error. A first overview over the three trajectories over time can be seen in Figure 6.6 where a reduced basis of length $H = 10$ and three configurations for the values $(u_1, u_2, \mu_2)$ have been used to visualize the behavior over time. Seeing as the increments in the error estimators are used in the ST strategy to determine the next basis element, the time $t_k$ has been plotted against the error increment $\Delta^k_H - \Delta^{k-1}_H$. As a first impression, both estimators appear to mimic the behavior of the true error trajectory, even though there are at times large differences. Not much more can be said about which method performs better, so there is need
Figure 6.6: Trajectories of the simplified error estimator, the canonical error estimator and the true error for the FD method (left) and the PolTheta method (right), both for a reduced basis of length $H = 10$.

for further analysis: In order to do so, we will use the grid $U_{\text{fine}} \times \mathcal{D}_{\text{fine}} \subset U_{\text{ad}} \times \mathcal{D}$ introduced at the beginning of this section. For each pair $(u, \mu) \in U_{\text{fine}} \times \mathcal{D}_{\text{fine}}$, the medium accuracy over time of the estimators is rated by computing

$$
\xi^H(u, \mu) := \left( \sum_{k=0}^{K} \alpha_k \left( \| \Delta^k_H(u, \mu) - \Delta^{k-1}_H(u, \mu) \| - \| y^k_N(u, \mu) - y^k_H(u, \mu) \| \right)^2 \right)^{1/2}
$$

(6.1)

with the weights $\alpha_0, ..., \alpha_K$ of the trapezoidal time rule. Of course, a smaller value for $\xi^H(u, \mu)$ indicates a higher accuracy of the estimator. Taking the mean over all $(u, \mu) \in U_{\text{fine}} \times \mathcal{D}_{\text{fine}}$ results in an accuracy indicator $\xi^H > 0$ which only depends on the reduced space $X_H$. By iteratively generating such a space using Algorithm 1 and computing $\xi^H$ in the process, we obtain a graphical representation that can be seen in Figure 6.7. This result illustrates that the simplified error estimator does
Figure 6.7: Accuracy $\xi_H$ of the simplified and the canonical error estimator over the dimension $H$ of the reduced space, both for the FD method (left) and the PolTheta method (right).
indeed perform more accurately than the canonical one, at least for the PolTheta method. For the FD method, we recognize a shift in accuracy depending on the number $H$ of basis functions. However, the values of the canonical estimator for larger values of $H$ still exceed those of the simplified estimator for lesser $H$-values, making the latter the better choice.

To underline this hypothesis, a performance test is done to measure the general quality of the respective RB spaces. This is done by computing a series of reduced spaces $X_1 \subset X_2 \subset \ldots \subset X_{H_{\text{max}}}$ following Algorithm 1. For each space $X_H$, the reduced solutions $\{y^k_H(u, \mu)\}_{k=0}^K$ are computed for all $(u, \mu) \in U_{\text{fine}} \times D_{\text{fine}}$. Additionally, the detailed solution $\{y^k_N(u, \mu)\}_{k=0}^K$ is computed for $(u, \mu) \in U_{\text{fine}} \times D_{\text{fine}}$. We can then calculate the true error $e^k_H(u, \mu) := ||y^k_N(u, \mu) - y^k_H(u, \mu)||$ for every time instant $k = 0, \ldots, K$. Similarly to the accuracy indicator $\xi_H(u, \mu)$ defined in (6.1), we obtain a relative error $e_H(u, \mu) > 0$ for the entire trajectory by

$$e_H(u, \mu) := \left( \sum_{k=0}^K \alpha_k \left( \frac{\left\| y^k_N(u, \mu) - y^k_H(u, \mu) \right\|^2}{\left\| y^k_N(u, \mu) \right\|^2} \right) \right)^{1/2}$$

(6.2)

Again, $\alpha_0, \ldots, \alpha_K$ are the weights stemming from the trapezoidal rule on the time grid. Finally, taking $e_H := \max_{u \in U_{\text{fine}}} \max_{\mu \in D_{\text{fine}}} e_H(u, \mu)$ gives us an error indicator depending only on the space $X_H$. Doing this utilizing both the simplified and the canonical estimator will present a feedback to their eligibilities.

The results can be seen in Figure 6.8. For the ST method, it is possible that a snapshot gets chosen which has already been used in a previous iteration (a so-called double-pick). These are indicated with red circles. We see a lot of these when the canonical estimator is used, which therefore performs a lot worse than the simplified estimator. The reason for this is that the canonical estimator largely favors late time instances for the choice of snapshots whereas the simplified version does not have this tendency, as can be seen in Figure 6.9. This can be explained by the exponential dependence on the time in definition (5.3), leading to larger values for higher values of $k$. As a result, the algorithm stagnates and fails to incorporate solution properties at earlier times into the reduced basis. For the POD method on the other hand, there does not seem to be any difference between the two estimators.

To sum up, the simplified estimators is clearly the overall better choice. Therefore, it will be used for the rest of the experiments.
6.2.2 Choice of worst-error parameters during the Greedy search

During Algorithm 1, the set \( (u^*, \mu_2^*) \in U_{train} \times \mathcal{D}_{train} \) with the highest error estimator is determined. It is essential to know which parameters are chosen more frequently than others because this knowledge leads the way to more efficient choices for the training grids \( U_{train} \) and \( \mathcal{D}_{train} \). The current equidistant grid is three-dimensional and is contained in the boxed set \([0, 1]^2 \times [2, 3]\). A visual representation can be seen in Figures 6.10 and 6.11 where the centers of the circles represent the exact values of \((u_1, u_2, \mu_2)\) and the radii are scaled to the number of occurrences this particular control-parameter set had during the Greedy algorithm. A circle with twice the radius indicates that the corresponding control-parameter set has been chosen twice as often.

We observe that corner values, especially \((u_1, u_2, \mu_2) = (1, 1, 3)\) are strongly favored by all strategies and for all discretization methods. Moreover, all of the chosen sets contain the value \(u_1 = 1\) or \(u_1 = 1/2\). For the FD discretization, we can additionally see a strong favoring of values with \(\mu_2 = 3\). As a consequence, one can reflect on the question whether an equidistant three-dimensional grid spanning the entire domain of training parameters is really the best way to go for generat-
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Figure 6.9: Times of chosen snapshots for the simplified and the canonical estimator, both for the FD method (left) and the PolTheta method (right) and the ST-flex2 strategy.

ing a reduced space. For example, one could imagine grids containing only values with $u_1 \in [1/2, 1]$. In addition, seeing as corner values appear to be preferable to the algorithms, grids do not have to be equidistant along each axis. They could rather be grouped closer towards corners and further apart towards the middle of the cube.

However, the fact that some parameters were chosen time and time again whereas others were not chosen at all does not necessarily mean that the quality of the computed space is poor. It might well be that the data information added from the corner points also provides sufficient representation for other parameter values. Further analysis would be required here to see if more carefully chosen training grids provided better and/or faster Greedy algorithms.

### 6.2.3 Analysis of the flex-$M$ variation

In this section, the impact of the flex-$M$ variation which adds flexibility to the choice of worst-error parameters for the ST method (compare Algorithm 5.1) is analysed. In order to do so, the performance of these strategies has to be measured in some way. We choose the maximum-error value $\varepsilon_H$ depending on the dimension $H$ of the reduced space which has been established in Section 6.2.1, more exactly in (6.2). Again, this value represents an indicator as to how effectively the error between detailed and reduced solution has decreased over the iterations of the Greedy algorithm with respect to a very fine grid on the control-parameter space.

In Figure 6.12, one can see these max-error curves in comparison for the PolTheta and the FD method, both with the standard and the flex2 variations. For the FD method, the added flexibility obviously offers a large improvement by avoiding a
Figure 6.10: Illustration of the parameter choices for a POD80 method with FD discretization (left) and PolTheta discretization (right).

total stagnation after the third iteration, after which the standard variation insists on picking the same snapshot to the same parameters again and again. This is remedied by the flex2 option which contains no double-picks at all and produces a series of reduced solutions with an error curve that is consistently decreasing linearly on a logarithmic scale.

For the PolTheta method, the flex2 variation does perform slightly better than the standard strategy by avoiding one double-pick at $H = 7$. In the whole however, both variations work quite well, so the choice of flex2 remains optional here, in contrast to the ST method.

To sum up, the flex$M$ variation can keep the algorithm from stagnating because of an endless choice of the same snapshot.

### 6.2.4 Analysis of the impact of $q$ on the POD$q$ method

As it was mentioned at the end of Section 5.2.2, the factor $q \in [0, 100]$ in the POD$q$ strategy sets a lower limit to the percentage of information within the detailed trajectory $\{y^K(u^*, \mu^*)\}_{k=0}^K$ which is supposed to be contained in the reduced basis vectors $\psi_{H+1}, ..., \psi_{H+\ell}$. Since a larger percentage of information requires additional POD vectors, this means that an increase of $q$ also means an increase in the number $\ell$ of basis functions which are added within each iteration. By choosing a very large $q$, this may lead to a certain control-parameter set $(u, \mu) \in U_{\text{train}} \times \mathcal{D}_{\text{train}}$
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Figure 6.11: Illustration of the parameter choices for a ST-flex2 method with FD discretization (left) and PolTheta discretization (right).

being very well represented by the reduced basis $\Psi_H$ while other sets are not accounted for at all. In simpler words, it is possible that the algorithm spends too much effort on the first chosen sets, thereby neglecting other ones. We will therefore analyse the effect the factor $q$ has on the algorithm by choosing different values for it, namely $q = 80, 90, 99$.

The results can be seen in Figure 6.13 and are quite surprising at first: Neither in the FD nor in the PolTheta method, the number $q$ seems to have any larger impact. This can be explained by contemplating some POD properties for a simplified example. Let us therefore assume that we find ourselves in the first iteration of Algorithm 1 (with a POD$q$ strategy for the basis enhancement phase, of course). This means that $\ell$ new basis vectors are generated as a solution of the minimization problem (5.7). Now suppose that we have two different settings for $q$: The larger one will produce two new orthonormal basis vectors $\varphi^1, \varphi^2 \in X_N$ whereas the smaller one will only generate one new vector $\tilde{\varphi}^1 \in X_N$, after which it will find itself in a second iteration. Now, if the same control-parameter pair $(u^*, \mu^*) \in U_{train} \times \Theta_{train}$ is chosen for this iteration (which actually happens a lot for the problem at hand, compare Figures 6.10 and 6.11) and there is again only one new basis vector
Figure 6.12: Max-Error curves $E_H$ plot against the number $H$ of basis functions for the ST method. Red circles indicate double-picks.

$\tilde{\varphi} \in X_N$ generated which is in turn a solution to the problem

$$
\begin{align*}
\min_{\tilde{\varphi} \in X_N} \sum_{k=0}^{K} \alpha_k \left\| y^k - (y^k_\perp, \tilde{\varphi}^2) \tilde{\varphi}^2 \right\|^2 \\
\text{s.t. } \left\| \tilde{\varphi}^2 \right\| = 1
\end{align*}
$$

where $y^0, ..., y^K \in X_N$ are the projections of the solution vectors $y^0, ..., y^K$ onto $\{\tilde{\varphi}^1\}$. Note that the above problem is equivalent to

$$
\begin{align*}
\min_{\varphi^2 \in X_N} \sum_{k=0}^{K} \alpha_k \left\| y^k - (y^k_\perp, \varphi^2) \varphi^2 \right\|^2 \\
\text{s.t. } (\tilde{\varphi}^1, \varphi^2) = 0 \text{ and } \left\| \varphi^2 \right\| = 1
\end{align*}
$$

By comparing the generation processes of $\varphi^1, \varphi^2$ and $\tilde{\varphi}^1, \tilde{\varphi}^2$, it is perhaps not too surprising that $\varphi^1 = \tilde{\varphi}^1$ and $\varphi^2 = \tilde{\varphi}^2$ holds true. In fact, this was shown in [21]. In very simple words, $\varphi^1$ and $\varphi^2$ are chosen as the two vectors that together present the best two-dimensional approximation of the data$^1$. Similarly, $\tilde{\varphi}^1$ is chosen as the best one-dimensional approximation of the data and $\tilde{\varphi}^2$ as the best one-

$^1$‘data’ is a short term for the solution trajectory $\{y^k_N(u^*, \mu^*) \}_{k=0}^{K} \subset X_N$ in this case.
6.2.5 Performance of the ST vs. the POD\textsubscript{q} strategy

For each discretization technique, there are two basis generation strategies available: The ST method which adds one single snapshot in each iteration and the POD\textsubscript{q} method which adds POD approximation vectors until \( q \% \) of the solution trajectory is represented. A comparison for these two strategies can be seen in Figure 6.14, for which a flex2 variation was used for the ST strategy and \( q = 99 \) was chosen for the POD\textsubscript{q} method, both as a result of the analysis provided in Sections 6.2.3 and 6.2.4.

For the FD discretization, it is perceivable that the POD\textsubscript{q} method performs sig-
Figure 6.14: Worst-Error curves for the ST (top) and the PolTheta (bottom) strategy, both for the ST-flex2 and the POD99 method.
significantly better, seeing as its maximum error continually falls below the maximum error of the ST strategy. Also, the POD$q$ line is monotonically decreasing whereas the ST line is sometimes momentarily increasing. This is due to the fact that by design, the POD$q$ strategy for basis enhancement only adds vectors $\psi_{H+1}, \ldots, \psi_{H+\ell}$ that are still contained in the space orthogonal to the one spanned by the current basis $\Psi_H$, ensuring that the next basis $\Psi_{H+\ell}$ does indeed contain more information of the data. Furthermore, the added basis elements are chosen as vectors of maximum variance, thereby actively enhancing the current space $X_H$ by most of the information that is not yet contained in it. The ST method on the other hand has a more empirical nature: It is not assured that the added information is not already contained in $X_H$. This does sometimes lead to the fact that the addition of a new snapshot slightly worsens the maximum error of the reduced solution. A similar trend can be observed for the PolTheta method with the minor difference that the ST method does keep up much better during the first $10$ basis functions. For $H \geq 10$, the POD$q$ method gains further advantage, making it the altogether superior method as far as accuracy is concerned. The other important factor is feasibility which will be examined in Section 6.2.6.

### 6.2.6 Computation times I: Reduced vs detailed solution

If we reconsider the motivations for Reduced Basis methods introduced at the beginning of Chapter 5, the main objective was to reduce the computation time needed for the detailed solution while maintaining enough accuracy as possible. As far as accuracy is concerned, the last sections proved that both the ST and the POD$q$ strategy deliver on accuracy if the number $H$ of basis functions is set high enough, with the POD$q$ method performing slightly better. In order to examine the feasibility issue, we can see in Figure 6.15 the computation times for both the detailed and the reduced solutions.

First of all, one can see that for the FD method, the computation time for the reduced solution exceeds the detailed computation time for $H \geq 20$. This appears to be rather strange at first, seeing as the lower-dimensional system takes in fact more time to calculate the solution than the high-fidelity system. This can be explained by examining the two recursions by which the solutions are computed, namely (4.8) for the detailed solution and (5.2) for the reduced solution. Looking at the occurring implicit operators $L^k(u, \mu)$ for the high-dimensional system, we have a linear combination of the matrices $1_{N_x}, B_{N_x} \in \mathbb{R}^{N_x \times N_x}$. These matrices are therefore quite sparse, seeing as only the main diagonal and the first lower diagonal are occupied. On the other hand, the reduced implicit operators $L^k(u, \mu)$ of the reduced-order system are generally full matrices. Given the speed advantage when solving a sparse linear equation system as opposed to a nonsparse one, this
Figure 6.15: Computation times for the detailed and reduced solutions, both for the FD (top) and the PolTheta method (bottom).

explains the fact the MOR actually makes the problem more costly to solve: The FD discretization technique applied here is simply too efficient to begin with. This is mostly due to two reasons: First, the PDE (3.1) is a very simple one, seeing as it is one-dimensional, has only two input arguments and is linear as well as of first order. Second, the chosen discretization options within the FD method are both of first order (forward-Euler for the variable \( x \) and backward-Euler for the variable \( t \)) and therefore very fast. Turning to discretization techniques of higher order would necessarily require more computation time than is the case right now. Turning to the PolTheta method, we observe that there is actual speed gained for the solution computation when applying the MOR technique. In contrast to the FD method, the implicit operators \( \hat{\mathcal{L}}^k_1 \) are full matrices, they are created by adding up multiples of the matrices \( 1_N, B_N, \Gamma_N \in \mathbb{R}^{(N+1) \times (N+1)} \), the latter of which is a matrix with no zeros in it. It is therefore quite natural that solving the lower-dimensional model should take less time.
6.2.7 Computation times II: Basis generation

One has to consider that by applying a RB strategy, the speed gained by a faster computation of solutions has to be put in contrast to the time it takes to actually construct the reduced space by using the Greedy search. In Figure 6.16, we can see these generation times depending on the dimension $H$ of the reduced space. As could be expected, the POD99 strategy is much faster in both cases. This is due to the fact that it adds not one, but several new basis vectors in each iteration, thereby saving a lot of computation time. However, one has to consider that this gained speed comes at the prize of having to solve an eigenvalue problem of the size $N_t \times N_t$ respectively $N_x \times N_x$ in each iteration. Seeing as both values are rather low for the system at hand with $N_t = 100$ and $N_x = 250$, this did not present a problem here. Nevertheless, when considering the application of the methods used here to higher-dimensional cases, these eigenvalue computations will get more costly, thereby slowing down the POD$q$ method.

Figure 6.16: Computation times of the Greedy algorithm for the FD and the PolTheta discretization, both for the ST-flex2 and the POD99 strategy
6.2.8 Computation times III: Total time

In Figure 6.17 is shown a final computation time comparison between the detailed solution and the reduced-order technique. The latter is composed of the running time of the Greedy search plus the computation time for the reduced solution. As was to be expected after Section 6.2.6, we can see that MOR isn’t a sensible option for the FD discretization, neither with the ST nor with the POD strategy. Reasons for this have already been given in Section 6.2.6. Moreover, we now observe that even for the PolTheta discretization, the speed which is gained by reduced-order modelling is nearly neglectable. Even with the faster POD99 strategy, choosing a reduced space of dimension $H = 20$ only saves about half the time it would have taken to solve the entire high-fidelity system. When considering that this little gained speed comes with a relative error of about $\varepsilon_H \approx 10^{-5}$ (compare Figure 6.13), we have to conclude that MOR techniques are not worthwhile for the problem at hand. Again, the reason for this lies in the simplicity of both the underlying P^2DE and the used discretization methods, which results in very fast detailed solvers that really do not require reduced-order
modeling to be effective.
Conclusion and Outlook

In this thesis, we have investigated the application of MOR techniques to a model for erythropoiesis that simulates the population of CFU-E cells under the influence of external EPO administration. The model was provided by the Renal Research Institute in New York and modified to facilitate the implementation of the RB strategies. It consists of a linear, hyperbolic PDE of first order along with initial and boundary conditions.

In a first step, two discretization methods were introduced to obtain the detailed solution, including a FD method and a polynomial-based variant as it was applied in [7]. Thereupon, a reduced-order model was derived that is able to provide a low-dimensional projection of these and other discretizations. The developed methods include the generation of a reduced approximation space generated through the use of a Greedy algorithm, which iteratively builds a reduced basis. This can be done using a POD-based or a snapshot-based strategy. Additionally, an a-posteriori estimator was derived to assess the magnitude of the approximation error.

Both Greedy strategies were observed to generate qualitatively and quantitatively suitable reduced spaces that are able to approximate detailed solutions for the entire parameter domain. In a direct comparison, however, the POD strategy proved not only to be much faster, but it also led to the construction of a slightly better space than the snapshot-based strategy.
Concerning efficiency, the experiments showed that the application of reduced-order strategies even increased the simulation time of the FD method. For the polynomial-based discretization on the other hand, running time was decreased, but not significantly enough to justify the approximation error. All in all, it can be said that an application of MOR techniques for the present model is not practical. The reason for this lies in the simplicity of the equation, which makes high-fidelity solvers already sufficiently fast.

With the above observation in mind, however, applying the MOR methods introduced in this thesis to more complex cell population models is a very promising next step. One can easily consider variations of this kind of population equation that contain more detail, for example, when two or more types of cells are considered and a coupled system of PDEs arises (as is the case in [7]). Additionally, it is possible to consider cell attributes other than only the maturity $x$, thus turning to three or more dimensions in the input arguments. All these complications would necessarily lead to discrete systems of much higher dimensions, thereby making numerical solvers slower than is the case right now. At this point, it is not hard to imagine that by using RB methods, computation speed might be reduced to a very small percentage of the detailed solvers while still maintaining an acceptable error. Furthermore, the qualitative results presented in this thesis suggest a high aptitude of the model for MOR techniques, which would likely still be the case for more complex variations. Additional work has to be done here, both for the application of the introduced RB methods to the higher-dimensional models and the realization of numerical experiments.

Moreover, the experiments have suggested, based on evidence from the analysis how often certain parameters were chosen during the algorithm, that training grids used to represent the parameter domain during the Greedy search could be constructed more efficiently. Various alternatives to the equidistant grids used right now quickly come to mind and would have to be tested for the quality of the resulting reduced spaces.

Lastly, it has to be mentioned that the RB strategies introduced in this thesis are based on the same reduced space over the entire time domain. There exist approaches, for example in [4], that partition this domain and use dedicated reduced spaces for each time subinterval. This is meant and has shown to speed up the online computation time, while at the same time ensuring a manageable approximation error. For the problem at hand, this approach might be particularly of interest because of the discrete EPO administration times affecting the popula-
Conclusion and Outlook

In the present model, thereby leading to the detailed solutions showing a very different behavior before and after an injection time. It is not hard to imagine that dedicated reduced spaces for each time interval are better suited to represent this behavior individually than one global space having to incorporate both. As a result, we might see reduced spaces that approximate the detailed solutions better whilst using fewer dimensions, which would in turn lead to decreased online simulation times.

Summing up, the application of the MOR techniques introduced here to similar models with higher dimensions appears to be the logical next step. We have seen evidence that these methods could significantly increase solver efficiency, all the while maintaining an acceptable error tolerance.
APPENDIX

8.1 Coefficient functions in the RK4 method

With the abbreviations \( \kappa^k := \kappa(t^k, u, \mu) \), \( \kappa^{k+1/2} := \kappa(t^k + \Delta t / 2, u, \mu) \) and \( \kappa^{k+1} := \kappa(t^{k+1}, u, \mu) \), the coefficient functions read:

\[
\sigma_1^E(t^k) = 1 + \frac{\Delta t}{6} (\kappa^{k+1} + 4\kappa^{k+1/2} + \kappa^k) + \frac{\Delta t^2}{6} (\kappa^{k+1} + \kappa^{k+1/2} + \kappa^k) + \frac{\Delta t^2}{12} (\kappa^{k+1} + \kappa^{k+1/2} + \kappa^k)
\]

\[
\sigma_2^E(t^k) = -\Delta t - \frac{\Delta t^2}{6} (\kappa^{k+1} + \kappa^{k+1/2} + \kappa^k)
\]

\[
\sigma_3^E(t^k) = \frac{\Delta t^2}{2} + \frac{\Delta t^4}{24} (\kappa^{k+1} + \kappa^{k+1/2} + \kappa^k)
\]

\[
\sigma_4^E(t^k) = \frac{\Delta t^4}{24} (2\kappa^{k+1} + \kappa^{k+1/2} + \kappa^k + \kappa^{k+1/2} + 2\kappa^{k+1/2} + \kappa^k)
\]

\[
\sigma_5^E(t^k) = -\frac{\Delta t^2}{6} - \frac{\Delta t^4}{24} (\kappa^{k+1} + 2\kappa^{k+1/2} + \kappa^k)
\]

\[
\sigma_6^E(t^k) = \frac{\Delta t^4}{24}
\]
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\[
\sigma_1^z(t^k) = 1 + \frac{\Delta t}{6} \left( \kappa^{k+1} + 2 \kappa^{k+1/2} \right) + \frac{\Delta t^2}{12} \left( \kappa^{k+1} \kappa^{k+1/2} + \kappa^{k+1/2} \kappa^{k+1/2} + \kappa^{k+1/2} \kappa^{k+1/2} \right)
\]

\[
\sigma_2^z(t^k) = -\frac{\Delta t}{2} - \frac{\Delta t^2}{12} \left( \kappa^{k+1} + 3 \kappa^{k+1/2} \right) - \frac{\Delta t^3}{24} \left( 2 \kappa^{k+1} \kappa^{k+1/2} + \kappa^{k+1/2} \kappa^{k+1/2} \right)
\]

\[
\sigma_3^z(t^k) = \frac{\Delta t^2}{6} + \frac{\Delta t^3}{24} \left( \kappa^{k+1} + 2 \kappa^{k+1/2} \right)
\]

\[
\sigma_4^z(t^k) = -\frac{\Delta t^3}{24}
\]
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EPO Erythropoietin ................................................................. 2

FD Finite Difference ................................................................. 2

MOR Model Order Reduction ....................................................... 1

ODE Ordinary Differential Equation ........................................... 2

PDE Partial Differential Equation ............................................. 23

P^2DE Parametrized Partial Differential Equation .......................... 1

POD Proper Orthogonal Decomposition ...................................... 2

RB Reduced-Basis ................................................................... 1

SVD Singular Value Decomposition .......................................... 2
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